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ABSTRACT

Vision-Language Models (VLMs) have recently demonstrated remarkable capa-
bilities in visual understanding and reasoning, but they also impose significant
computational burdens due to long visual sequence inputs. Recent works address
this issue by pruning unimportant visual tokens, achieving substantial computa-
tional reduction while maintaining model performance. The core of token pruning
lies in determining token importance, with current approaches primarily relying
on attention scores from vision encoders or Large Language Models (LLMs). In
this paper, we analyze the effectiveness of attention mechanisms in both vision en-
coders and LLMs. We find that vision encoders suffer from attention sink, leading
to poor focus on informative foreground regions, while in LLMs, although prior
studies have identified attention bias toward token positions, text-to-vision atten-
tion demonstrates resistance to this bias and enables effective pruning guidance
in middle layers. Based on these observations, we propose LearnPruner, a two-
stage token pruning framework that first removes redundant vision tokens via a
learnable pruning module after the vision encoder, then retains only task-relevant
tokens in the LLM’s middle layer. Experimental results show that our Learn-
Pruner can preserve approximately 95% of the original performance while using
only 5.5% of vision tokens, and achieve 3.2× inference acceleration, demonstrat-
ing a superior accuracy-efficiency trade-off.

1 INTRODUCTION

In recent years, with the rapid advancement of Large Language Models (LLMs) Guo et al. (2025);
Achiam et al. (2023); Bai et al. (2023), Vision-Language Models (VLMs) have achieved remark-
able progress. By extending the comprehension and reasoning capabilities of LLMs to the visual
modality, VLMs have demonstrated unprecedented performance across various multimodal tasks,
including visual question answering, image captioning, and visual reasoning Li et al. (2023a); Liu
et al. (2023); Wang et al. (2024).

Existing VLMs typically convert images into discrete token sequences through vision encoders and
then feed them into LLMs after modal alignment modules. However, the massive number of visual
tokens poses significant computational challenges for VLM inference, particularly in high-resolution
image or long-video input scenarios. This computational burden severely limits the practical deploy-
ment of VLMs in resource-constrained environments and real-time applications.

To mitigate these computational challenges, token pruning has emerged as a promising solution.
The core idea of token pruning is to assign importance scores to individual visual tokens through
specific criteria, then keep only the top-k most important tokens while discarding the rest during
the inference phase. Since visual content typically has much lower information density than text,
substantial reductions in visual token count through pruning techniques yield minimal performance
degradation.

Obviously, the effectiveness of token pruning heavily depends on accurate visual token importance
assessment. Recent studies primarily rely on attention scores from visual encoders or LLMs as
the metrics, e.g., [CLS] attention Zhang et al. (2025a); Yang et al. (2025) or average LLM atten-
tion Chen et al. (2024); Zhang et al. (2025b). To investigate whether attention mechanisms accu-
rately reflect token importance, we visualize the attention heatmaps of LLaVA-1.5 Liu et al. (2023),
a widely-used VLM, from both the vision encoder and LLM.
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Vision AllText[CLS]Image

Are the cats inside?

Is the human 
wearing a life jacket?

What are the two 
visible numbers?

Query

LLMVision Encoder

Figure 1: Attention maps of vision encoder and LLM decoder in LLaVA-1.5 Liu et al. (2023). The
former leverages the attention scores of the [CLS] token derived from the second last layer of the
vision encoder, while the latter shows the average attention received by vision tokens from vision,
text, and all tokens in the middle layer (12th layer) of the LLM.

As shown in Figure 1, while the [CLS] token can partially focus on foreground objects, it often
allocates excessive attention to low-informative background regions. This observation is consistent
with the prior work Darcet et al. (2023) that shows Vision Transformers Oquab et al. (2023); Radford
et al. (2021) tend to generate high-norm outlier tokens, i.e., artifacts that aggregate global image
information while discarding spatial detail. On the other hand, while prior work Zhang et al. (2025a)
identified the attention shift phenomenon in LLMs, where LLMs exhibit a bias toward the lower
half of images due to the locality of positional encoding and causal masking mechanisms, this bias
is mainly observed in vision-to-vision or all-token attention patterns. In contrast, text-to-vision
attention appears to effectively focus on query-relevant regions.

The above observations motivate us to conduct an in-depth analysis on the effectiveness of current
attention-based token pruning methods, revealing two critical insights: (1) In vision encoder, [CLS]
token fails to adequately attend to salient foreground objects, which leads to suboptimal pruning
results, particularly under limited token budgets. (2) In LLM, text-to-vision attention demonstrates
robustness in resisting attention shift, and can provide reliable guidance for selecting query-relevant
vision tokens in the middle layer. However, delaying pruning until the middle layers still involves
substantial redundant computations, resulting in marginal acceleration gains.

To address these limitations, we propose LearnPruner, a two-stage token pruning framework that
enhances the efficiency of VLMs by sequentially removing unnecessary vision tokens after the vi-
sion encoder and in the LLM. Specifically, we first eliminate inherent visual redundancy by em-
ploying a lightweight learnable module to directly predict the importance scores of vision tokens,
replacing the conventional [CLS] attention scores. Moreover, a small set of diversity tokens are re-
tained to provide complementary visual information. The remaining tokens then pass into the LLM
for cross-modal interaction with the query instructions. Subsequently, we perform query-aware to-
ken selection in the middle layer of LLM, further discarding tokens that are irrelevant to the given
query.

Benefiting from the refined pruning strategy and importance measures, LearnPruner achieves a fa-
vorable accuracy-efficiency trade-off. Extensive experiments on various VLM benchmarks demon-
strate that LearnPruner outperforms previous state-of-the-art methods. With only 5.6% of tokens
retained, LearnPruner preserves 94.8% of the original performance and achieves a 2.3× and 1.5×
speedup in prefill and total time, respectively.
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2 RELATED WORK

2.1 VISION-LANGUAGE MODELS.

The evolution of Vision-Language Models (VLMs) has progressed from early joint embedding ap-
proaches Kiros et al. (2014); Karpathy & Fei-Fei (2015) to sophisticated architectures leveraging
Large Language Model capabilities. Modern VLMs such as LLaVA-1.5 Liu et al. (2023), MiniGPT-
4 Zhu et al. (2023), and Qwen-VL Bai et al. (2023) have demonstrated remarkable performance in
multimodal understanding by integrating visual encoders with powerful language models through
modal alignment modules.

Moreover, recent VLM inputs have expanded to high-resolution images and video sequences, dra-
matically increasing visual token sequences. For example, LLaVA-1.5 Liu et al. (2023) generates
576 tokens per image, LLaVA-Next Liu et al. (2024a) divides the high-resolution images into a grid
of sub-images, generating up to 5 × 576 = 2, 880 tokens, and LLaVA-OneVision Li et al. (2024)
applies pooling operations to video frames, creating up to 32 × 196 = 6, 272 tokens. This trend
toward longer visual sequences has not only increased computational burden but also created a sig-
nificant imbalance in multimodal inputs, where visual tokens often dominate the input composition.
However, visual modalities exhibit substantially higher redundancy compared to language, leading
to a mismatch between token quantity and information density, which motivates the necessity for
visual token reduction research in VLMs.

2.2 VISUAL TOKEN REDUCTION FOR VLMS.

As mentioned above, visual token reduction aims to improve inference efficiency by removing re-
dundant information in images. FastV Chen et al. (2024) is a pioneering work in this field, which
computes the average attention scores one token received from all other tokens within the LLM
to determine token importance, and prunes unimportant tokens at the shallow layer of the LLM.
PyramidDrop Xing et al. (2024) observes that redundancy increases progressively within LLMs,
thus proposing a hierarchical pruning strategy. SparseVLM Zhang et al. (2025b) leverages text-to-
vision attention scores to achieve text-aware guidance, and utilizes the rank of attention matrices
to adaptively adjust the pruning ratio. Meanwhile, some studies apply pruning strategies directly
after the vision encoder. VisPruner Zhang et al. (2025a) argues that attention shift and attention
dispersion issues exist within LLMs, therefore replaces the importance criteria with [CLS] token
attention scores. VisionZip Yang et al. (2025) further incorporates the token merging technique to
avoid losing any small but potentially important information.

In addition to the above training-free methods, recent studies have introduced training-based pruning
methods to further improve accuracy, at the expanse of acceptable additional training overhead.
ATP-LLaVA Ye et al. (2025) utilizes the global attention distribution of images to predict instance-
specific pruning thresholds. TwigVLM Shao et al. (2025) inserts additional decoder blocks in the
shallow layers of the LLM, which not only perform more reliable pruning, but also enable decoding
stage acceleration through self-speculative decoding. Despite existing works relying on attention
results to remove redundant tokens, the attention mechanism exhibits inherent limitations, and its
effectiveness warrants further exploration.

3 METHOD

3.1 PRELIMINARY

Existing works typically rely on attention map derived from the transformer block to achieve token
pruning. The attention mechanism Vaswani et al. (2017) is widely applied in both key components
of VLMs (the vision encoder and the LLM) to facilitate token interaction. Formally, given a token
sequence X = [x1, x2, · · · , xN ] ∈ RN×d, the attention computation first transforms the input into
query Q, key K, and value V respectively:

Q = XWq, K = XWk, V = XWv (1)

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2026

(a) (b) (c)

Figure 2: Analysis of attention in VLMs. (a) Performance comparison of token pruning strategies.
’Random’ and ’[CLS]’ denote random and [CLS] attention-based selection from the entire image
(all) or foreground regions (fg). (b) Distribution of attention received by vision tokens from both
vision and text modalities. The bar chart presents the average values across multiple instances, while
the dashed line chart shows the distribution of individual samples. (c) Performance comparison of
importance criteria derived from different layers of LLM attention maps. Pruning is performed at
the second layer with a 90% pruning ratio.

where Wq , Wk, and Wv are projection matrices, N is the sequence length and d is the hidden
dimension. Then, the attention map A and output O are computed as:

Alogit = QKT , A = softmax
(
Alogit +M√

d

)
, O = AV (2)

where A denotes the attention map and M ∈ RN×N is an optional mask matrix. For vision encoders
adopting global attention, M is a zero matrix, while for LLMs employing causal attention, M is an
upper triangular matrix of −∞ values to ensure each token can only attend to previous tokens.

3.2 STUDY OF ATTENTION IN VLMS

Attention in Vision Encoder. Vision encoders commonly include an additional [CLS] token at
the beginning of the token sequence, serving to interact with patch tokens and aggregate global in-
formation. The [CLS] token is expected to focus on the visually salient regions. Consequently,
existing works naturally utilize the attention score from the [CLS] token as the importance estima-
tion of the patch tokens. However, recent studies Darcet et al. (2023); Yang et al. (2024) reveal that
most vision encoders tend to generate artifacts in uniform, background areas. These artifacts receive
disproportionately high attention from other tokens, despite containing limited semantic informa-
tion. Therefore a natural question arises: whether the [CLS] token adequately attend to salient
foreground regions?

To answer this question, we design a comparative experiment using LLaVA-1.5-7B Liu et al. (2023)
on five benchmarks: GQA Hudson & Manning (2019), POPE Li et al. (2023b), MME Fu et al.
(2023), TextVQA Singh et al. (2019) and VQAv2 Goyal et al. (2017) (all subsequent experiments
maintain the same setup unless otherwise specified). Specifically, we employ LangSAM1, an open-
source visual grounding tool built on top of SAM-2 Ravi et al. (2024) and GroundingDINO Liu et al.
(2024b), to segment the foreground objects of the image. We pre-define a set of common foreground
and background categories, and obtain the complete foreground mask based on the comprehensive
segmentation results.

We then evaluate two pruning strategies: global token selection and foreground-constrained selec-
tion, the average performance is shown in Figure 2.(a). For [CLS] attention-based pruning, con-
straining token selection to informative regions ([CLS]fg) consistently outperforms selection from
the entire image ([CLS]all), especially under aggressive pruning ratios. Furthermore, even random
foreground token selection (Randomfg) can achieve comparable performance to [CLS]all. This
suggests that the [CLS] token may not effectively focus on salient foreground regions, particularly

1https://github.com/luca-medeiros/lang-segment-anything
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that the most attended tokens show poor alignment with their importance, which is consistent with
the observation in Figure 1.

Attention in LLM. In LLMs, visual tokens not only interact within the modality but also with text
tokens. Existing works typically utilize the average attention received by other tokens or the last
instruction token to estimate the importance score, and pruning usually occurs in the shallow layers
of LLMs to achieve lower computational costs. However, recent studies Zhang et al. (2025a) have
identified the attention shift phenomenon in LLMs, where visual tokens with higher indices tend
to receive higher attention scores. Intuitively, the information flow within LLMs should serve as
guidance for token pruning, hence we ask: Is there a more effective way to leverage LLM attention
for pruning assistance?

Are there both man and 
soccer balls in this image?

Shallow Layer Middle Layer Deep Layer

Figure 3: Attention heatmaps from specific text tokens to
images in shallow, middle and deep layers of LLM.

To answer this question, we first ex-
tend the analysis of attention shift
based on Zhang et al. (2025a).
We randomly select 1,000 image-
text pairs from VQAv2 as inputs to
the base VLM and compute the av-
erage attention received at each vi-
sion token index. The attention
is decomposed into visual attention
(from vision tokens) and text atten-
tion (from text tokens). As shown
in Figure 2.(b), while both modali-
ties demonstrates attention shift, the
increasing trend in text attention is
much more gradual than visual at-
tention across token indices. This is
mainly due to the decay property of positional encoding and the causal masking in visual attention.
Meanwhile, although text attention overall exhibits a positive correlation with token index, atten-
tion patterns vary considerably across individual instances and tokens with lower indices can also
be highly attended. In contrast, vision attention consistently shows bias, which may be harmful for
pruning decisions.

Based on the observation, we further conduct experiments to compare different importance criteria
within LLMs. The criteria include the average attention from visual modality, text modality, both
modalities, as well as the attention from the last instruction token. For fair comparison of these
criteria’s effectiveness, we follow the approach of Shao et al. (2025) by pre-computing attention
maps from a specific layer as guidance for token selection, then performing token pruning at the
second layer. The pruning ratio is set to 90% and the results are shown in Figure 2.(c).

We can find that text attention and last token attention consistently outperform the other criteria
across almost all layers. Incorporating visual attention leads to significant performance degradation,
indicating that it is heavily affected by attention shift and fails to provide complementary informa-
tion. Moreover, an interesting trend can be observed: attention reliability gradually increases from
shallow layers (over 95% of the baseline performance is retained from layer 8 onwards) and shows
stable performance in middle layers, but significantly declines as the layer goes deeper. A more
concrete example is shown in Figure 3. In both shallow and deep layers, uninformative regions tend
to absorb most of the attention from text tokens, while in the middle layer, different text tokens are
able to focus on their semantic-related regions, hence allowing for effective token selection.

3.3 LEARNPRUNER

Based on the above study, we propose LearnPruner, which leverages learnable pruning criteria to
replace the attention-based criteria in vision encoder and adopts a progressive pruning strategy, per-
forming pruning after the vision encoder and within the LLM respectively. The overall framework
is shown in Figure 4.

Remove Visual Redundancy. Visual redundancy is inherently present in images, thus it is intuitive
to perform pruning after the vision encoder. The stage aims to preserve the original image infor-
mation through more compact token representations. Although [CLS] attention is widely used as

5
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Vision Encoder

Projector

LLM
 D

ecoder Layer i

LLM
 D

ecoder Layer i+1
Learnable 

Pruning Module

Diversity-based 
Token Selection

Is he swinging the bat?

Text-G
uided

Remove Visual 
Redundancy

Remove Text 
Irrelevant Content

🔥 ·····

Figure 4: Overview of LearnPruner. After vision encoder, we select informative tokens based on
importance socre predicted by learnable pruning module. Besides, a limited number of diverse to-
kens are selected based on similarity to minimize background information loss. Finally, we perform
text-guided token selection in the middle layer of the LLM, further discarding tokens that are irrele-
vant to the given query.

the pruning criterion, as analyzed before, [CLS] token fails to accurately attend to visually salient
regions. Therefore we employ a learnable pruning module (LPM) to directly predict the importance
score of each vision token.

Specifically, we feed the token features from the vision encoder into a lightweight MLP that per-
forms binary classification to determine whether each token should be preserved or pruned. Since
discrete binary decisions are non-differentiable, we employ Straight-Through Estimator (STE) Ben-
gio et al. (2013) to enable backpropagation during training. This process can be formulated as:

Msoft = Softmax(MLP(X(0)
v )), (3)

Mhard = argmax(Msoft), (4)

where X
(0)
v denotes the token features from the vision encoder. Through the STE trick, the binary

mask Mhard ensures that pruned tokens do not participate in subsequent computations during the
forward pass, while the soft mask Msoft provides gradients during the backward pass. Implementa-
tion details of end-to-end training can be found in the supplementary material. At inference time,
Msoft serves as the importance score for each token. More implementation details about LPM can
be found in Appendix A.1.

Considering that LPM tends to focus on semantically rich foreground regions, it might ignore
background information that could also be crucial in certain VQA tasks, therefore we introduce
a diversity-based token selection module during inference to preserve comprehensive visual con-
tent. For remaining tokens, we first compute the cosine similarity with all selected tokens, then add
the one with the smallest maximum similarity to the selected set. The selection iteratively continues
until the token budget is reached.

Remove Text-Irrelevant Content. Although images contain vast information, not all visual content
is necessary for the given query, hence we perform a second pruning within LLM to further remove
text-irrelevant tokens. As demonstrated in our analysis, text attention is less affected by attention
shift and exhibits strong response to relevant regions. Inspired by this, we directly leverage text
attention to guide token pruning. The text attention is computed as the average attention from query
tokens over all heads:

Ã(k) =
1

Nq

Nq∑
i=1

A(k)(X
(k)
q,i ,X

(k)
v ), (5)

where X
(k)
q and X

(k)
v denote query tokens and vision tokens at the k-th layer, respectively. Nq is

the number of query tokens. We only keep the top-k tokens with the highest attention scores to
participate in further interactions within the LLM.

6
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Method Params. GQA SQAI VQAT POPE MME VQAv2 MMB MMBCN RelAcc.
Upper Bound, 576 Tokens (100%)

Vanilla - 61.9 69.5 58.2 85.9 1862 78.5 64.7 58.3 100.0%
Retain Averaged 128 Tokens (↓ 77.8%)

FastV - 49.6 60.2 50.6 59.6 1490 61.8 56.1 51.4 82.1%
SparseVLM - 56 67.1 54.9 80.5 1696 73.8 60.0 51.1 92.6%
VisPruner - 58.2 69.1 57.0 84.6 1794 75.8 62.7 57.3 97.3%
VisionZip - 57.6 68.9 56.8 83.2 1762 75.6 62.0 56.7 96.3%
VisionZip ‡ 20.9M 58.9 68.3 57.0 83.7 1823 76.6 62.6 - 97.3%
TwigVLM 610M 60.6 69.5 57.8 86.6 1818 77.9 63.5 - 99.0%
LearnPruner 0.53M 60.3 68.5 57.3 86.7 1820 77.3 63.8 56.8 98.5%

Retain Averaged 64 Tokens (↓ 88.9%)
FastV - 46.1 51.1 47.8 48.0 1256 55.0 48.0 42.7 71.4%
SparseVLM - 52.7 62.2 51.8 75.1 1505 68.2 56.2 46.1 85.6%
VisPruner - 55.4 69.1 55.8 80.4 1689 72.7 61.3 55.1 94.3%
VisionZip - 55.1 69.0 55.5 77.0 1690 72.4 60.1 55.4 93.0%
VisionZip ‡ 20.9M 57.0 68.8 56.0 80.9 1756 74.2 61.5 - 95.1%
TwigVLM 610M 58.8 70.0 55.8 82.7 1760 75.6 60.4 - 96.0%
LearnPruner 0.53M 58.9 68.3 56.6 86.8 1750 76.0 62.6 55.7 96.9%

Retain Averaged 32 Tokens (↓ 94.4%)
FastV - 41.5 42.6 42.5 32.5 1090 43.4 37.8 33.2 58.6%
SparseVLM - 48.3 57.3 46.1 67.9 1290 58.6 51.4 40.6 77.5%
VisPruner - 52.2 69.2 53.9 72.7 1567 67.7 58.4 52.7 89.7%
VisionZip - 51.8 68.8 53.1 68.7 1536 67.1 57.7 50.3 87.8%
LearnPruner 0.53M 57.2 68.2 56.1 84.5 1672 74.0 60.8 55.5 94.8%

Table 1: Performance comparisons of different pruning methods on LLaVA-v1.5-7B. ’Params.’ de-
notes the number of learnable parameters and ’RelAcc.’ denotes the average relative accuracy across
all benchmarks compared to the vanilla model. Bold and underlined values indicate the best and
second-best performance, respectively.

4 EXPERIMENTS

In this section, we evaluate the performance of our LearnPruner on widely-used VLMs across var-
ious benchmarks, to compare with the state-of-the-art token pruning methods. Then we conduct
ablation studies to analyze the effectiveness of each component.

4.1 EXPERIMENTAL SETUP

In the experiments, we train our model using 10% of the LLaVA-665K dataset Liu et al. (2023).
We keep the base VLM weights frozen to preserve the original performance and only train the LPM.
During inference, the first stage retains R1 tokens after vision encoder, where 10% of R1 tokens are
kept as diversity tokens. The second pruning stage is performed in the k = 12-th layer of the LLM,
retaining R2 tokens. For evaluation, we fix the average number of retained vision tokens across all
LLM layers to ensure fair comparison. Given the target token budget, we set the ratio of R1 and R2

to 3 to determine their specific values.

4.2 MAIN RESULTS

To demonstrate the effectiveness of LearnPruner, we present a comprehensive evaluation of Learn-
Pruner on various VLMs, including LLaVA-v1.5-7B, LLaVA-NeXT-7B for high resolution input,
and Video-LLaVA-7B for video input. More results on other VLMs are shown in Appendix A.3.1.

Results on LLaVA-v1.5-7B. We first deploy our method on LLaVA-v1.5-7B, and then evalu-
ate the performance on eight image understanding benchmarks. The compared methods include
FastV Chen et al. (2024), SparseVLM Zhang et al. (2025b), VisionZip Yang et al. (2025), VisionZip
‡ Yang et al. (2025), VisPruner Zhang et al. (2025a) and TwigVLM Shao et al. (2025). Among them,
VisionZip‡ and TwigVLM require additional training, while the rest are training-free. As shown in
Table 1, when the number of vision tokens is reduced from 576 to 128, LearnPruner only decreases
the average accuracy by 1.5%, showing comparable performance to TwigVLM. It is worth noting
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Method GQA SQAI VQAT MME VQAv2 MMB RelAcc.
Upper Bound, 2,880 Tokens (100%)

Vanilla 64.2 70.2 61.3 1842 81.2 67.9 100%
Retain Averaged 640 Tokens (↓ 77.8%)

SparseVLM 60.3 67.7 57.8 1772 77.1 65.7 95.4%
VisionZip 61.3 68.1 60.2 1787 79.1 66.3 97.1%
VisionZip ‡ 62.4 67.9 60.8 1778 79.9 65.9 97.5%
TwigVLM 63.4 69.9 58.6 1864 81.2 67.4 99.1%
LearnPruner 63.8 70.0 60.5 1837 80.5 67.5 99.3%

Retain Averaged 320 Tokens (↓ 88.9%)
SparseVLM 57.7 67.3 55.9 1694 73.4 64.3 92.3%
VisionZip 59.3 67.3 58.9 1702 76.2 63.1 93.9%
VisionZip ‡ 61.0 67.5 59.3 1770 78.4 64.4 95.9%
TwigVLM 62.2 68.7 57.4 1758 79.7 65.0 96.3%
LearnPruner 62.2 68.6 58.4 1845 78.3 66.8 97.5%

Retain Averaged 160 Tokens (↓ 94.4%)
SparseVLM 51.2 67.5 46.4 1542 66.3 63.1 85.0%
VisionZip 55.5 68.3 56.2 1630 71.4 60.1 90.1%
VisionZip ‡ 58.2 67.5 57.3 1699 75.6 63.9 93.3%
LearnPruner 58.7 67.6 55.0 1784 76.2 65.3 94.0%

Table 2: Performance comparisons of different pruning methods on LLaVA-NeXT-7B.

Method TGIF-QA MSVD-QA MSRVTT-QA Average
Acc. Score Acc. Score Acc. Score Acc. Score

Upper Bound, 2,048 Tokens (100%)
Vanilla 18.1 1.27 64.1 3.41 56.1 2.97 46.1 2.55

Retain Averaged 456 Tokens (↓ 77.8%)
FastV 16.4 1.17 60.3 3.24 53.0 2.84 43.2 2.42
LearnPruner 17.5 1.25 63.6 3.36 55.3 2.93 45.5 2.51

Retain Averaged 228 Tokens (↓ 88.9%)
FastV 12.4 1.00 55.1 2.93 50.4 2.70 39.3 2.21
LearnPruner 16.3 1.17 61.5 3.30 53.8 2.87 43.9 2.45

Table 3: Video understanding performance comparisons of different pruning methods on Video-
LLaVA-7B. Performance is evaluated on the first 1k samples of each benchmark. We use GPT-4.1
to assist in evaluating the accuracy.

that LearnPruner is more lightweight, as TwigVLM introduces additional decoder layers for train-
ing, leading to increased model complexity. Moreover, our method demonstrates greater advantages
in scenarios with more constrained token budgets. With only 64 or 32 tokens retained, LearnPruner
maintains 96.9% and 94.8% of the original performance, respectively, significantly outperforming
other methods. This result suggests that our method can more effectively identify and preserve the
most critical visual information.

Results on LLaVA-NeXT-7B. In Tabel 2, we further evaluate the performance of LearnPruner on
LLaVA-NeXT-7B. LLaVA-NeXT splits the original image into multiple sub-images and feeds them
together to the VLM to enable high-resolution input, resulting in vision token sequences that can
reach up to 2880 tokens. Although LLaVA-NeXT improves the ability of image understanding, it
also increases computational burden and introduces more visual redundancy. As we can observed,
our LearnPruner consistently maintain strong performance under different settings. When remov-
ing 88.9% of tokens and retaining only 320 tokens, LearnPruner preserves 97.5% of the original
performance.

Results on Video-LLaVA-7B. LearnPruner is a general pruning method that can be extended to
video domain. We conduct experiments using Video-LLaVA-7B Lin et al. (2023) as the base model
on three widely-used video understanding benchmarks: TGIF-QA Jang et al. (2017), MSVD-QA Xu
et al. (2017), and MSRVTT-QA Xu et al. (2017). Following previous work Chen et al. (2024) and
due to resource constraints, we evaluate on the first 1,000 samples from each benchmark and employ
GPT Assistant to score the model responses. As shown in Table 3, LearnPruner achieves better
accuracy and matching scores than FastV on all evaluated video QA tasks, further demonstrating the
generalization across different application scenarios.
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Method Token TFLOPs Prefill Time Total Time KV Cache
(MB)

GPU Memory
(GB)

LLaVA-v1.5-7b 576 8.6 (1.0×) 463.2 (1.0×) 761.6 (1.0×) 318.9 (1.0×) 14.7 (1.0×)

+ LearnPruner 128 2.8 (3.1×) 262.6 (1.8×) 569.8 (1.3×) 95.0 (3.4×) 13.5 (1.1×)
32 1.6 (5.4×) 201.4 (2.3×) 507.3 (1.5×) 47.0 (6.8×) 13.3 (1.1×)

LLaVA-NeXT-7b 2880 31.9 (1.0×) 1891.5 (1.0×) 2307.6 (1.0×) 1156.1 (1.0×) 20.6 (1.0×)

+ LearnPruner 640 11.4 (2.8×) 683.0 (2.8×) 1083.6 (2.1×) 369.4 (3.1×) 16.3 (1.3×)
160 5.2 (6.1×) 315.6 (6.0×) 711.7 (3.2×) 129.4 (8.9×) 13.5 (1.5×)

Table 4: Performance comparisons on computational efficiency.

4.3 ABLATION STUDIES

To validate the impact of different components in LearnPruner, we conduct ablation experiments
on LLaVA-v1.5-7B. We evaluate the model on benchmarks mentioned in Table 1 and report the
average performance, the number of retained tokens is fixed to 64. More ablation studies for pruning
strategies are presented in Appendix A.3.2.

Stage1 Stage2 RelAcc.(%)

[CLS] Attn - 94.6
LPM - 96.1

LPM LPM 96.9
Text Attn 96.9

Table 5: Effectiveness of different impor-
tance criteria.

Effectiveness of importance criteria. The core
of LearnPruner lies in replacing [CLS] attention-
based importance criteria with learnable prediction
scores, and implementing a two-stage pruning strat-
egy. We conduct comparison experiments to ver-
ify the effectiveness of these design choices and the
result is shown in Table 5. In the stage of remov-
ing visual redundancy, compared to selecting tokens
by [CLS] attention, LPM improves performance by
1.7%, demonstrating that LPM can more effectively
focus on salient foreground regions. In the stage of
removing text-irrelevant content, we attempt to in-
sert an additional LPM module in the LLM as well, combining token features and attention distribu-
tions to predict importance scores. However, the results show no further performance improvement,
indicating that attention signals are already sufficiently reliable and token features cannot provide
complementary information. Therefore, we finally decide to directly utlize the attention results for
pruning, avoiding the need to train multiple LPMs.

4.4 EFFICIENCY ANALYSIS

To demonstrate the efficiency of LearnPruner, we conduct a comparative analysis of computational
cost and memory usage on LLaVA-v1.5-7B and LLaVA-Next-7B. As shown in Table 4, we use
NVIDIA A100-80GB to perform the inference on POPE dataset. When the number of retained to-
kens is reduced from 576 to 32 in LLaVA-v1.5-7B, the prefill time and total time achieve 5.4× and
2.3× speedup respectively, while the KV cache storage is reduced by 6.8×. Due to our lightweight
design, the computational overhead and memory usage of LPM are negligible. Moreover, the effi-
ciency improvements become more pronounced as the visual token sequence length increases. When
the number of retained tokens is reduced from 2,880 to 160 in LLaVA-Next-7B, the prefill time and
total time achieve 6.0× and 3.2× speedup respectively.

5 CONCLUSION

In this paper, we conduct an in-depth analysis on attention mechanisms from both vision encoders
and LLMs. Building on the observations, we propose LearnPruner, a two-stage pruning framework
that first removes redundant vision tokens via a learnable pruning module after the vision encoder,
then further discards text-irrelevant tokens in the LLM’s middle layer. Extensive experimental re-
sults show that our LearnPruner outperforms previous state-of-the-art methods and achieves a better
accuracy-efficiency trade-off.
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6 ETHICS STATEMENT

The research presented in this paper focuses on token pruning for Vision-Language Models (VLMs)
to improve their computational efficiency. The research process of this paper does not violate ICLR
ethics. There are no discrimination, bias, or fairness issues that need to be addressed. Our models
are not expected to generate potentially harmful content.

7 REPRODUCIBILITY STATEMENT

This article proposes a novel token pruning approach for VLMs to improve their inference efficiency.
The base model and dataset used in this article are all from open-source and well-referenced, so
this aspect does not affect the reproducibility. To further ensure reproducibility, we describe the
implementation details in the main text Section 4.1 and the Appendix A.1. We will release the
source code and model checkpoints to support reproducibility.
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A APPENDIX

A.1 TRAINING IMPLEMENTATION DETAILS

In this section, we introduce the training method of learnable pruning module in LearnPruner.

End-to-end Optimization. Unlike inference phase that we directly discard tokens based on the
importance score Msoft predicted by LPM, we need to preserve the complete token sequence to
optimize LPM in end to end training process.

Following Rao et al. (2021), given binary mask Mhard, we cut off the interactions between pruned
tokens and retained tokens in the attention layers to simulate the pruning process, enabling the LPM
to learn how to assess token importance for the task. More specifically, we first obtain the complete
token mask by substituting the visual token positions in an all-ones vector with the binary mask
Mhard to create the full token sequence mask M. Then we implement an attention masking strategy
by modifying the Softmax(·) function:

Gij =

{
1, i = j

Mj , i ̸= j,

Âij =
exp(QiK

T
j )Gij∑

k exp(QiKT
k )Gik

.

(6)

G is constructed as a graph adjacency matrix, where Gij = 1 denotes that the j-th token participates
in the attention computation of the i-th token. With this design, Â is equivalent to the attention
matrix calculated by actually discarding masked tokens.

Objective Function. Our goal is to encourage the model to use the least number of vision tokens to
produce the correct answer. To achieve this, we introduce a pruning loss to constrain the number of
kept tokens, which is defined as:

Lprune =

(
1

Nv

∑
Mhard − τ

)2

, (7)

where Nv is the number of vision tokens and τ denotes the target ratio of kept tokens. We set τ = 0
to encourage minimal token usage. With the regularization term, the final objective is:

L = Lntp + λ · Lprune (8)

where Lntp is the original VLM loss and we set λ = 1 in all our experiments.

A.2 EVALUATION BENCHMARKS

In this section, we provide a brief introduction about the evaluation benchmarks in our experiments.

GQA Hudson & Manning (2019). The GQA benchmark focuses on visual scene understanding
and reasoning, leveraging scene graph structures from Visual Genome Krishna et al. (2017). It
involves spatial relations and object attributes, making it challenging for models to achieve precise
visual reasoning in complex scenes.

ScienceQA Lu et al. (2022). The ScienceQA benchmark uses multiple-choice questions to evaluate
the zero-shot generalization on diverse science topics. The dataset contains rich domain diversity
across three subjects: natural sciences,language science, and social science. Since some questions
are not related to the image, we only evaluate the performance on the samples with images, denoted
as ”SQAI” in the experimental tables.

TextVaQA Singh et al. (2019). The TextVQA benchmark evaluates model’s ability to process and
understand text information in images. Answers to the questions may be directly derived from the
text in the images or require contextual reasoning. Moreover, optical character recognition (OCR)
results is provided to assist the model to recognize text in the images. The dataset is denoted as
”TextVQAT” in the experimental tables.

POPE Li et al. (2023b). The POPE benchmark focuses on severe object hallucination issues in
VLMs hence the questions mainly concern the presence of objects in the images. The reported
result is calculated by the mean F1 score over the three indicators: adversarial, random, and popular.
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Method GQA SQAI VQAT MME VQAv2 MMB Avg
Upper Bound, 1280 Tokens (100%)

Vanilla 59.7 77.4 76.7 2324 83.9 83.8 100%
Retain Averaged 426 Tokens (↓ 66.7%)

FastV 58.4 79.1 75.7 2330 81.4 81.4 98.9%
LearnPruner 59.3 77.4 75.2 2339 82.4 83.2 99.3%

Retain Averaged 284 Tokens (↓ 77.8%)
FastV 53.6 77.8 72.7 2228 77.8 79.1 94.7%
LearnPruner 59.0 77.0 74.4 2358 81.7 82.2 98.7%

Retain Averaged 142 Tokens (↓ 88.9%)
FastV 42.8 70.5 54.8 1565 57.2 56.2 71.4%
LearnPruner 51.9 76.1 70.8 2292 79.3 81.8 94.1%

Table 6: Performance comparisons of different pruning methods on Qwen2.5-VL-7B.

MME Fu et al. (2023). The MME benchmark measures both perception and cognition abilities
of VLMs on a total of 14 subtasks. Apart from OCR, the perception includes the recognition of
coarse-grained and fine-grained objects. The former identifies the existence, count, position, and
color of objects. The latter recognizes movie posters, celebrities, scenes, landmarks, and artworks.
The cognition includes commonsense reasoning, numerical calculation, text translation, and code
reasoning.

VQA-v2 Goyal et al. (2017). VQA-v2 is a large-scale benchmark consisting of 265,016 images
from MSCOCO dataset Lin et al. (2014). Each image is paired with open-ended questions and 10
human-provided ground truth answers.

MMBench Liu et al. (2024c). MMBench is a bilingual benchmark for assessing the multi-modal
capabilities of VLMs, which incorporates multiple-choice questions in both English and Chinese
versions. It defines three levels of ability dimensions: Level-1 (Perception and Reasoning), Level-2
(six sub-abilities), and Level-3 (twenty specific tasks). We use ’MMB’ and ’MMBCN’ to denote the
English and Chinese versions of MMBench, respectively.

TGIF-QA Jang et al. (2017). The TGIF-QA benchmark extends the image-based VQA tasks to the
video domain, requiring the model to understand and reason about spatial-temporal relationships in
dynamic visual content. It includes 72K animated GIFs from the Tumblr GIF dataset Li et al. (2016)
and 165K QA pairs. We employ GPT-4.1 to assist in evaluating the accuracy of the model’s answers
(same for the following two benchmarks).

MSVD-QA Xu et al. (2017). The MSVD-QA benchmark is constructed from the Microsoft Re-
search Video Description Corpus Chen & Dolan (2011) and comprises 1,970 short video clips with
50,500 corresponding question-answer pairs.

MSRVTT-QA Xu et al. (2017). The MSRVTT-QA benchmark is based on the Microsoft Research
Video to Text dataset Xu et al. (2016), it contains 10,000 video clips and 243,000 QA pairs. The
videos in MSRVTT-QA depict more complex scenes and activities than those in MSVD-QA, requir-
ing models to effectively process both visual and temporal information.

A.3 MORE EXPERIMENTAL RESULTS

A.3.1 MORE PERFORMANCE COMPARISONS

Results on more base VLMs. To further demonstrate the generalization ability of LearnPruner, we
conduct additional experiments on Qwen2.5-VL-7B Bai et al. (2025), a powerful VLM with a dis-
tinct architecture from the LLaVA series. We follow the same training settings as in the main paper,
and the results are shown in Table 6. LearnPruner still consistently outperforms FastV at different
reduction ratios. When removing 88.9% of vision tokens, FastV’s performance drops dramatically to
71.4% relative accuracy, while LearnPruner maintains 94.1% of the original performance, showing
the superiority of our method.
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k R1 R2 RelAcc.(%)

8 129 43 96.2
10 120 40 96.3
12 111 37 96.9
14 105 35 96.8
16 96 32 96.9

(a) Ablation study on pruning position k in the
LLM. R1 and R2 are the retained token num-
bers of the first and second pruning stages, respec-
tively.

R1 : R2 R1 R2 RelAcc.(%)

1 85 85 96.1
1.5 102 68 96.6
2 114 57 96.8
3 129 43 96.9
4 136 34 96.8

(b) Ablation study on retention ratio between R1

and R2.

Table 7: Ablation experiments for LearnPruner. We use LLaVA-v1.5-7B as the base model and
evaluate the average performance on benchmarks mentioned in Table 1. Under default settings,
pruning position k is set to 12 and the number of retained tokens between two pruning stages R1 : R2

is fixed to 3.

A.3.2 MORE ABLATION STUDIES

Ablation on pruning position k. The pruning position k within the LLM affects the reliability of
attention distribution and the number of tokens retained at each stage. Table 7a varies k from 8
to 16 to investigate the impact on LearnPruner. We observe that when pruning at shallow layers,
even with more tokens retained, performance still significantly decreases, indicating that attention
distribution from shallow layers is not reliable, which aligns with the observations in Figure 2. Then
the performance begins to stabilize from 12-th layer onwards, and we finally select k=12 which
achieves the best performance.

Ablation on retention ratio between R1 and R2. The ratio between R1 and R2 determines the
number of tokens retained at each stage. A smaller ratio leads to more visual information loss, while
a larger ratio leads to a limited token budget allocated to text-related regions. As shown in Table 7b,
the best result is achieved at R1 : R2 = 3, which is chosen in our default setting. It indicates that
it is important to preserve the complete visual information in the shallow layers, while only a small
number of tokens are required in the middle layers, which is consistent with our two-stage pruning
strategy.

A.4 QUALITATIVE RESULTS

To better understand the effectiveness of LearnPruner, we visualize the pruning results on the exam-
ples chosen from GQA and TextVQA in Figure 5 and Figure 6. We select FastV Chen et al. (2024)
and VisionZip Yang et al. (2025) for comparison, which represent pruning approaches conducted
after the vision encoder and within the LLM, respectively. VisionZip relies on [CLS] attention for
pruning, which fails to properly focus on foreground objects and even selects meaningless padding
tokens. On the other hand, limited by token budget, FastV prunes tokens after the second layer of the
LLM, showing a bias toward preserving tokens in the lower half of the image and weak responsive-
ness to queries. In contrast, LearnPruner first removes visual redundancy after the vision encoder,
accurately focusing on semantically rich regions through learning-based importance criterion, and
supplements background information with a small number of diversity tokens. In the second stage,
leveraging reliable attention results from middle layers of the LLM, only the most query-relevant
tokens are retained, enabling the VLM to answer questions using the minimal number of vision
tokens.

A.5 LLM USAGE DISCLOSURE STATEMENT

We utilized OpenAI’s GPT-4 for assistance with language editing (improving grammar and clar-
ity) and for generating/debugging experimental code and evaluating some benchmarks. All LLM-
generated content was thoroughly reviewed, verified, and edited by the authors, who take full re-
sponsibility for the accuracy and integrity of this submission.
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Are there pots?

Image FastV VisionZip
LearnPruner

Stage1 Stage2

yesnono

Are there any chairs or 
TV stands? yesnono

Does the rug in front of 
the cabinet look soft 
and blue?

noyesyes

Are the shorts the same 
color as the shoes?

noyesyes

What's the door made 
of?

woodglassglass ✅

✅

✅

✅

✅❌

❌

❌

❌

❌

❌

❌

❌

❌

❌

Figure 5: Visualization of the pruning results. Yellow patches indicate retained tokens, with an
average of 32 tokens preserved.
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What kind of bag is to 
the right of the chair?

backpackpursepurse

What is the number of 
the player in yellow on 
the far right?

51010

Image FastV VisionZip
LearnPruner

Stage1 Stage2

What letter does their 
shirt brand start with? AAImagine

What is the name of 
the man on the right? BenMaxBen

What is the name of 
the airline?

Austrian arrowsAustriaAustrian airlines ✅

✅

✅

✅

✅

✅

✅

❌ ❌

❌

❌

❌ ❌

❌ ❌

Figure 6: Visualization of the pruning results. Yellow patches indicate retained tokens, with an
average of 32 tokens preserved.
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