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ABSTRACT
Task graph scheduling involves efficiently assigning computational

tasks to available processors while ensuring the correctness of the

result. As this problem is NP-hard and not polynomial-time approx-

imable, traditional scheduling relies on heuristics. Although these

methods can be effective, they often lack efficiency and fall short in

generalizing well across different graph sizes and structures. More-

over, they are incompatible with optimization techniques that rely

on backpropagation, limiting their adaptability to modern gradient-

based approaches. In this paper, we present a novel Actor-Twin
framework that integrates Multi-Branch Graph Convolutional Net-

works (MB-GCNs) with an Actor-Critic approach to overcome the

non-differentiable nature of heuristic-based scheduling. The heart

of our framework is the Actor-Twin Scheduler (ACTS) module,

which generates a task score via the MB-GCN actor that is subse-
quently used by a heuristic for scheduling. To facilitate gradient-

based training of the actor, we incorporate a differentiable twin
component that approximates heuristic decisions. We also intro-

duce a systematic graph representation for task-server assignments

that is compatible with gradient-based optimization. Experimental

results show that Actor-Twin consistently outperforms traditional

heuristic scheduling approaches in both average and variance of

makespan.
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1 INTRODUCTION
Task graph scheduling, though extensively studied [10, 33, 50], re-

mains a challenge in parallel and distributed computing systems,

particularly within modern distributed analytics pipelines [15]. It

involves assigning tasks to computational resources to optimize

performance metrics such as total scheduling time, energy con-

sumption, or throughput [14] while ensuring the correctness of the

result. At the same time, both scheduling overhead and schedule

quality are important in task graph execution. A scheduler that

incurs excessive computation overhead, even if it produces high-

quality schedules, is impractical. Many high-quality solvers are

not viable for task graph scheduling due to their runtime. Given
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that this problem is NP-hard [20] and not polynomial-time approx-

imable [7], traditional scheduling methods often rely on heuristic

algorithms such as list scheduling. While these methods are valued

for their simplicity, low computational complexity, and ease of im-

plementation, they often fall short in generalizing across different

scenarios. For example, they struggle with task graphs that have

varying dependency patterns and server networks with diverse

connectivity [8].

Graph Neural Networks (GNNs), particularly Graph Convolu-

tional Networks (GCNs) [30], have advanced graph-based problem-

solving by effectively capturing relational patterns within graph

data. While GNNs generalize well across varying graph sizes and

structures, they face two major challenges when applied to task

scheduling. First, the NP-hard nature of data labeling restricts the

use of supervised learning methods [58]. To eliminate the reliance

on labeled data, reinforcement learning (RL) provides an alterna-

tive [37]. Second, compared to rule-based heuristics, GNNs struggle

to directly enforce the hard constraints in task scheduling [21].

Khalil et al. [28] address this by using GNNs to guide the sequential

decision-making within a heuristic under the Q-learning frame-

work [54]. However, invoking GNNs in each iteration incurs signif-

icant overhead, defeating the very goal of accelerating task execu-

tion. Alternatively, GNNs can refine the inputs of a fast heuristic to

optimize its final outputs at the cost of minimal overheads. Yet, for

heuristics like Heterogeneous Earliest Finish Time (HEFT) schedul-

ing [49], which make discrete batch decisions, direct gradient-based

optimization becomes infeasible due to their non-differentiability.

To address these problems in one comprehensive solution, in-

spired by Zhao et al.’s [61] work, we propose the Actor-Twin frame-

work (Figure 1). The core concept of our novel framework revolves

around generating a task score, which is the primary function of

the GCN actor within our Actor-Twin Scheduler (ACTS) module.

To avoid embedding GCNs into the iterations of the heuristic, we

use them to adjust the task score before calling a heuristic, which

then uses this score to schedule tasks, producing an optimal or

near-optimal scheduling solution. This allows GCNs to influence

the final output while respecting the constraints. To better char-

acterize the structural properties of the scheduling problem, we

introduce a graph-based representation that explicitly models the

relationship between tasks and servers, accounts for dependencies

and communication costs, and adapts to dynamic server networks.

We construct a Directed Acyclic Graph (DAG) that integrates

two distinct graphs: the task graph, representing task dependencies,
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Figure 1: Proposed Actor-Twin Architecture. The process begins with generating the Conflict, Dependency, and Main graphs
to represent task-server relationships. The actor computes task prioritization scores, while the twin network approximates
expected outcomes. Together, they enable gradient-based optimization to improve scheduling performance.

and the server network graph, representing computational capabil-

ities and communication links. Each node in this DAG represents a

task-server pair, allowing us to make scheduling decisions while

enforcing constraints such as execution conflicts and resource de-

pendency. Compared to graph models in previous work [13, 14, 29],

a key advantage of this representation is that it empowers GNNs

to generalize to dynamic server networks with varying number of

servers and dynamic connectivity topologies, without retraining.

This adaptability extends our approach to mobile ad-hoc cloud and

edge computing environments [57, 59], as well as real-world cloud

facilities where server availability is shaped by capacity reserva-

tions, failures, upgrades, and maintenance.

In addition, to process this structured representation, we pro-

pose to model the actor using a Multi-Branch Graph Convolutional
Network (MB-GCN) instead of a single GCN. This novel design fol-

lows modular GCN principles and multi-graph processing, where

different aspects of the problem are processed separately before

being merged [6, 17]. Similar to Heterogeneous GNNs [60], which

assign distinct layers to different graph modalities, and Relational

GNNs [38], which apply independent transformations to different

edge types, MB-GCN preserves structural differences when learning

representations.

While this approach enables the actor to generate improved task

scores, the heuristic remains a key decision-making component.

However, direct training of this system is impossible as gradients

cannot propagate back to the actor through the non-differentiable

heuristic. To address this, we introduce a differentiable twin, also an
MB-GCN, that approximates the heuristic’s decisions. This allows

for gradient-based optimization of the actor’s parameters, which

leads to improvements in the overall performance. Once training

is complete, the twin is removed, allowing the actor to operate

independently using the learned parameters.

We performed a series of experiments to evaluate key aspects

of task scheduling. Results show that Actor-Twin consistently out-

performs HEFT in both average and variance of makespan. While

Actor-Twin incurs a marginally higher scheduling time for small

graphs, it demonstrates better performance for medium and large

graphs, suggesting improved scalability with increasing task graph

complexity.

In summary, this work makes the following contributions:

• We introduce a systematic graph-based DAG representation

tailored for task-server pairs that not only enables cloud

systems to handle a variable number of servers without

requiring retraining but also generalizes to dynamic server

connectivity.

• We propose a Multi-Branch Graph Convolutional Network
(MB-GCN) for task scheduling, where each graph component

is processed independently, preserving structural semantics

and supporting adaptive task prioritization.

• We present the Actor-Twin framework, which integrates the

ACTS module, combining an actor for task scoring along-

side a twin-network architecture. This design bypasses non-

differentiable heuristics, enabling gradient-based optimiza-

tion of the actor. vspace1mm

• We demonstrate that Actor-Twin consistently outperforms

HEFT in both the average and variance of makespan. More-

over, it achieves better scalability and efficiency for medium

and large graphs despite slightly higher scheduling time on

small graphs.

2 RELATEDWORK
Task scheduling is an optimization challenge often addressed through

single or multi-objective approaches. As it is NP-hard [20], numer-

ous solutions have been proposed, each with strengths and limi-

tations. In this context, both machine learning (ML) and classical

algorithmic methods have been explored to enhance adaptability

and improve scheduling efficiency [24, 25].

2.1 Classical Methods for Graph Scheduling
Classical methods for solving graph scheduling problems have fo-

cused on mathematical programming [2], heuristics [16], and meta-

heuristics [1]. Mathematical programming approaches, particularly

linear and convex optimization, have been widely used to model

scheduling as an optimization problem [9, 19, 51]. Even though

they provide optimal solutions for small instances, they become

computationally intractable as the size of the problem grows. While

heuristic-based methods, such as path-planning scheduling [44]

and task duplication strategies [4], provide efficient solutions, but

can misinterpret dependencies or fail in large-scale graphs, leading

to suboptimal results.

To address these limitations, metaheuristic techniques such as

Genetic Algorithms (GAs) and Particle Swarm Optimization (PSO)

have been explored [42, 56]. These methods introduce stochastic

search mechanisms that improve exploration beyond traditional



heuristics. However, their high computational cost and reliance on

extensive parameter tuning often limit their applicability in large-

scale scheduling problems. Hybrid methods, such as GA combined

with PSO [26] or Variable Neighborhood Search (VNS) [56], have

demonstrated improvements in makespan and resource allocation

but introduce additional computational overhead, making them

impractical for large-scale systems.

Beyond these approaches, AI-driven classical methods such as

Constraint Programming (CP) and Logic Programming have been

applied to scheduling. CP formulates scheduling as a constraint

satisfaction problem, leveraging backtracking and constraint prop-

agation for efficient search [5, 32]. Logical reasoning frameworks,

such as Boolean Satisfiability (SAT) solvers, convert scheduling con-

straints into Boolean formulas, enabling efficient search strategies

for task ordering [18]. Their high computational complexity lim-

its practicality in large-scale scenarios despite offering theoretical

guarantees.

Although classical methods can be effective, they often lack

efficiency. An effective scheduling algorithm minimizes makespan,

but an efficient one also reduces the complexity of the optimization

process.

2.2 Learning Methods for Graph Scheduling
In recent years, learning-based approaches have become a popular

method for solving graph scheduling problems due to their ability

to generalize and adapt to complex environments. These methods

are often integrated with heuristic or metaheuristic techniques to

leverage the strengths of both: heuristics provide fast, often near-

optimal solutions, while learning-based models improve through

adaptation and feedback [39, 40, 62].

Supervised learning (SL) has been used to predict schedules

based on labeled datasets, utilizing task durations and dependencies.

While effective, SL methods’ performance relies heavily on the

availability of well-labeled, diverse, and representative datasets. For

instance, SL was combined with constraint programming (CP) to

improve job shop scheduling by predicting variable ordering based

on prior instances [46]. However, the effectiveness of this approach

remains constrained by the quality and availability of training

data. In contrast, unsupervised methods like clustering algorithms

offer more flexibility but face challenges in handling complex task

graphs. As an example, a multi-level parallel scheduling approach

was proposed by Kaur et al. [27], where task graphs are partitioned

into clusters to minimize execution time. Heuristics such as MinMin

were integrated with metaheuristics such as the Bacterial Foraging

Optimization Algorithm (BFOA) and PSO. While communication

delays were reduced by this strategy, the overhead between task

clusters across resources remained a challenge.

Among learning approaches, reinforcement learning (RL) meth-

ods [47] like deep Q-Networks (DQN) [35] and policy gradient

(PG) methods [48] have gained significant traction in recent years.

They frame scheduling as a sequential decision problem, where

models like DeepWave [45] and Decima [34] have shown success

in minimizing job completion time and makespan, respectively.

Nonetheless, these approaches face scalability issues due to large

action spaces. In our approach, RL is used solely for task prioriti-

zation, while the heuristic handles scheduling. By offloading the

scheduling step to the heuristic, the RL model operates in a re-

duced action space. A blend of learning methods is seen in the work

by Wang et al. [52], a system that initially uses heuristics to priori-

tize tasks based on spatial and temporal representations, followed

by a transition to deep RL for automated scheduling. Despite its

improvements, it is computationally intensive and relies on fea-

ture extraction, limiting its performance across diverse scheduling

environments.

In a related setting to our work, READYS [23] integrates a Graph

Convolutional Network (GCN) and an actor-critic approach for

scheduling in heterogeneous environments. However, unlike our

approach, READYS does not account for network settings and lacks

methods to mitigate the challenges typical of pure RL solutions [11].

Our approach integrates RL with a heuristic-based decision pro-

cess to address these issues. Unlike previous RL-based schedulers

that make direct scheduling decisions, our Actor-Twin framework

focuses on task prioritization, allowing the heuristic to handle the

final scheduling step. This maintains computational efficiency while

leveraging the learning capabilities of RL.

3 ACTOR-TWIN METHODOLOGY
We now introduce our method for learning-based task prioritiza-

tion, Actor-Twin. Our desiderata are twofold: we want a trainable,
gradient-based system that adapts to diverse scheduling scenarios;

we also want a computationally efficient approach that scales to

large scheduling problems. Since task graph execution demands

fast responses, relying on high-complexity optimal solvers is im-

practical. Thus, in addition to reducing makespan, we want our

approach to minimize scheduling overhead. Inspired by actor-critic

RL methods, our approach uses reinforcement learning to prioritize

tasks without labeled data, addressing the NP-hard nature of the

problem. The heuristic enforces task-specific constraints, while the

twin, acting as a critic substitute, refines the actor’s performance

and improves generalization across diverse graph structures.

In the following subsections, wewill explore these components of

the Actor-Twin architecture in more detail, discussing the structure

of the graph model and the differentiable twin mechanism and how

they improve task scheduling.

3.1 Graph Modeling
Unified DAG Model. Task scheduling presents a unique chal-

lenge for graph-based learning as it involves managing two distinct

graphs. The task graph represents tasks and their dependencies,

while the server network graph captures node computational capa-

bilities and communication rates. Examples of such graphs can be

seen in Figure 2a and Figure 2b, respectively.

To facilitate cost computation and enable a graph-based ma-

chine learning model, we have constructed a Directed Acyclic

Graph (DAG) from the task graph G𝑡 (T , E𝑡 ) and the server graph

G𝑠 (S, E𝑠 ) as illustrated in Figure 3.

In our DAG model G = (V, E), each node represents a pair of

task and server, e.g., (𝑡1, 𝑠1), or simply (1, 1), for task 𝑡1 executed

on server 𝑠1. A directed edge ((𝑡𝑖 , 𝑠𝑚), (𝑡 𝑗 , 𝑠𝑛)) ∈ E connects node

(𝑡𝑖 , 𝑠𝑚) to node (𝑡 𝑗 , 𝑠𝑛) if there is a directed edge from 𝑡𝑖 to 𝑡 𝑗 on the

task graph and an edge between 𝑠𝑚 and 𝑠𝑛 on the server graph. The

cost of a node (𝑡𝑖 , 𝑠𝑚) is 𝑐𝑖𝑚 = 𝑝𝑖/𝑒𝑚 and the cost of an edge from



(a) Task Graph (b) Server Graph

Figure 2: Example of a task graph and a server graph. The task
graph represents the relationships between tasks and their
dependencies, whereas the server graph illustrates nodes’
computational capabilities and communication rates.

(𝑡𝑖 , 𝑠𝑚) to (𝑡 𝑗 , 𝑠𝑛) is 𝑐𝑖𝑚,𝑗𝑛 = 𝑑𝑖 𝑗/𝑏𝑚𝑛 , as defined under the related

machines model [22]. The cost matrix C ∈ R |V |× |V | places node
costs on its diagonal elements and edge costs on the off-diagonal

elements. The diagonal elements of C can change from time to

time as the servers are occupied by different lists of tasks, even if

constant communication costs are assumed. We further extend our

graph model by introducing a virtual source 𝑆 connected to all the

nodes of zero incoming degrees and a virtual sink 𝑇 connected to

all the nodes of zero outgoing degrees. The costs of virtual edges

are zero.

Some list scheduling methods, such as HEFT [49], do not in-

herently prevent a task from being assigned to multiple servers,

assuming each task is assigned to a single processor without con-

flict checks. To address this limitation, we define a Conflict graph

G𝑐 = (V, E𝑐 ), where ((𝑡𝑖 , 𝑠𝑚), (𝑡𝑖 , 𝑠𝑛)) ∈ E𝑐 for all tasks 𝑡𝑖 and

servers 𝑠𝑚 and 𝑠𝑛 . This formulation ensures that task-server pairs

associated with the same task conflict with each other, meaning that

only one of them can be scheduled at a time. To capture sequential

resource dependencies for tasks scheduled on the same server, we

introduce a third graph, the Dependency Graph, G𝑑 = (V, E𝑑 ).
In this graph, an undirected edge ((𝑡𝑖 , 𝑠𝑚), (𝑡 𝑗 , 𝑠𝑚)) ∈ E𝑑 exists

between two task-server pairs if there is no direct path between

them in G, indicating a potential resource dependency between

these tasks when assigned to the same server.

The scheduler not only guarantees conflict constraints but also

ensures that scheduled nodes remain connected in our graph model,

preserving task dependencies. Specifically, if a valid schedule as-

signs multiple tasks to the same server, it must define their execu-

tion order. To enforce this order, once a schedule is determined, we

introduce additional edges, a zero-cost directed edge from (𝑡𝑖 , 𝑠𝑚)

to (𝑡 𝑗 , 𝑠𝑚) if the former is scheduled immediately before the latter.

These edges capture sequential dependencies between tasks that

share a server (depicted as directed green edge in Figure 3). With

these constraints in place, we construct the residual DAG
˜G by

removing unscheduled nodes (and their corresponding edges) from

G. The total cost of a given schedule, known as the makespan, is

then computed as the sum of the costs of nodes and edges along

the critical path from the virtual source to the virtual sink in
˜G.

The critical path, which determines the overall completion time, is

the longest-cost path from the source to the sink (depicted as bold

purple edges in Figure 3).

T

S

1,1 1,2 1,3 1,4

3,1 3,2 3,3 3,4

2,1 2,2 2,3 2,4

4,1 4,2 4,3 4,4

5,1 5,2 5,45,3Critical path Schedule

zero-cost edge

Figure 3: Proposed Graph Model. In this DAG, nodes repre-
sent task-server pairs, with edges capturing dependencies
and costs reflecting processing and communication overhead.
Virtual source and sink nodes handle tasks without prede-
cessors or successors. The green directed edge indicates a
resource dependency post-scheduling.

One of the main advantages of using this modeling approach,

as opposed to the graph modeling described in [13, 14, 29], is its

ability to generalize across diverse server network configurations

and dynamically changing task graphs. This adaptability is particu-

larly critical in decentralized environments such as mobile ad-hoc

clouds, edge computing, and fog computing systems, where both

computational resources and network topology can vary over time.

Unlike traditional centralized cloud facilities with fixed infrastruc-

ture, these dynamic settings demand flexible scheduling approaches

capable of adjusting to fluctuating resources and connectivity with-

out necessitating retraining [3, 12].

The graph modeling discussed by Kiamari and Krishnamachari

[29] andColeman et al. [13, 14], where node features [𝑝𝑖/𝑒𝑠 |𝑠 ∈ S] ∈
R |S | for task 𝑡𝑖 ∈ T and edge features

[
𝑑𝑖 𝑗/𝑏𝑚𝑛

��𝑠𝑚, 𝑠𝑛 ∈ S
]
∈

R |S |
2

for tasks 𝑡𝑖 , 𝑡 𝑗 ∈ T remain fixed, only works for systems with

a constant number of servers. Consequently, modifying the number

of servers in these systems requires retraining the GCN.

Graph Input Processing. Once the Unified (Main) Graph, Conflict

Graph, and Dependency Graph are constructed (Algorithms 1, 2,

and 3), they are fed into both the actor and the twin networks. The

primary challenge here is to process these graphs in a way that

preserves their unique structural constraints while enabling effec-

tive task prioritization. A standard GCN, which applies uniform

message passing across all edges, cannot distinguish between task

dependencies, execution conflicts, and server constraints, leading

to information loss or misinterpretation of graph relationships. To

mitigate this problem, we model them as a Multi-Branch Graph
Convolutional Network (MB-GCN), where each graph is processed

by a dedicated GCN branch before their representations are com-

bined. This ensures that distinct structural constraints of the graphs



are preserved rather than collapsed into a single representation.

The embeddings from these branches are then aggregated through

a weighted combination, preserving the semantic roles of each

graph while providing a comprehensive representation for task

prioritization.

3.2 ACTS Architecture
We present a model for task graph scheduling that leverages the

GDPG-Twin framework, structured into several stages to optimize

task assignments and minimize makespan under the constraints of

a dynamic task-server environment. This process is illustrated in

Figure 1 and outlined in Algorithm 5.

Actor and Twin Network.We define the actor Ψ(·) and twin Φ(·)
networks as follows:

z = Ψ(G,G𝑐 ,G𝑑 ,C;𝝎𝑎), Ô = Φ(G,G𝑐 ,G𝑑 ,C, z;𝝎𝑡 ). (1)

The actor network generates task prioritization scores based on the

MB-GCN embeddings, while the twin estimates expected sched-

uling outcomes. This is motivated by list-based scheduling ap-

proaches, such as HEFT and CPOP [49], that consist of two phases

of task prioritization and server selection (to assign the task to

the server nodes). Unlike the HEFT algorithm, which uses static

prioritization, our Actor-Twin framework continuously adapts task

priorities according to evolving task-server relationships, making

it better suited for handling fluctuating system loads and closely

reflecting real-world conditions.

Heuristic Scheduler. A pre-defined heuristic scheduler ℎ(·) is
used to generate a scheduling policy,

y = ℎ(G,G𝑐 ,G𝑑 ,C ⊙ z) . (2)

The heuristic utilizes the actor’s task prioritization score to deter-

mine an efficient schedule.

Twin Training. The expected outcome matrix O ∈ R |V |× |V |

represents the cost associated with each task and is defined as

O = EC∼Ω [C ⊙ P(y,C,G)] , (3)

where P(y,C,G) is the critical path indicator matrix under the

given schedule and graph model. Since direct gradient propagation

through the heuristic is infeasible, the twin approximates the ex-

pected scheduling outcomes using an Mean Squared Error (MSE)

loss function,

ℓ𝑀𝑆𝐸 (Ô,O) =
1

|V|2
∑︁

(𝑢,𝑣) ∈V
(Ô𝑢𝑣 − O𝑢𝑣)2 . (4)

Essentially, the twin component in our framework mirrors the

heuristic decisions, allowing for smooth gradient propagation dur-

ing training. This allows our model to handle non-differentiable

components, addressing a key limitation of traditional methods. The

twin is trained via gradient descent 𝝎𝑡 ← 𝝎𝑡 − 𝛼𝑡∇𝝎𝑡
ℓ𝑀𝑆𝐸 (Ô,O),

where 𝛼𝑡 is the twin’s learning rate. Since O is an expectation over

our sample space, we can further incorporate stochastic gradient

descent (SGD) to simplify this equation using the following lemma.

Lemma 1. The gradient of the Mean Squared Error (MSE) loss
with respect to the twin network parameters 𝝎𝑡 is ∇𝝎𝑡

ℓ𝑀𝑆𝐸 (Ô,O) =

∇𝝎𝑡
ℓ𝑀𝑆𝐸 (Ô,C⊙P(y,C,G)) where Ô is the predicted outcome matrix

and O is the expected outcome matrix.

Proof. See Appendix A.3 □

As a consequence of this lemma, we can refine the twin update

to 𝝎𝑡 ← 𝝎𝑡 − 𝛼𝑡∇𝝎𝑡
ℓ𝑀𝑆𝐸 (Ô,C ⊙ P(y,C,G)).

Actor Training. After the twin is trained, we train the actor by

computing the gradient of the total outcome sum 1⊤Ô1with respect
to the actor parameters,

∇𝝎𝑎
1⊤Ô1 =

(
∇Z (1⊤Ô1)

)⊤
· ∇𝝎𝒂Ψ(G,G𝑐 ,G𝑑 ,C;𝝎𝒂) . (5)

The actor’s parameters are updated accordingly using gradient

descent 𝝎𝑎 ← 𝝎𝑎 − 𝛼𝑎∇𝝎𝑎
1⊤Ô1, where 𝛼𝑎 is the learning rate

for the actor. To enhance exploration during training, noise can

be added to the actor output z, encouraging diverse scheduling

decisions.

4 EXPERIMENTS
In this section, we empirically evaluate the performance of the

proposed Actor-Twin scheduler against the traditional HEFT and a

Random scheduler. The Random scheduler is of interest as a naive

baseline to quantify the lower bound of scheduling performance,

given its minimal computation overhead but suboptimal scheduling

quality. Conversely, we select HEFT as our primary benchmark be-

cause it balances scheduling efficiency and makespan optimization,

making it one of the few practical schedulers for real-world task

graph execution.

Experimental Setup. The experiments analyze two aspects of

scheduling:

(1) Makespan: Total time required to execute all tasks in a task

graph.

(2) Scheduling Time: Computation time taken by the scheduler

to generate a schedule for a given task graph.

These metrics provide complementary insights: makespan re-

flects how quickly a scheduler can complete an entire task set, while

scheduling time indicates the computational overhead of gener-

ating the schedule. Notably, a low scheduling overhead does not

guarantee a minimized makespan, making both metrics essential

to report. We incorporate variance bars and confidence intervals

(CIs) where applicable, as minimal variance is crucial for stable

performance across diverse task configurations and resource condi-

tions. CIs provide statistical significance, helping assess both mean

performance and the consistency of each scheduling approach.

We perform experiments on task graphs of three sizes: Small (10

tasks), Medium (50 tasks), and Large (100 tasks). These task graphs

were generated following the methodology outlined in SAGA [13].

For each graph size, we consider two dependency conditions: Dense
(highly connected graphs, e.g., cycles dataset) and Sparse (lightly
connected graphs, e.g., chain and in-trees datasets). For each task

graph size and dependency type, we generate 10 task graphs per

category, leading to a total of 60 task graphs. These graphs are split

into 40 for training and 20 for testing. Each task graph is executed

on a simulated system with 3 servers for small graphs, 5 servers for

medium graphs, and 10 servers for large graphs.
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Figure 4: Makespan comparison between HEFT and Actor-Twin across different task graph sizes and dependency structures. (a)
Mean Makespan comparison: Actor-Twin achieves lower makespan in most cases, especially for larger, denser graphs, while
HEFT shows greater variability with wider confidence intervals across runs. (b) Standard Deviation Comparison: HEFT shows
greater variability in makespan, particularly for larger and denser graphs, whereas Actor-Twin achieves more stable scheduling
behavior across different task structures.
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Figure 5: Scheduling Time Comparison. Actor-Twin scales
more efficiently than HEFT, maintaining lower scheduling
times for larger graphs, while HEFT’s performance degrades
due to its sorting overhead. The Random Scheduler has the
lowest scheduling time due to minimal computational over-
head

Results and Analysis. Figure 4a presents the makespan results

for HEFT and Actor-Twin across different graph sizes and densities.

For each DAG type, we compute the makespan and report it with a

95% confidence interval (CI) to indicate statistical significance and

variability. Actor-Twin consistently achieves a lower makespan than

HEFT, particularly in larger task graphs and dense configurations,

where HEFT’s reliance on static priorities leads to inefficiencies.

Moreover, HEFT exhibits wider confidence intervals, especially in

dense graphs and larger task sizes, suggesting greater variability

due to differences in task dependencies and execution conditions.

In contrast, confidence intervals of Actor-Twin tend to be narrower

across most cases, indicating more consistent scheduling perfor-

mance.

Figure 4b presents standard deviation bars of makespan across

different task graph sizes and dependency structures. HEFT tends

to show greater variability, particularly in larger and denser task

graphs, indicating that its performance is more affected by task de-

pendencies and execution conditions. In contrast,Actor-Twin consis-
tently results in lower variance, implying a more stable scheduling

behavior between different scenarios.

Figure 5 represents the raw computation time required by each

scheduler to make scheduling decisions (independent of network

conditions). HEFT starts off faster for small graphs due to its sim-

plistic design and minimal overhead; however, its performance de-

grades as the graph size increases. In contrast, Actor-Twin, although
incurring slightly higher overhead for small graphs, scales more

efficiently and outperforms HEFT on medium and large graphs.

The twin-network design of Actor-Twin ensures scalability while

maintaining low scheduling times for larger graphs. This speedup

is likely due to several factors. In heuristics like HEFT, task pri-

oritization is explicitly determined using a computed metric (e.g.,

upward rank), requiring 𝑂 (𝑛 log𝑛) complexity for sorting. In con-

trast, Actor-Twin learns an implicit ordering through the MB-GCN’s

representations and policy network, eliminating the need for ex-

plicit sorting at inference time. Additionally, the model’s learned

representations allow Actor-Twin to generalize across graphs, avoid-
ing redundant recomputation. The Random Scheduler shows the

lowest scheduling time across all task sizes, as it does not perform

dependency-aware computations, resulting in minimal overhead.

However, this comes at the cost of higher makespan due to its lack

of structured decision-making [29].

5 CONCLUSION AND FUTUREWORK
In this work, we introduced the Actor-Twin framework, a reinforce-

ment learning-based approach for task scheduling that integrates

graph-based modeling with heuristic optimization. By introducing

a Unified DAG Model and processing it through a Multi-Branch

GCN (MB-GCN), our method captures task dependencies, execu-

tion conflicts, and resource constraints while preserving structural

semantics. The core concept of our framework revolves around

generating a task score, which is the primary function of the actor

within our Actor-Twin Scheduler (ACTS) module. Our framework

further enables gradient-based optimization by leveraging a differ-

entiable twin network to approximate the heuristic’s scheduling

behavior. Unlike prior RL-based schedulers [34, 45], which directly

optimize scheduling decisions and suffer from large action spaces,

our method decouples task prioritization (via the actor) from ex-

ecution decisions (via the twin/heuristic). Empirical results show



that Actor-Twin consistently outperforms HEFT in makespan, par-

ticularly for larger and denser task graphs. The learned scheduling

policy not only scales efficiently but also achieves lower overhead

and variance, leading to more stable scheduling decisions across

diverse task structures.

Moving forward, we plan to extend our evaluation by incorpo-

rating additional learning-based schedulers to better contextualize

the advantages of our approach. Furthermore, we plan to compare

Actor-Twin with other algorithms, particularly from Coleman et

al.’s [13] parametric scheduler work. Another key direction is to

leverage the PISA framework [15] to identify adversarial instances

where our approach significantly outperforms HEFT, and vice versa.

Given the NP-hard nature of task scheduling, a single approach is

unlikely to be universally optimal. These comparisons will provide

a deeper understanding of Actor-Twin ’s comparative strengths and

limitations.
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A APPENDIX
A.1 Preliminaries

List-scheduling. The list-scheduling method is widely adopted in

heuristic scheduling algorithms [53]. List-scheduling algorithms

typically involve the following steps: (1) Computing a priority for

each task such that every task has a higher priority than its de-

pendents. (2) Greedily scheduling tasks in order of their computed

priorities (from highest to lowest) to run on the node that minimizes

a predefined cost function. Variations of list-scheduling algorithms

mainly differ in their prioritization functions, cost functions, and

strategies for inserting tasks into existing schedules [13].

• The HEFT Algorithm. Topcuoglu et al. [49] proposed HEFT

with three ranking approaches: upward, downward, and

level ranking, each labeling tasks differently, leading to vary-

ing performance. HEFT minimizes makespan by scheduling

tasks on the processor with the earliest finish time (EFT),

aiming to achieve the shortest possible makespan (the time

that the final task in the DAG is completed).

While HEFT provides an efficient heuristic for task scheduling,

it relies on predefined ranking strategies that do not adapt dynami-

cally. We expand on these limitations in Section 3 and propose an

alternative learning-based approach.

Actor-Critic Methods. One of the foundational frameworks in

reinforcement learning (RL) that combine the benefits of policy-

based and value-based approaches is Actor-Critic methods [31].

This hybrid strategy consists of two main components: the actor,

which learns to select actions, and the critic, which evaluates the

actions taken by the actor by computing the value function. The

actor updates the policy in the direction that maximizes the ex-

pected reward, as informed by the critic’s temporal difference error.

Formally, the actor updates the policy parameters 𝜃 by applying

the gradient of the policy function 𝜋𝜃 to maximize the expected

reward 𝐽 , guided by the TD error 𝛿𝑡

∇𝜃 𝐽 ≈ E[𝛿𝑡∇𝜃 log𝜋𝜃 (𝑠𝑡 , 𝑎𝑡 )] .
The dual learning process, which simultaneously optimizes the

policy (actor) and the value estimation (critic), facilitates more

stable convergence compared to approaches that optimize these

components alone [31, 36]. Moreover, unlike Q-learning [55], which

processes actions sequentially, policy gradient methods [43] are

more adept at managing the expansive and dynamic action spaces

typical of networked environments.

While Actor-Critic methods are widely used in RL for sequential

decision-making, we adapt this structure for task prioritization. To

tailor it to our problem, instead of using a traditional critic, we in-

troduce a differentiable twin that approximates heuristic outcomes

and enables gradient-based optimization.

Graph Neural Networks. Graph Neural Networks (GNNs) [41]

are designed to process data that inherently form graphs, efficiently

capturing complex relational patterns between entities. Central to

GNNs is the message-passing mechanism, which allows nodes to

exchange and integrate information across their local neighbor-

hoods.

• Graph Convolutional Neural Network. By processing data

through 𝐿 layers, Graph Convolutional Neural Networks

(GCNs) transform initial node features into more abstract

representations. Starting with initial features 𝑺 (0) = 𝑺 on

graph G , the network’s output 𝒁 = 𝑺 (𝐿) is derived by

𝑺 (𝑙 ) = 𝜎 (𝑙 )
(
𝑺 (𝑙−1)𝚯(𝑙 )

0
+ L𝑺 (𝑙−1)𝚯(𝑙 )

1

)
, 𝑙 ∈ {1, . . . , 𝐿}.

where L represents the normalized Laplacian matrix that

embeds the graph structure into the learning process, Θ
(𝑙 )
0

and 𝚯
(𝑙 )
1

are layer-specific trainable parameters, and 𝜎 (𝑙 ) is
the activation function.

A.2 Algorithms

Algorithm 1 Unified Graph

Input: G𝑡 (T , E𝑡 ), G𝑠 (S, E𝑠 )
Output: G(V, E)
V ← {(𝑡𝑖 , 𝑠𝑚) | 𝑡𝑖 ∈ T , 𝑠𝑚 ∈ S}
E ← ∅
for each (𝑡𝑖 , 𝑡 𝑗 ) ∈ E𝑡 do

for each (𝑠𝑚, 𝑠𝑛) ∈ E𝑠 do
if (𝑡𝑖 , 𝑠𝑚) ∈ V and (𝑡 𝑗 , 𝑠𝑛) ∈ V then
E ← E ∪ {((𝑡𝑖 , 𝑠𝑚), (𝑡 𝑗 , 𝑠𝑛))}

end if
end for

end for

Algorithm 2 Conflict Graph

Input: G𝑡 (T , E𝑡 ),G𝑠 (S, E𝑠 )
Output: G𝑐 (V, E𝑐 )
V ← {(𝑡𝑖 , 𝑠𝑚) | 𝑡𝑖 ∈ T , 𝑠𝑚 ∈ S} ⊲ Nodes represent task-server

pairs

E𝑐 ← {((𝑡𝑖 , 𝑠𝑚), (𝑡𝑖 , 𝑠𝑛)) | 𝑡𝑖 ∈ T , 𝑠𝑚, 𝑠𝑛 ∈ S, 𝑠𝑚 ≠ 𝑠𝑛} ⊲

Conflict edges

Algorithm 3 Dependency Graph

Input: G(V, E), G𝑡 (T , E𝑡 ), G𝑠 (S, E𝑠 )
Output:G𝑑 (V, E𝑑 )
V ← {(𝑡𝑖 , 𝑠𝑚) | 𝑡𝑖 ∈ T , 𝑠𝑚 ∈ S}
E𝑑 ← ∅
for each pair ((𝑡𝑖 , 𝑠𝑚), (𝑡 𝑗 , 𝑠𝑚)) ∈ V ×V do

if (𝑡𝑖 , 𝑠𝑚) ≠ (𝑡 𝑗 , 𝑠𝑚) and there is no path between (𝑡𝑖 , 𝑠𝑚)
and (𝑡 𝑗 , 𝑠𝑚) in G then

E𝑑 ← E𝑑 ∪ {((𝑡𝑖 , 𝑠𝑚), (𝑡 𝑗 , 𝑠𝑚))} ⊲ Add dependency edge

end if
end for



Algorithm 4 ACTS ⊲ for a mini-batch

Input: G,G𝑐 ,G𝑑 ,C, ℎ(·), 𝛼𝑎, 𝛼𝑡 , 𝐵, 𝜖
Q𝑎 = ∅,Q𝑡 = ∅ ⊲ Clear gradient buffers

for 𝑏 ∈ {1, . . . , 𝐵} do
z = Ψ(G,G𝑐 ,G𝑑 ,C;𝝎𝒂)
z𝑗 = z + N𝑗 ,N𝑗 ∈ U(−𝜖, 𝜖) ⊲ Random policy sampling

y = ℎ(G,G𝑐 ,G𝑑 ,C ⊙ z( 𝑗 ) )
Ô = Φ(G,G𝑐 ,G𝑑 ,C, z𝑗 ;𝝎𝒕 )
∇𝝎𝒕 ℓMSE (Ô,C ⊙ P(y,C,G)) ⊲ Estimate gradient for twin

∇𝝎𝒂1
⊤Ô1 =

(
∇z (1⊤Ô1)

)⊤
· ∇𝝎𝒂Ψ(G,G𝑐 ,G𝑑 ,C;𝝎𝒂) ⊲

Estimate gradient for actor

Q𝑎 ← Q𝑎 ∪ {∇𝝎𝒂1
⊤Ô1}

Q𝑡 ← Q𝑡 ∪ {∇𝝎𝒕 ℓMSE (Ô,C ⊙ P(y,C,G))}
end for
𝝎𝒕 ← 𝝎𝒕 − 𝛼𝑡EQ𝑡

[
∇𝝎𝒕 ℓMSE (Ô,C ⊙ P(y,C,G))

]
𝝎𝒂 ← 𝝎𝒂 − 𝛼𝑎EQ𝑎

[
∇𝝎𝒂1

⊤Ô1
]

Algorithm 5 Actor-Twin Task Graph Scheduling

Input: Ω𝐺𝑡 ,Ω𝐺𝑠 , ℎ(.), 𝛼𝑎, 𝛼𝑡 , 𝐸, 𝐵, 𝜖
for 𝑒 ∈ {1, 2, . . . , 𝐸} do

Draw G𝑡 (V, E𝑡 ) ∈ Ω𝐺𝑡 ,G𝑠 (V, E𝑠 ) ∈ Ω𝐺𝑠 ⊲ Draw data

from training dataset

G = create_unified_graph(G𝑡 ,G𝑠 )
G𝑐 = create_conflict_graph(G𝑡 ,G𝑠 )
G𝑑 = create_dependency_graph(G𝑡 ,G𝑠 )
C = calculate_cost_matrix(G𝑡 ,G𝑠 )
ACTS(G,G𝑐 ,G𝑑 ,C, ℎ, 𝛼𝑎, 𝛼𝑡 , 𝐵, 𝜖)

end for

A.3 Proof of Lemma 1
Proof. Given the MSE loss function (Equation 4), the gradient

with respect to the twin network parameters, 𝝎𝑡 , is:

𝜕ℓ𝑀𝑆𝐸 (Ô,O)
𝜕𝝎𝑡

=
𝜕ℓ𝑀𝑆𝐸 (Ô,O)

𝜕Ô
𝜕Ô
𝜕𝝎𝑡

Substituting O from Equation 3:

𝜕ℓ𝑀𝑆𝐸 (Ô,O)
𝜕𝝎𝑡

=
2

|V|2
(
Ô − EC∼Ω [C ⊙ P(y,C,G)]

)⊤ 𝜕Ô
𝜕𝝎𝑡

By linearity of expectation:

EC∼Ω

[
2

|V|2
(
Ô − C ⊙ P(y,C,G)

)⊤ 𝜕Ô
𝜕𝝎𝑡

]
Thus, the stochastic gradient estimation is:

∇𝝎𝑡
ℓ𝑀𝑆𝐸 (Ô,O) = EC∼Ω

[ �
𝜕ℓ𝑀𝑆𝐸 (Ô,O)

𝜕𝝎𝑡

]
where �

𝜕ℓ𝑀𝑆𝐸 (Ô,O)
𝜕𝝎𝑡

=
2

|V|2
(
Ô − C ⊙ P(y,C,G)

)⊤ 𝜕Ô
𝜕𝝎𝑡

.

Finally,

∇𝝎𝑡
ℓ𝑀𝑆𝐸 (Ô,O) = ∇𝝎𝑡

ℓ𝑀𝑆𝐸 (Ô,C ⊙ P(y,C,G)) .
□
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