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ABSTRACT 
This study presents “Speed Labeling”, an image-labeling 
technique to increase the efficiency of easy binary labeling tasks 
where an annotator can choose a label instantly. We first conduct 
a formative study to identify the factors affecting the efficiency of 
easy image labeling: image layout and image transition. Based on 
these results, we designed a novel labeling technique using non-
stop scrolling. In conventional image labeling, the system moves 
to the next image only after the user assigns a label to the previous 
image. To maximize efficiency, our technique continuously 
scrolls images without waiting for the completion of labeling, 
assuming that the user gives labels at a mostly constant speed. The 
system dynamically adjusts the scrolling speed based on the 
labeling speed. Subsequently, we conduct a user study to compare 
the proposed “non-stop scrolling” technique to the conventional 
“stop-and-go scrolling” technique in an easy image-labeling task. 
The results showed that speed labeling requires less time (faster 
by 7%, 305 more images labeled per man-hour) to complete the 
labeling task than the conventional technique without a significant 
increase in errors. In addition, the results showed that speed 
labeling makes the labeling task more enjoyable for crowd 
workers and makes them feel more attentive during tasks. 

Keywords: Manual Image Labeling, Non-stop Scrolling, Labeling 
Efficiency, Human Processor. 

Index Terms: • Human-centered computing~Human computer 
interaction (HCI)~Interactive systems and tools 

1 INTRODUCTION 
Data are among the most important aspects in the development of 
intelligent systems. However, data collection (i.e., data 
annotation) is always a bottleneck because it is labor-intensive 
and time-consuming. For data collection, a crowdsourcing 
platform, such as Amazon Mechanical Turk, is typically used 
because through it the task requesters can efficiently recruit a 
large number of human workers (mostly non-experts) [1]. There 
are two main issues in crowd-sourced image labeling: labeling 
quality and labeling efficiency. We focus on labeling efficiency 
because labeling quality has been intensively discussed in the 
literature [7, 8, 9, 10, 11], but labeling efficiency has been less 
explored. Labeling efficiency is important because it directly 
connected to the cost. Improvement of subjective experience 
(enjoyment and attentiveness) is also important to make 
recruitment of crowd workers easier. 

 We focus on an easy binary image labeling task where we can 
expect almost 100% accuracy to investigate methods to improve 
labeling efficiency to factor out labeling accuracy. We propose 
that reducing the task completion time and increasing the attention 
of crowd workers can save time as well as the data annotation 
cost. This study involved cases where the annotation task was 
very easy and an annotator could assign a label to an image almost 
instantly. We assumed that annotators provide labels at an almost 
constant rate and rarely make errors. 

First, we conducted a formative study (n = 4) to explore and 
discuss the effect of two factors on easy image labeling: (1) 
image-viewing layout (single image, single line, and grid) and (2) 
image-transition method (with and without animation). The results 
showed that single-line and grid layouts were more efficient than 
a single-image layout, and the efficiency of the image transition 
with animation was comparable to that without animation. 

Based on the insights obtained from the formative study, we 
then proposed “Speed Labeling”, an image-labeling technique for 
increasing the speed of easy image labeling. In conventional 
image labeling, the system moves from one image to the next only 
after the user assigns a label to the previous image. The proposed 
technique, assuming that the user gives labels at a mostly constant 
speed, continuously scrolls through the images without waiting 
for the user to confirm the completion of labeling, thus achieving 
high efficiency (Figure 1). The system dynamically adjusts the 
scrolling speed based on the weighted average of the past N image 
labeling speeds. 
 

 
Figure 1: Workflow of speed labeling. 

 We conducted a user study (n = 36) on a crowdsourcing 
platform to compare the proposed “non-stop scrolling” labeling 
technique to the conventional “stop-and-go scrolling” technique in 
an easy binary image-labeling task. The results showed that the 
proposed “non-stop scrolling” labeling technique required lesser 
time to complete the task (7% faster, 305 more images labeled per 
man-hour) than the conventional technique, with a comparable 
label quality. In addition, the results showed that the participants 
enjoyed the task and felt more attentive during the labeling 
process when using the “non-stop scrolling” technique. The three 
main contributions of this study are as follows: 

 
• We conduct a formative study that explored and identified 

the factors affecting image-labeling efficiency.  

*e-mail: info@chiamingchang.com 
**e-mail: tangyi2118@mails.jlu.edu.cn  
***e-mail: yangxi21@jlu.edu.cn 
†e-mail: xac@ucla.edu 
‡e-mail: takeo@acm.org 
 
 
 
 
 



• We propose the speed-labeling technique that increases the 
labeling speed of easy manual image-labeling tasks.  

• Finally, we conduct a user study comparing the speed 
labeling technique to the conventional “stop-and-go 
scrolling” technique. The results show that the proposed 
technique is more efficient and enjoyable and makes 
annotators more attentive. 

2 RELATED WORK 

2.1 Crowdsourcing Annotation 
Collecting a sufficient amount of relevant data is always 
challenging, as data annotation is a labor-intensive and time-
consuming process. For example, ImageNet [12] contains more 
than 14 million images labeled by human workers, which must 
have been a significant endeavor. Crowdsourcing is typically used 
to address this issue. In crowdsourcing, task requesters can easily 
recruit a large number of human workers to collect (annotate) a 
large amount of data. In addition, several annotation tools, such as 
LabelMe, a web-based annotation tool [14, 15], and VIA [16], 
have been developed. However, there are several issues when 
conducting crowdsourcing annotation tasks [13]. One critical 
issue is that the label quality of a crowdsourcing annotation task is 
unstable, often containing numerous errors [2, 3, 4, 5, 6]; these 
data errors can cause problems in a machine learning task [22]. 

Many studies have proposed solutions to improve the label 
quality of crowdsourced annotations. For example, Revolt [8] is a 
collaborative crowdsourcing image-annotation tool that applies 
concepts from expert annotation workflows (label check 
modification). This specific workflow can produce a higher label 
quality than a conventional labeling workflow. Involving multiple 
annotators in an annotation task is a popular concept for 
improving label quality. Fang et al. [9] proposed a two-round 
workflow to improve the quality of crowdsourced image labeling, 
and Baba [21] proposed two types of labeling workflows (parallel 
and interactive) that allow multiple annotators to be involved in an 
annotation task in different ways to improve the label quality. 
Spatial labeling [7] is an image-labeling tool that provides a 
spatial layout that allows annotators to observe and organize the 
similarities and differences between images before selecting an 
appropriate label for an image. This spatial-labeling interface is 
especially efficient in improving the label quality in non-expert 
image annotation. Pairwise HITS [10] is a labeling workflow for 
quality estimation that enables annotators to compare a pair of 
labeled data and select a better one. Kulesza et al. [45] introduced 
two structural labeling solutions to help annotators in defining and 
refining their concepts during data labeling. Zhou et al. [54] 
proposed “RelRoll”, a relative labeling interface highlighting 
emotion-changing sentences and an approach to estimating 
absolute labels from relative labels. Tang et al. [55] introduced 
“PDFChatAnnotator”, a semiautomatic human-LLM tool for 
document annotation. In addition, some studies applied 
hierarchical classification in an annotation task to increase label 
quality [23, 24] and interactive concept learning guides users to 
assign labels [47, 48, 56, 57, 58]. 

While most of these studies focused on improving label quality 
(especially for a more complicated labeling task that requires 
domain knowledge), the present study focuses on improving 
labeling efficiency in an easy binary image-labeling task (i.e., 
does not require domain knowledge). We propose improving 
labeling efficiency is as important as improving label quality, 
even in a very easy labeling task, because it can save time as well 
as money involved in data collection. 

2.2 Automatic Scrolling 
Scrolling is a typical approach to viewing the different parts of a 
document or webpage and is controlled by many forms of input 
device [50]. A scrollbar is the most basic function of a graphical 
user interface and has been used in a range of systems (e.g., 
Microsoft Windows). However, a standard scrollbar has various 
limitations [29]. Several techniques have been proposed to 
improve the manipulation of standard scroll bars in different tasks. 
For example, Alexander et al. [27] proposed the “Footprints” 
scrollbar that can efficiently support the task of revisiting a 
document with the feature of scrollbar marks and mark 
thumbnails. A study [30] introduced an artificial-landmark 
scrollbar that uses icon design on the scrollbar as marks for 
revisiting tasks. Brewster et al. [28] introduced an auditory 
scrollbar that can reduce the mental workload and have a higher 
preference score than a standard visual scroll bar.  

Furthermore, several techniques have been proposed for 
browsing large documents that allow users to control the scrolling 
speed by dragging a knob on the scrollbar [32, 33, 34]. Igarashi et 
al. [26] proposed a technique that integrated rate-based scrolling 
with automatic zooming to browse documents. The results have 
shown that automatic zooming is a helpful alternative to a 
standard scrollbar. The similar concept “speed dependent 
automatic zooming” was also applied on viewing different types 
of documents [51] and on large [46] and small screens [52]. Kin et 
al. [35] introduced content-aware kinetic scrolling, a scrolling 
technique that dynamically applies pseudo-haptic feedback to 
items with high degrees of interest in a long document, whereas a 
study [31] showed that, for reading and counting tasks, animated 
vertical scrolling could improve both efficiency and user 
satisfaction. In addition, scrolling has been widely used as an 
efficient method for browsing images on mobile devices [36, 37, 
38]. 

In this study, we share an “automatic scrolling” concept with an 
easy binary image-labeling task. We proposed a “non-stop 
scrolling” technique that can continuously scroll the images based 
on the user’s labeling speed. We believe that the scrolling feature 
can also bring benefits in the form of improved labeling 
efficiency. 

3 FORMATIVE STUDY 
We conducted a formative study (n = 4) to explore two factors 
that may affect the labeling efficiency and label quality of an 
image-labeling task: (1) the image-viewing layout and (2) the 
image-transition method in an image labeling task. The 
participants were computer science graduate students (three male 
and one female). We used a binary image-labeling task (dog or 
cat) as an example of an easy-to-label task. The participants were 
asked to label 100 images (50 dog and 50 cat images; the order of 
the images was randomized). We measured the time and accuracy 
of the tasks completed by the participants. 

(1) Image-Viewing Layout   
An image-viewing layout (e.g., the number of images that can be 
displayed at one time) affects the efficiency of image browsing 
[41]. It also affects the efficiency of image labeling, but there are 
no detailed studies exploring this issue in an image-labeling task. 
In the formative study, we compared three layouts in a binary 
image-labeling task (dog or cat): a single image, b) single-line, 
and c) grid (Figure 2). 
 



 
Figure 2: Image viewing layouts and the average labeling time in 
the formative study (100 images). 

A single-image layout shows only one image at a time. The 
next image was shown after selecting the label for the image. The 
single-line layout shows five images in a line. After selecting the 
labels for all images, the next five images are shown. The grid 
layout shows three lines of images (five images per line). After 
selecting labels for all images, the next page of 15 images is 
shown. We did not use animation in this transition. The results 
showed that the single image required an average of 102 s to 
complete the labeling task, whereas the single-line and grid 
required an average of 85 s and 84 s to complete the task, 
respectively. The accuracy of all the three layouts was 100%. 

This indicates that the single-line and grid layouts are more 
efficient than the single-image layout for displaying images 
during image-annotation tasks. This is probably because one can 
start working on the next image immediately after selecting a 
label for the previous image in line and grid layouts, whereas one 
needs to wait for labeling the previous image in the single-image 
layout. This shows that, by eliminating this waiting time, we can 
save time in image-annotation tasks. We expected the grid layout 
to be much more efficient than the single-line layout. However, 
task completion times were comparable between the single-line 
and grid layouts. We assumed that this was because the line and 
grid layouts both require significant eye movements (right to left) 
at the end of a line. 

(2) Image-Transition Method  
Animation in a user interface affects usability and the user 
experience [39, 40]. In the formative study, we compared a 
transition with and without animation in the same image-labeling 
task (to label 100 dog or car images) with the above three image 
layouts. Figure 3 shows the conditions with and without animation 
in the single-image layout. In the without-animation condition, the 
image abruptly switched (i.e., required 0 s) to the next image. In 
the with-animation condition, the image switched to the next 
image with an animated transition. The animation required 0.4 s to 
complete. 
 

 
Figure 3: Image transition methods and the average labeling time in 
the formative study (100 images). 

The results show that it takes 100 s without animation and 102 s 
with animation to label 100 images in a single-image layout. This 
is surprising, as the with-animation condition requires a total of 40 
s for animation. This implies that the worker actively performs 
image recognition, even during animation, without wasting time. 
We also tested the two transition techniques in single-line and grid 
layouts, and the results were similar (single-line: 85 s without 
animation and 86 s with animation; grid: single-line: 84 s without 
animation and 86 s with animation). This result leads to the idea 
of actively exploiting transition time in animated transition in our 
“non-stop scrolling” technique.   

4 SPEED LABELING 
We designed our new labeling technique based on the insights 
obtained from this formative study. First, we chose to use a single 
line layout because it was faster than single-image layout and 
comparable to the grid layout and more space-efficient (i.e., the 
single-line layout is more efficient than the single-image layout). 
Second, we slid the images horizontally individually after an 
image was annotated rather than replacing all the images after 
completing a line (as in the formative study) to avoid large eye 
movements when moving to the next set. Third, we used an 
animated transition to exploit the transition time. We show 
multiple images at a time; therefore, a sudden change without 
animation can take time for the annotator to identify the target 
image.  We also devised a new technique, called “non-stop 
scrolling”. The basic idea is to exploit the time required for the 
human processor [42] to perceive the incoming image and actuate 
a finger to press a key (Figure 4, top). We eliminate this idle time 
in the conventional stop-and-go technique by preemptively 
moving to the next image without waiting for the user’s mouse 
click, assuming that the user provides labels to images at an 
almost constant speed (Figure 4 bottom). This is a reasonable 
assumption when the labeling task is easy, and the user can 
instantly assign a label without careful thinking. In reality, the 
labeling speed is not exactly the same; therefore, we constantly 
monitor the labeling speed and dynamically adjust the scrolling 
speed accordingly. 
 

 
Figure 4: Basic idea of the human processor: (a) conventional 
technique and (b) proposed technique. The illustration on the left is 
inspired by [42]. 

4.1 Image-Labeling Interface 
Figure 5 (a) shows the initial state of the speed-labeling interface. 
The annotator needs to press the “Begin” button to start the 
image-labeling task. To select a label for an image, the annotator 
presses arrow keys on the keyboard to select a “dog” label (left 
arrow key) or a “cat” label (right arrow key). After selecting a 
label for the first image, the images start scrolling from the right 
to the left. Figure 5 (b) shows the working state of the interface. 
Images were highlighted after being assigned a label (i.e., red 
border for a dog label and blue border for a cat label). 
 



 
Figure 5: Speed-labeling interface: (a) initial state and (b) working 
state. 

The images were continuously scrolled from right to left, while 
the annotator continually assigned labels to the incoming new 
(unlabeled) images. The scrolling speed was dynamically adjusted 
according to the annotator’s labeling speed to avoid abrupt 
changes in speed. If the annotation selects labels quickly, the 
scrolling speed becomes fast; if the annotation selects labels 
slowly, the scrolling speed becomes slow. If the annotator spends 
an image that is quite long, the scroll tentatively stops when the 
next keyboard presses (i.e., an unlabeled image never gets scrolled 
out of the screen). In this prototype implementation, we did not 
provide a mechanism to return and fix errors during annotation. 

4.2 Speed Control Algorithm 
Our speed-labeling system (algorithm) always has the current 
target image around the center of the screen during the annotation. 
The center of the screen was defined as zero, and the position of 
the target image was defined as x. If the image is on the right side 
of the interface, x > 0; if it is on the left side, x < 0. The value of x 
constantly decreases when the images scroll automatically. x 
becomes x+D when the user presses a keyboard, and the target 
image switches to the next one (Figure 6). 
 

 
Figure 6: Algorithm for speed labeling. 

The system defines time t when the user has just pressed the 
key (labeled) as zero (t=0) (reset the counter). The system records 
current position x(0) (after adding D) and current velocity x’(0). 
We make a plan (velocity profile) until the next key is pressed 
based on the values of x(0) and x’(0). If x(0) < 0, the system needs 
to decrease the velocity to slow down, and if x(0) > 0, the system 
should increase the velocity to catch up. The system also 
computes time interval T between the previous and current key 
presses, as well as the average speed D/T, where D is the distance 
between the positions of two adjacent images. The system 
assumes that the next key-press occurs after time T. It controls the 
velocity such that, after time T (just before the next key press), the 
velocity reaches the average speed D/T (x’(T] =D/T), and the 
position becomes − D (x(T) =− D). Specifically, the system 
computes a cubic function f(t) satisfying f(0) = x(0), f(T) = -D, 

f’(0) = x’(0), f’(T) = D/T, and computes the position of the target 
image using the function (x(t) = f(x)) until the next key is pressed. 
In the actual implementation, we take the average of recent time 
intervals when computing T and introduce buffer time N_buffer 
when computing the target position and velocity to avoid abrupt 
changes in speed (see Algorithm 1). 

 
 
 
 

 
 

4.3 Example of the Usage Scenario 
Figure 7 shows an example of the usage scenario. (a) At the 
beginning of a labeling task, the annotator first sees several 
images and makes labeling decisions (dogs, dogs, and dogs) in the 
mind before assigning these labels to the images. (b) The 
annotator then assigns the labels (dog, dog, and dog) to the images 
without spending time considering them. This is because the 
annotator has already made labeling decisions at the time of 
seeing the images. (c) Simultaneously, new (unlabeled) images 
are continually coming (scrolling from the right side), and the 
annotator continually labels the images while seeing new images. 
The annotator always sees a few more unlabeled images (i.e., 
makes label decisions in mind) before giving labels. 
 

 
Figure 7: Example of usage scenario: (a) seeing images and 
making labeling decisions in mind, (b) giving labels to the images 
and new images are continually coming, and (c) keeping seeing 
new images and giving labels.  

5 USER STUDY 
We conducted a user study to compare the proposed “non-stop 
scrolling” labeling technique with a conventional “stop-and-go 
scrolling” labeling technique in an easy binary image-labeling 
task (i.e., dog or cat). “Stop-and-go scrolling” without animated 
transition was chosen as the baseline because most existing 
labeling tools use transition without animation [11, 17, 24, 25]. 
Our hypothesis is that the proposed “non-stop scrolling” technique 
can increase labeling efficiency (i.e., spend less time completing 
the task) without decreasing label quality. In addition, the “non-
stop scrolling” technique can make the task more enjoyable and 



make the participants (crowd workers) feel more attentive than the 
conventional “stop-and-go scrolling” technique during the 
labeling process. 

5.1 Participants 
A total of 36 participants (18 men and 18 women, aged 18–59 
years) were recruited using Amazon Mechanical Turk (MTurk) 
[1]. To control for the quality of the user study, all participants 
were MTurk Master Workers and had a 98% HIT approval rate 
[18]. None of the participants had any professional experience in 
image labeling. During user evaluation, participants were asked to 
sit in front of a desktop computer and complete the given image-
labeling tasks. The participants were required to use Google 
Chrome with a screen resolution of 1920 × 1080 (full screen) and 
set their display refresh rate at 60 Hz before starting the labeling 
tasks. Each participant was paid $5 for participation. 

5.2 Image Dataset 
For image-labeling tasks, we used the dog and cat image dataset 
from ImageNet [12]. First, we randomly selected 100 dog and 100 
cat images. Second, we created two datasets (Datasets A and B). 
Each dataset contained 50 dog and 50 cat images, and the images 
were different in the two datasets. In addition, the order of the 
images was randomized in the image-labeling tasks. All selected 
dog and car images are easy and clear enough to be recognized by 
humans. Figure 8 shows examples of selected dog and cat images. 
 

 
Figure 8: Examples of the selected dog and cat images. 

5.3 Task and Condition 
A within-subjects method was used for user evaluation. The 
image-labeling tasks involved labeling 100 images (50 dog 
images and 50 cat images) using both the proposed “non-stop 
scrolling” labeling technique and a conventional “stop-and-go 
scrolling” labeling technique, with a total of 200 images that 
needed to be labeled (all images were different) by each 
participant. Half of the participants were asked to start the 
labeling task by using a conventional “stop-and-go scrolling” 
labeling technique, and the remaining half were asked to start the 
labeling task by using the proposed “non-stop scrolling” labeling 
technique. Table 1 shows the distribution of labeling techniques 
and datasets for the participants. 

Table 1. Distribution of annotation interfaces and datasets for the 
participants. 

Participants 1st Task 2nd Task 

P01 - P09 
Stop-and-go scrolling 

+ Dataset A 
Non-stop scrolling 

+ Dataset B 

P10 - P18 
Stop-and-go scrolling 

+ Dataset B 
Non-stop scrolling 

+ Dataset A 

P19 – P27 
Non-stop scrolling 

+ Dataset A 
Stop-and-go scrolling 

+ Dataset B 

P27 – P36 
Non-stop scrolling 

+ Dataset B 
Stop-and-go scrolling 

+ Dataset A 

 
The image-labeling interfaces of the proposed “non-stop 

scrolling” technique and the conventional “stop-and-go scrolling” 
technique appear exactly the same. The only difference was in the 
scrolling behavior. In the conventional “stop-and-go scrolling” 
labeling technique, the images shift to the left without transition 
animation (sudden change) when the user assigns a key press (i.e., 
focus stays at the center and five images shift to the left each 
time). In the proposed “nonstop scrolling” labeling technique, new 
images continuously come from right to left based on the 
weighted average of the past N image labeling speeds. If the 
annotator selects labels quickly, the scrolling speed of the 
incoming new (unlabeled) images is high. If the user selects labels 
slowly, then the scrolling speed is slow. The instructions for the 
participants before starting the task were as follows: 

“There are dog and cat images. Your task is to select a dog 
label or a cat label for those images using the arrow keys on the 
keyboard. If the image contains a dog, press the left arrow key to 
assign a dog label to the image. If the image contains a cat, press 
the right arrow key to assign a cat label to the image. After 
selecting a label for an image, it is not possible to change the 
answer (selected labels). Therefore, please select the labels as 
carefully as possible. Simultaneously, select a label for an image 
as quickly as possible.” 

5.4 Procedure 
The evaluation itself consisted of three parts (in order): instruction 
and trial (3–5 min), two labeling tasks (3-5 min), and a 
questionnaire (5–10 min). The entire evaluation process was 
completed within approximately 30 min. The instructions (text 
and images) were initially presented to the participants to explain 
the details of the user evaluation process, labeling tasks, and 
labeling interfaces. This includes a step-by-step demonstration of 
how to use the labeling interfaces to complete the given image 
labeling tasks. After the instruction, the participants practiced a 
small labeling task (to label 20 images) using the conventional 
“stop-and-go scrolling” technique and the proposed “non-stop 
scrolling” technique before starting the main tasks. The 
participants were asked to select a label as carefully as possible 
(i.e., we informed the participants that, if their selected labels 
contained too many errors, their tasks may be considered failures). 
Participants were also asked to select a label for an image as 
quickly as possible. In addition, participants were required to 
concentrate on the tasks until they completed them. After 
completing the two labeling tasks, participants were asked to 
complete a questionnaire about the labeling tasks. 

5.5 Measurement 
Following the evaluation of the labeling task, the participants 
were asked to answer a questionnaire regarding the two 
techniques (i.e., “non-stop scrolling” and “stop-and-go scrolling”) 
they used in the image-labeling tasks. The questionnaire contained 
the following four questions (Likert-scale questions): There is a 
“why” question after each question. The participants were asked 
to answer the “why” questions as much as they could (i.e., the 
participants were told they had more than enough time to do it). 

Q1 Do you agree that the “non-stop scrolling” technique is more 
efficient than the “stop-and-go scrolling” technique during 
the labeling task? Why?    

Q2 Do you agree that the “non-stop scrolling” technique is more 
enjoyable than the “stop-and-go scrolling” technique during 
the labeling task? Why?   



Q3 Do you agree that the “non-stop scrolling” makes you more 
attentive than the “stop-and-go scrolling” technique during 
the labeling task? Why?    

Q4 Which labeling technique do you prefer? Why? 
 

6 RESULTS 

6.1 Task Completion Time 
Figure 9 shows that the participants spent an average of 89 s 411 
ms and 83 s 104 ms to complete the labeling tasks (label 100 
images) using the “stop-and-go scrolling” and “non-stop 
scrolling” labeling techniques, respectively. This is approximately 
7% reduction in time (i.e., 305 more images labeled per man-
hour). The analysis of paired t-test on task completion time 
indicates that there was a statistical significance (p < 0.01) 
between the “stop-and-go scrolling” and “non-stop scrolling” 
labeling techniques. This indicates that the “non-stop scrolling” 
labeling technique is more efficient (i.e., requires less time to 
complete the task) than the “stop-and-go scrolling” labeling 
technique. 
 

 
Figure 9: Task completion time. N-s: mean = 89s 411ms; SD = 23s 

285ms; S: mean = 83s 104ms; SD = 19s 127ms. 

The formative study showed that the “non-stop scrolling” 
technique required 85 s to complete the task, which was faster 
than the user study (89 s). We assumed that it is because the 4 
participants in the formative study were not crowd workers, and 
they had worked on many similar tasks (i.e., got used to the image 
labeling tasks).  

More specifically, Figure 10 shows the average time for the 
image labeling process for the first half (1–50 images) and the 
second half (51–100 images) using the “stop-and-go scrolling” 
and “non-stop scrolling” labeling techniques. The results indicate 
that the participants spent an average of 45 s 926 ms and 43 s 420 
ms to complete the first and second halves of the labeling task 
using the “stop-and-go scrolling” labeling technique, and an 
average of 42s 968ms and 40s 192ms to complete the first and 
second halves of the labeling task using the “non-stop scrolling” 
labeling technique. The analysis of paired t-test on task 
completion time indicates that there were statistical significances 
between the first and second halves of the labeling task in the 
“stop-and-go scrolling” (p < 0.05) and “non-stop scrolling” (p < 
0.01) labeling techniques. This indicates that both proposed and 
conventional labeling techniques got faster as the users get used to 
the task. 

 

 
Figure 10: Average time of the first and second 50 images using 
the non-scrolling and scrolling labeling approaches. N-s (1–50 
images): mean = 45s 926ms; SD = 12s 91ms ; N-s (51–100 
images): mean = 43s 420ms; SD = 12s 359ms. S (1–50 images): 
mean = 42s 968ms; SD = 9s 398ms; S (51– 100 images): mean = 
40s 192ms; SD = 10s 292ms. 

6.2 Annotation Accuracy 
Figure 11 shows the accuracy (i.e., success in selecting an 
appropriate label for an image) of the labeling tasks (label 100 
images) completed by the participants using the “stop-and-go 
scrolling” and “non-stop scrolling” labeling techniques. The 
results indicate that the accuracy was 98.72% and 97.94% for the 
“stop-and-go scrolling” and “non-stop scrolling” labeling 
techniques, respectively. The accuracy analysis using a paired t-
test indicates that the difference was not statistically significant (p 
> 0.05) between the two labeling techniques. These results 
indicate that the label quality with the “stop-and-go scrolling” and 
“non-stop scrolling” labeling techniques was comparable and high 
(this is expected because the labeling tasks were easy). 
 

 
Figure 11: Annotation accuracy. N-s: mean = 98.72; SD = 1.99; S: 

mean = 97.74; SD = 2.38. 

More specifically, Figure 12 shows the accuracy of the image 
labeling process in the first half (1–50 images) and the second half 
(51–100 images) using the “stop-and-go scrolling” and “non-stop 
scrolling” labeling techniques. The results indicate that the 
accuracy rates were 98.11% and 99.11% in the first and second 
halves of the labeling task using the “stop-and-go scrolling” 
labeling techniques; the accuracy rates were 97.06% and 97.94% 
in the first and second halves of the labeling task using the “non-
stop scrolling” labeling technique. The accuracy analysis using a 
paired t-test indicates indicate that the difference was not 
statistically significant (p > 0.05) between the first and second 
halves of the labeling task in the “stop-and-go scrolling” and 
“non-stop scrolling” labeling techniques. 
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Figure 12: Annotation accuracy of the first and second 50 images 
using the non-scrolling and scrolling labeling approaches. N-s (1–
50 images): mean = 98.11; SD = 2.74; N-s (51–100 images): mean 
= 99.11; SD = 2.21. S (1–50 images): mean = 97.06; SD = 3.40; S 
(51– 100 images): mean = 97.94; SD = 2.51. 

 

6.3 Questionnaire 
Figure 11 shows the questionnaire results. The results for Q1 
show that 77.8% (n = 28) of the participants agreed (and strongly 
agreed) that the “non-stop scrolling” labeling technique is more 
efficient than the “stop-and-go scrolling” technique, while only 
19.6% (n = 7) of the participants disagreed (and strongly disagree) 
with it. The results for Q2 showed that 72.3% (n = 26) of the 
participants agreed (and strongly agreed) that the “non-stop 
scrolling” labeling technique is more enjoyable than the “stop-
and-go scrolling” technique during the annotation process, while 
19.4% (n = 7) of the participants disagreed (and strongly disagree) 
with it. The results for Q3 showed that 69.3% (n = 15) of the 
participants agreed (and strongly agreed) that the “non-stop 
scrolling” labeling technique made them feel more attentive than 
the “stop-and-go scrolling” technique during the annotation 
process, while only 16.7% (n = 6) of the participants disagreed 
(and strongly disagree) with it. In addition, 75% (n = 27) and 25% 
(n = 9) of the participants preferred the “non-stop scrolling” and 
“stop-and-go scrolling” techniques, respectively. Further details 
are provided in the next section.  
 

 
Figure 11: Questionnaire results. 

 

7 DISCUSSION 

7.1 Speed Labeling Increases the Efficiency of Easy 
Image Labeling 

Manual image labeling is a tedious and time-consuming process 
that often relies on crowd workers. There is a strong demand for 
more efficient methods to annotate data and expedite the 
annotation process. Our proposed “non-stop scrolling” labeling 
technique significantly increases the efficiency of an easy image-
labeling task (i.e., a binary task) conducted by crowd workers 

without decreasing the label quality. In addition, most participants 
subjectively felt that the “non-stop scrolling” technique is more 
efficient than the “stop-and-go scrolling” technique. For example, 
a participant strongly agreed with it and indicated that “It allows 
me to go with the flow and go smoothly to accurately label the 
images. I feel like I am in rhythm.” One participant indicated, 
“You can easily see the upcoming images based on their labeling 
speed. It encourages users to work at their own pace.” Another 
participant said, “I felt like it was easier for my brain to keep the 
attention and focus on the pictures as they were scrolling. 
Immediately once I saw how the scrolling worked, I felt like this 
was much better and even said that to myself.” We believe that the 
reduction in task-completion time (in “human processing”) brings 
significant benefits to manual data-annotation tasks. This is 
because we can reduce the cost of conducting a manual data 
annotation task (normally labor-intensive and costly). 

7.2 Speed Labeling Increases Crowd Workers’ 
Subjective Feelings of Enjoyment 

The manual image-labeling task is a tedious process that always 
makes workers feel bored during the task. Enjoyable tasks are 
important for recruiting workers and keeping them invested and 
attentive. Some researchers have designed the image-labeling task 
as a computer game to address this issue [19]. Our results 
(questionnaire) showed that the proposed “non-stop scrolling” 
labeling technique could increase participants’ subjective feeling 
of enjoyment during the labeling tasks. One participant indicated 
that “It felt more fun if I was in a race. I wanted to keep up with 
the scrolling and the faster I went, the more it moved, which 
motivated me.” One participant said, “It was exciting when to 
process speed up when labeling quickly, yet slowed down when I 
needed it to.” Another participant said, “It is much more fun to see 
how fast you can get it to scroll while looking at the pictures and 
labeling them.” Although most of the participants gave positive 
feedback to the “non-stop scrolling” technique, a few of the 
participants indicated they did not enjoy the “non-stop scrolling” 
technique during the task. For example, according to a participant 
“I didn't enjoy the scrolling better; it felt like constant pressure to 
keep up so it was more stressful.” 

7.3 Speed Labeling Makes Crowd Workers More 
Attentive during a Task 

Label quality (i.e., unstable and containing errors) is a critical 
issue in crowdsourcing tasks. One reason for this is that it is 
difficult to know and control the attitudes and behaviors of crowd 
workers during a task. Some workers may work seriously and 
concentrate, whereas others may not [49]. Our study shows that 
the “non-stop scrolling” technique made the participants think that 
they were more attentive during the task. One participant said, “I 
felt like the scrolling/labeling speed was more in sync with myself 
during the task, so I felt like it was easier for my brain to be 
attentive to the task.” Another participant said, “I had to pay more 
attention to the continuous scrolling because what I was currently 
labeling wasn't always in the same location.” Another participant 
said, “It keeps me more attentive while it was scrolling 
continuously because it encourages me to keep labeling so I can 
see more and more of the upcoming images.” However, some 
negative aspects were raised by the participants; for example, a 
participant said, “I like the scrolling better, but it felt like constant 
pressure to keep up so it was more stressful.” Another participant 
said, “I might have made mistakes because I hurried too much, 
but I liked it better.” 
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7.4 Potential Factors Affecting Labeling Efficiency 
Our formative study explored the effects of image layout (single-
image, single-line, and grid) and transition methods (with and 
without animation) on labeling efficiency. The results showed 
that, in an easy image-labeling task (i.e., a task that does not 
require professional domain knowledge), the single-line and grid 
layouts are more efficient than the single-image layout. However, 
the labeling efficiency was comparable between the single-line 
and grid layouts (although the grid layout displayed more images). 
This is an interesting finding. However, the reason for this has not 
yet been investigated. In addition, the results showed that image 
transition with animation was comparable to that without 
animation (even though animation requires more time physically). 
This implies that users actively perform image recognition even 
during animation. These findings show that the image layout and 
transition methods are potential factors that affect labeling 
efficiency. We believe these two factors are important in a manual 
annotation task and are relevant to human information processing 
[43] and memory [44], which is worth further investigation in 
more detail. 

8 LIMITATION AND FUTURE WORK 
A limitation of this study is the “non-stop scrolling” feature may 
cause more fatigue to workers during the labeling process, 
especially when a given task is too long (i.e., eyes are getting 
tired), and that stress may lead to mistakes. In such cases, the 
refresh rate or resolution may be worth further investigation. 
Another limitation is that users are not allowed to modify their 
results using the 'non-stop scrolling' feature during annotation. 
These aspects are left as our future work to investigate fatigue in a 
longer labeling task. However, we believe that it is not a serious 
problem in practice because tasks given to crowd workers are 
usually small. Crowd workers prefer to choose tasks that can be 
easily completed within a limited amount of time, and it is a 
standard practice for task orderers to split a large task into small-
scale tasks.     

In the future, we would like to investigate and apply the concept 
of “non-stop scrolling” to different labeling tasks such as audio 
annotation. We believe that it would be interesting if a system 
could provide a customized audio-scrolling speed during an 
annotation task. In addition, we would like to further investigate 
the “non-stop scrolling” feature in difficult labeling tasks. For 
example, a “slow” scrolling speed may force crowd workers to 
spend more time on a given task. This may encourage workers to 
think more carefully and pay more attention to a difficult labeling 
task (i.e., to avoid errors). In addition, we would like to 
investigate potential techniques that can reduce the stress felt by 
annotators in a “non-stop scrolling” task. For example, the system 
automatically slows down the speed based on the users’ behavior 
during the task. 

9 CONCLUSION 
We conducted a formative study to explore and discuss the factors 
affecting the efficiency of image labeling: image layout and image 
transition. Based on the results, we proposed speed labeling, a 
“non-stop scrolling” labeling technique that can increase the 
labeling efficiency of easy image-labeling tasks. It adaptively 
changes the image-scrolling speed based on the annotators’ 
labeling speed during the labeling process. We subsequently 
conducted a user study to compare the proposed “non-stop 
scrolling” technique to a conventional “stop-and-go scrolling” 
technique in an easy (binary) image-labeling task. The results 
showed that the proposed “non-stop scrolling” technique 
increased labeling efficiency by 7% (i.e., 305 more images labeled 
per man-hour) while maintaining high label quality. In addition, 

the results showed that the “non-stop scrolling” technique made 
the labeling process more enjoyable and made participants (crowd 
workers) feel that they were more attentive. Speed labeling can 
significantly improve human performance in an easy, simple and 
repetitive labeling task. This is a notable result because it is very 
difficult to improve human performance compared with system 
performance. The results show the importance and significance of 
human processing time in user interface design. We hope that the 
findings of this study will provide valuable insights for the future 
development of relevant tools for labor-intensive repetitive tasks. 

ACKNOWLEDGMENTS 
This work was supported by JST CREST Grant Number JP- 
MJCR17A1, and JST, ACT-X Grant Number JP-MJAX21AG, 
Japan. 

REFERENCES 
[1] Cyrus Rashtchian, Peter Young, Micah Hodosh, and Julia 

Hockenmaier. 2010. Collecting Image Annotations Using Amazon’s 
Mechanical Turk. In Proceedings of the NAACL HLT 2010 
Workshop on Creating Speech and Language Data with Amazon’s 
Mechanical Turk, pp. 139-147. 
https://dl.acm.org/doi/10.5555/1866696.1866717 

[2] Jiyin He, Jacco van Ossenbruggen, and Arjen P. de Vries. 2013. Do 
You Need Experts in the Crowd? A Case Study in Image Annotation 
for Marine Biology. In Proceedings of the 10th Conference on Open 
Research Areas in Information Retrieval, pp. 57-60. 
https://dl.acm.org/doi/10.5555/2491748.2491763 

[3] Donghui Feng, Sveva Besana, and Remi Zajac. 2009. Acquiring 
High Quality Non-Expert Knowledge from On-demand Workforce. 
In Proceedings of the 2009 Workshop on The People’s Web Meets 
NLP: Collaboratively Constructed Semantic Resources (People’s 
Web), pp. 51-56. https://dl.acm.org/doi/10.5555/1699765.1699773  

[4] Wei Wang, and Zhi-Hua Zhou. 2015. Crowdsourcing label quality: a 
theoretical analysis. Science China Information Sciences 58, no. 11: 
1-12. DOI: http://doi.org/10.1007/s11432-015-5391-x 

[5] Aniket Kittur, Boris Smus, Susheel Khamkar, and Robert E. Kraut. 
2011. CrowdForge: Crowdsourcing Complex Work. In Proceedings 
of the 24th annual ACM symposium on User interface software and 
technology, pp. 43-52. DOI: 
http://dx.doi.org/10.1145/2047196.2047202 

[6] Jiyi Li, Yukino Baba, and Hisashi Kashima. 2018. Incorporating 
Worker Similarity for Label Aggregation in Crowdsourcing. In 
International Conference on Artificial Neural Networks, pp. 596-
606. Springer, Cham. DOI: http://dx.doi.org/10.1007/978-3-030-
01421-6_57 

[7] Chia-Ming Chang, Chia-Hsien Lee, and Takeo Igarashi. 2021. 
Spatial Labeling: Leveraging Spatial Layout for Improving Label 
Quality in Non-Expert Image Annotation. In CHI Conference on 
Human Factors in Computing Systems (CHI ’21), May 8–13, 2021, 
Yokohama, Japan. ACM, New York, NY, USA, 12 pages. 
https://doi.org/10.1145/3411764.3445165 

[8] Joseph Chee Chang, Saleema Amershi, and Ece Kamar. 2017. 
Revolt: Collaborative Crowdsourcing for Labeling Machine 
Learning Datasets. In Proceedings of the 2017 CHI Conference on 
Human Factors in Computing Systems, pp. 2334-2346. DOI: 
http://dx.doi.org/10.1145/3025453.3026044 

[9] Yi-Li Fang, Hai-Long Sun, Peng-Peng Chen, and Ting Deng. 2017. 
Improving the Quality of Crowdsourced Image Labeling via Label 
Similarity. Journal of Computer Science and Technology 32, no. 5: 
877-889. DOI: http://dx.doi.org/10.1007/s11390-017-1770-7 

[10] Takeru Sunahase, Yukino Baba, and Hisashi Kashima. 2017. 
Pairwise HITS: Quality Estimation from Pairwise Comparisons in 
Creator-Evaluator Crowdsourcing Process. In Thirty-First AAAI 
Conference on Artificial Intelligence. 
https://dl.acm.org/doi/abs/10.5555/3298239.3298383 

https://dl.acm.org/doi/10.5555/1866696.1866717
https://dl.acm.org/doi/10.5555/2491748.2491763
https://dl.acm.org/doi/10.5555/1699765.1699773
http://doi.org/10.1007/s11432-015-5391-x
http://dx.doi.org/10.1145/2047196.2047202
http://dx.doi.org/10.1007/978-3-030-01421-6_57
http://dx.doi.org/10.1007/978-3-030-01421-6_57
https://doi.org/10.1145/3411764.3445165
http://dx.doi.org/10.1145/3025453.3026044
http://dx.doi.org/10.1007/s11390-017-1770-7
https://dl.acm.org/doi/abs/10.5555/3298239.3298383


[11] Chia-Ming Chang, Yi He, Xi Yang, Haoran Xie, and Takeo Igarashi. 
2022. DualLabel: Secondary Labels for Challenging Image 
Annotation. The 48th International Conference on Graphics Interface 
and Human-Computer Interaction (Gl 2022), Montreal, QC, Canada, 
17-19 May 2022 https://openreview.net/pdf?id=rrBz2lFETzq 

[12] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei- 
Fei. 2009. ImageNet: A Large-Scale Hierarchical Image Database. In 
2009 IEEE conference on computer vision and pattern recognition, 
pp. 248-255. DOI: http://dx.doi.org/10.1109/CVPR.2009.5206848 

[13] Obinna Anya, Melissa Cefkin, Steve Dill, Robert Moore, Susan 
Stucky, and Osarieme Omokaro. 2013. Making crowdwork work: 
Issues in crowdsourcing for organizations. In First AAAI Conference 
on Human Computation and Crowdsourcing. Making crowdwork 
work: Issues in crowdsourcing for organizations. 
https://www.aaai.org/ocs/index.php/HCOMP/HCOMP13/paper/view
File/7493/7423 

[14] Bryan C. Russell, Antonio Torralba, Kevin P. Murphy, and William 
T. Freeman. 2008. LabelMe: A Database and Web-Based Tool for 
Image Annotation. Interna- tional journal of computer vision 77, no. 
1-3: 157-173. DOI: http://dx.doi.org/10.1007/s11263-007-0090-8 

[15] Antonio Torralba, Bryan C. Russell, and Jenny Yuen. 2010. 
LabelMe: Online Image Annotation and Applications. Proceedings 
of the IEEE 98, no. 8: 1467-1484. DOI: 
http://dx.doi.org/10.1109/JPROC.2010.2050290 

[16] Abhishek Dutta, and Andrew Zisserman. 2019. The VIA Annotation 
Software for Images, Audio and Video. In Proceedings of the 27th 
ACM International Conference on Multimedia, pp. 2276-2279. DOI: 
http://dx.doi.org/10.1145/3343031. 3350535 

[17] Chia-Ming Chang, Xi Yang, and Takeo Igarashi. 2022. An Empirical 
Study on the Effect of Quick and Careful Labeling Styles in Image 
Annotation. The 48th International Conference on Graphics Interface 
and Human-Computer Interaction (Gl 2022), Virtual Conference, 17- 
19 May 2022 https://openreview.net/pdf?id=SDyj8aZBPrs 

[18] Peer E, Vosgerau J, Acquisti A. 2014. Reputation as a sufficient 
condition for data quality on Amazon Mechanical Turk. Behavior 
Res Methods. December 1;46(4):1023–31. DOI: 
https://doi.org/10.3758/s13428-013-0434-y 

[19] Luis Von Ahn, and Laura Dabbish. 2004. Labeling Images with a 
Computer Game. In Proceedings of the SIGCHI conference on 
Human factors in computing systems, pp. 319-326. DOI: 
http://dx.doi.org/10.1145/985692.985733 

[20] Bianco Simone, Gianluigi Ciocca, Paolo Napoletano, and Raimondo 
Schettini. 2015. An interactive tool for manual, semi-automatic and 
automatic video annotation. Computer Vision and Image 
Understanding 131: 88-99. DOI: 
https://doi.org/10.1016/j.cviu.2014.06.015 

[21] Yukino Baba. 2018. Statistical Quality Control for Human 
Computation and Crowdsourcing. In IJCAI, pp. 5667-5671. DOI: 
https://doi.org/10.24963/ijcai.2018/806 

[22] Alkida Balliu, Sebastian Brandt, Yuval Efron, Juho Hirvonen, 
Yannic Maus, Dennis Olivetti, and Jukka Suomela. 2019. 
Classification of distributed binary labeling problems. arXiv preprint 
arXiv:1911.13294. https://arxiv.org/abs/1911.13294 

[23] Naoki Otani, Yukino Baba, and Hisashi Kashima. 2015. Quality 
Control for Crowdsourced Hierarchical Classification. In 2015 IEEE 
International Conference on Data Mining, pp. 937-942. DOI: 
http://dx.doi.org/10.1109/ICDM.2015.83 

[24] Chia-Ming Chang, Siddharth Deepak Mishra, and Takeo Igarashi. 
2019. A Hierarchical Task Assignment for Manual Image Labeling. 
In 2019 IEEE Symposium on Visual Languages and Human-Centric 
Computing (VL/HCC), pp. 139 -143. DOI: 
http://dx.doi.org/10.1109/VLHCC.2019.8818828 

[25] Andrej Karpathy. 2014. A Labeling Interface for the ILSVRC2014. 
Retrieved August 15, 2022 from 
https://cs.stanford.edu/people/karpathy/ilsvrc/ 

[26] Takeo Igarashi and Ken Hinckley. 2002. Speed-dependent 
Automatic Zooming for Browsing Large Documents. In Proceedings 
of the 13th annual ACM symposium on User Interface Software and 
Technology (UIST 2002), pp. 139-148. DOI: 
https://doi.org/10.1145/354401.354435 

[27] Jason Alexander, Andy Cockburn, Stephen Fitchett, Carl Gutwin , 
and Saul Greenberg. 2009. Revisiting Read Wear: Analysis, Design, 
and Evaluation of a Footprints Scrollbar. In Proceedings of the 
SIGCHI Conference on Human Factors in Computing Systems. pp. 
1665-1674. DOI: https://doi.org/10.1145/1518701.1518957 

[28] Stephen A. Brewster, Peter C. Wright, and Alistair D. N. Edwards. 
1994. The design and evaluation of an auditory-enhanced scrollbar. 
In Proceedings of the SIGCHI Conference on Human Factors in 
Computing Systems, pp. 173-179. DOI: 
https://doi.org/10.1145/191666.191733 

[29] Ko Mizoguchi, Daisuke Sakamoto, and Takeo Igarashi. 2013. 
Overview Scrollbar: a Scrollbar Showing an Entire Document as an 
Overview. In IFIP Conference on Human-Computer Interaction, pp. 
603-610. Springer, Berlin, Heidelberg. 
https://link.springer.com/chapter/10.1007/978-3-642-40498-6_51 

[30] Ehsan Sotoodeh Mollashahi, Md. Sami Uddin, and Carl Gutwin. 
2018. Improving Revisitation in Long Documents with Two-level 
Artificial-Landmark Scrollbars. In Proceedings of the 2018 
International Conference on Advanced Visual Interfaces, pp. 1-9. 
DOI: https://doi.org/10.1145/3206505.3206554 

[31] Ch ristian Klein and Benjamin B. Bederson. 2005. Benefits of 
animated scrolling. In CHI'05 Extended Abstracts on Human Factors 
in Computing Systems, pp. 1965-1968. DOI: 
https://doi.org/10.1145/1056808.1057068 

[32] Christopher Ahlberg and Ben Shneiderman. 1994. The Alphaslider: 
a Compact and Rapid Selector. In Proceedings of the SIGCHI 
conference on Human factors in computing systems, pp. 365-371. 
DOI: https://doi.org/10.1145/191666.191790 

[33] Toshiyuki Masui, Kouichi Kashiwagi, and George R. Borden. 1995. 
Elastic Graphical Interfaces to Precise Data Manipulation. In 
Proceedings of the SIGCHI conference on Human factors in 
computing systems, pp. 143-144. DOI: 
https://doi.org/10.1145/223355.223471 

[34] Toshiyuki Masui. 1998. LensBar-Visualization for Browsing and 
Filtering Large Lists of Data. In Proceedings IEEE Symposium on 
Information Visualization, pp. 113-120). DOI: 
https://doi.org/10.1109/INFVIS.1998.729567 

[35] Juho Kim, Amy X. Zhang, Jihee Kim, Robert C. Miller, and 
Krzysztof Z. Gajos. 2014. Content-Aware Kinetic Scrolling for 
Supporting Web Page Navigation. In Proceedings of the 27th annual 
ACM symposium on User interface Software and Technology, pp. 
123-127. DOI: https://doi.org/10.1145/2642918.2647401 

[36] Hao Liu, Xing Xie, Wei-Ying Ma, and Hong-Jiang Zhang. 2003. 
Automatic Browsing of Large Pictures on Mobile Devices. In 
Proceedings of the Eleventh ACM International Conference on 
Multimedia, pp. 148-155. DOI: 
https://doi.org/10.1145/957013.957045 

[37] Xing Xie , Hao Liu, Simon Goumaz, and Wei-Ying Ma. 2005. 
Learning User Interest for Image Browsing on Small-form-factor 
Devices. In Proceedings of the SIGCHI conference on Human 
factors in computing systems, pp. 671-680. DOI: 
https://doi.org/10.1145/1054972.1055065 

[38] Dynal Patel, Gary Marsden, Steve Jones, and Matt Jones. 2004. An 
Evaluation of Techniques for Browsing Photograph Collections on 
Small Displays. In International Conference on Mobile Human-
Computer Interaction, pp. 132-143. Springer, Berlin, Heidelberg. 
https://link.springer.com/chapter/10.1007/978-3-540-28637-0_12 

[39] Scott E. Hudson and John T. Stasko. 1993. Animation Support in a 
User Interface Toolkit: Flexible, Robust, and Reusable Abstractions. 
In Proceedings of the 6th annual ACM symposium on User Interface 

https://openreview.net/pdf?id=rrBz2lFETzq
http://dx.doi.org/10.1109/CVPR.2009.5206848
https://www.aaai.org/ocs/index.php/HCOMP/HCOMP13/paper/viewFile/7493/7423
https://www.aaai.org/ocs/index.php/HCOMP/HCOMP13/paper/viewFile/7493/7423
http://dx.doi.org/10.1007/s11263-007-0090-8
http://dx.doi.org/10.1109/JPROC.2010.2050290
https://openreview.net/pdf?id=SDyj8aZBPrs
https://doi.org/10.3758/s13428-013-0434-y
http://dx.doi.org/10.1145/985692.985733
https://doi.org/10.1016/j.cviu.2014.06.015
https://doi.org/10.24963/ijcai.2018/806
https://arxiv.org/abs/1911.13294
http://dx.doi.org/10.1109/ICDM.2015.83
http://dx.doi.org/10.1109/VLHCC.2019.8818828
https://cs.stanford.edu/people/karpathy/ilsvrc/
https://doi.org/10.1145/354401.354435
https://doi.org/10.1145/1518701.1518957
https://doi.org/10.1145/191666.191733
https://link.springer.com/chapter/10.1007/978-3-642-40498-6_51
https://doi.org/10.1145/3206505.3206554
https://doi.org/10.1145/1056808.1057068
https://doi.org/10.1145/191666.191790
https://doi.org/10.1145/223355.223471
https://doi.org/10.1109/INFVIS.1998.729567
https://doi.org/10.1145/2642918.2647401
https://doi.org/10.1145/957013.957045
https://doi.org/10.1145/1054972.1055065
https://link.springer.com/chapter/10.1007/978-3-540-28637-0_12


Software and Technology, pp. 57-67. DOI: 
https://doi.org/10.1145/168642.168648 

[40] Cleotilde Gonzilez and George M. Kasper. 1997. Animation in User 
Interfaces Designed for Decision Support Systems: The Effects of 
Image Abstraction, Transition, and Interactivity on Decision Quality. 
Decision Sciences, 28(4), 793-823. DOI: 
https://doi.org/10.1111/j.1540-5915.1997.tb01332.x 

[41] Hao Liu, Xing Xie, Xiaoou Tang, Zhi-Wei Li, and Wei-Ying Ma. 
2004. Effective Browsing of Web Image Search Results. In 
Proceedings of the 6th ACM SIGMM International Workshop on 
Multimedia Information Retrieval, pp. 84-90. DOI: 
https://doi.org/10.1145/1026711.1026726 

[42] Stuart K. Card, Thomas P. Moran, and Allen Newell. 2018. The 
psychology of human-computer interaction. CRC Press. 
https://api.taylorfrancis.com/content/books/mono/download?identifie
rName=doi&identifierValue=10.1201/9780203736166&type=googl
epdf 

[43] Peter H. Lindsay and Donald A. Norman. 2013. Human information 
processing: An introduction to psychology. Academic press.  

[44] Geoffrey R. Loftus, Elizabeth F. Loftus. 2019. Human memory: The 
processing of information. Psychology Press. DOI: 
https://doi.org/10.4324/9781315787145 

[45] Todd Kulesza, Saleema Amershi, Rich Caruana, Danyel Fisher, and 
Denis Charles. 2014. Structured Labeling for Facilitating Concept 
Evolution in Machine Learning. In Proceedings of the SIGCHI 
Conference on Human Factors in Computing Systems. ACM, 3075–
3084. DOI: http://dx.doi.org/10.1145/2556288.2557238 

[46] Caroline Appert, and Jean-Daniel Fekete. 2006. OrthoZoom scroller: 
1D multi-scale navigation. In Proceedings of the SIGCHI conference 
on Human Factors in computing systems, pp. 21-30. DOI: 
https://doi.org/10.1145/1124772.1124776 

[47] Saleema Amershi, James Fogarty, Ashish Kapoor, and Desney Tan. 
2009. Overview-Based Example Selection in End-User Interactive 
Concept Learning. In Proceedings of the 22nd annual ACM 
symposium on User interface software and technology, pp. 247-256. 
DOI: http://dx.doi.org/10.1145/1622176.1622222 

[48] Saleema Amershi, James Fogarty, Ashish Kapoor, and Desney Tan. 
2010. Examining Multiple Potential Models in End-User Interactive 
Concept Learning. In Proceedings of the SIGCHI Conference on 
Human Factors in Computing Systems, pp. 1357-1360. DOI: 
http://dx.doi.org/10.1145/1753326.1753531 

[49] Andrew Mao, Ece Kamar, and Eric Horvitz. 2013. Why stop now? 
predicting worker engagement in online crowdsourcing. In First 
AAAI Conference on Human Computation and Crowdsourcing. 
https://www.aaai.org/ocs/index.php/HCOMP/HCOMP13/paper/view
File/7498/7409 

[50] Philip Quinn, Andy Cockburn, Géry Casiez, Nicolas Roussel, and 
Carl Gutwin. 2012. Exposing and understanding scrolling transfer 
functions. In Proceedings of the 25th annual ACM symposium on 
User interface software and technology, pp. 341-350. DOI: 
https://doi.org/10.1145/2380116.2380161 

[51] Andy Cockburn, Joshua Savage, and Andrew Wallace. 2005. Tuning 
and testing scrolling interfaces that automatically zoom. In 
Proceedings of the SIGCHI conference on Human factors in 
computing systems, pp. 71-80. DOI: 
https://doi.org/10.1145/1054972.1054983 

[52] Steve Jones, Matt Jones, Gary Marsden, Dynal Patel, and Andy 
Cockburn. 2005. An evaluation of integrated zooming and scrolling 
on small screens. International Journal of Human-Computer Studies, 
63(3), 271-303. DOI: https://doi.org/10.1016/j.ijhcs.2005.03.005 

[53] Axel Antoine, Sylvain Malacria , and Géry Casiez. 2017. ForceEdge: 
controlling autoscroll on both desktop and mobile computers using 
the force. In Proceedings of the 2017 CHI Conference on Human 
Factors in Computing Systems, pp. 3281-3292. DOI: 
https://doi.org/10.1145/3025453.3025605 

[54] Yijun Zhou, Jinhong Lu, Xiang ’Anthony’ Chen, Chia-Ming Chang, 
and Takeo Igarashi. 2023. RelRoll: A Relative Elicitation 
Mechanism for Scoring Annotation with A Case Study on Speech 
Emotion. The 49th International Conference on Graphics Interface 
and Human-Computer Interaction (Gl 2023), Victoria, BC, Canada, 
30 May-2 June 2023 https://openreview.net/pdf?id=VBATVIBIMos 

[55] Yi Tang, Chia-Ming Chang, and Xi Yang. 2024. PDFChatAnnotator: 
A Human-LLM Collaborative Multi-Modal Data Collection Tool for 
PDF-Format Catalogs. In Proceedings of the 29th International 
Conference on Intelligent User Interfaces (IUI 2024), Greenville, 
South Carolina, USA, 18-21 March 2024 

[56] Shugo Miyata, Chia-Ming Chang and Takeo Igarashi. 2022, Trafne: 
A Training Framework for Non-Expert Annotators with Auto 
Validation and Expert Feedback. The 24th International Conference 
on Human-Computer Interaction (HCI International 2022), Virtual 
Conference, 26 June-1 July 2022 
https://link.springer.com/chapter/10.1007/978-3-031-05643-7_31 

[57] Yi Lu, Chia-Ming Chang and Takeo Igarashi. 2022, ConfLabeling: 
Assisting Image Labeling with User and System Confidence. The 
24th International Conference on Human-Computer Interaction (HCI 
International 2022), Virtual Conference, 26 June-1 July 2022 
https://link.springer.com/chapter/10.1007/978-3-031-21707-4_26 

[58] Chia-Ming Chang, Yi He, Xusheng Du, Xi Yang and Haoran Xie. 
2024, Dynamic Labeling: A Control System for Labeling Styles in 
Image Annotation Tasks. The 26th International Conference on 
Human-Computer Interaction (HCI International 2024), Washington 
DC, USA, 29 June - 4 July 2024 
 
 

https://doi.org/10.1145/168642.168648
https://doi.org/10.1111/j.1540-5915.1997.tb01332.x
https://doi.org/10.1145/1026711.1026726
https://api.taylorfrancis.com/content/books/mono/download?identifierName=doi&identifierValue=10.1201/9780203736166&type=googlepdf
https://api.taylorfrancis.com/content/books/mono/download?identifierName=doi&identifierValue=10.1201/9780203736166&type=googlepdf
https://api.taylorfrancis.com/content/books/mono/download?identifierName=doi&identifierValue=10.1201/9780203736166&type=googlepdf
https://doi.org/10.4324/9781315787145
http://dx.doi.org/10.1145/2556288.2557238
https://doi.org/10.1145/1124772.1124776
http://dx.doi.org/10.1145/1622176.1622222
http://dx.doi.org/10.1145/1753326.1753531
https://www.aaai.org/ocs/index.php/HCOMP/HCOMP13/paper/viewFile/7498/7409
https://www.aaai.org/ocs/index.php/HCOMP/HCOMP13/paper/viewFile/7498/7409
https://doi.org/10.1145/2380116.2380161
https://doi.org/10.1145/1054972.1054983
https://doi.org/10.1016/j.ijhcs.2005.03.005
https://doi.org/10.1145/3025453.3025605

