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Abstract
Existing approaches on zero-shot event de-001
tection usually train models on datasets an-002
notated with known event types, and prompt003
them with unseen event definitions. These ap-004
proaches yield sporadic successes, yet gener-005
ally fall short of expectations. In this work,006
we aim to improve zero-shot event detection007
by training models to better follow event def-008
initions. We hypothesize that a diverse set of009
event types and definitions are the key for mod-010
els to learn to follow event definitions while011
existing event extraction datasets focus on an-012
notating many high-quality examples for a few013
event types. To verify our hypothesis, we con-014
struct an automatically generated Diverse Event015
Definition (DivED) dataset and conduct com-016
parative studies. Our experiments reveal that a017
large number of event types (200) and diverse018
event definitions can significantly boost event019
extraction performance; on the other hand, the020
performance does not scale with over ten ex-021
amples per event type. Beyond scaling, we in-022
corporate event ontology information and hard-023
negative samples during training, further boost-024
ing the performance. Based on these findings,025
we fine-tuned a LLaMA-2-7B model on our026
DivED dataset, yielding performance that sur-027
passes SOTA large language models like GPT-028
3.5 across three open benchmarks on zero-shot029
event detection.030

1 Introduction031

Event detection (ED) focuses on identifying event032

triggers of specific event types in a given text with033

predefined event ontology. Prior work has studied034

event detection largely in a fully-supervised035

fashion (Wadden et al., 2019; Lin et al., 2020;036

Nguyen and Grishman, 2015; Nguyen et al., 2016;037

Han et al., 2019; Du and Cardie, 2020; Huang et al.,038

2020; Huang and Peng, 2020; Paolini et al., 2021;039

Ma et al., 2023b). While these work show promis-040

ing performance on seen events, it cannot general-041

ize well to long-tailed and unseen events (Ma et al.,042
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Sentence: The drug cartel funneled millions 
of dollars of illegal funds through a network 

of shell companies in different countries.

Event Type: Laundering

Event Definition: Money Laundering is the 
process of moving illicit funds through 

complex financial transactions, disguising 
the origin of the money and making them 

seem legitimate.

Parent Event: Fraud. Sons: Electoral Fraud, 
Laundering, Tunneling.

The trigger is 
funneled.

So what is the trigger?

Input

Output

Figure 1: Zero-shot generative event detection formula-
tion. We demonstrate a generated event type and sample
from our DivED dataset. The input prompt includes
information about Event Type, Event Definition, Event
Ontology and the query passage, and the expected out-
put is a verbalized extracted result.

2024; Zhang et al., 2022). To further enable gen- 043

eralization to low-resource events, prior work pro- 044

posed to tackle few-shot event detection by training 045

model on generated pseudo data (Ma et al., 2024; 046

Kumar et al., 2020; Schick and Schütze, 2021). 047

Despite the success in data-efficient event detec- 048

tion, they cannot zero-shot extract unseen events in 049

real-time due to the need for prior training, limiting 050

their applicability to a wider range of scenarios. 051

The success of task generalization of LLMs 052

enabled by instruction tuning further advances 053

zero-shot event detection. Recent work started 054

to extract events of novel type by providing 055

LLMs with the event definition of unseen events 056

during inference, as demonstrated in Figure 1. 057

They either prompt closed-source LLMs, such as 058

GPT-3.5 (Wang et al., 2022; Gao et al., 2023a; 059

Wei et al., 2023), or apply transfer learning on 060

open-sourced LMs with EE training data of seen 061

event types (Huang et al., 2018a; Lyu et al., 2021). 062

While the former methods achieve acceptable 063

performance, they are not flexible and reproducible 064

due to their closed nature, leading to the difficulty 065

in further improving the models’ performance. In 066
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contrast, the latter methods while reproducible and067

flexible, suffer from low performance.068

In this work, we aim to enhance zero-shot069

event detection (ED) by training a model with070

improved generalization to unseen event types.071

During inference, the model, prompted with072

definitions of previously unseen events, relies on073

its instruction-following ability to understand event074

definitions and identify correct triggers. Despite075

recent impressive results of instruction following076

by Large Language Models (LLMs), there is room077

for improvement (Kung and Peng, 2023; Yin et al.,078

2023), and we focus on enhancing it via instruction079

fine-tuning with strategically generated data.080

Specifically, we hypothesize that transfer learning081

from conventional EE datasets might not be ideal.082

Though a large amount of high-quality training083

samples for only a few event types equips the model084

to perform EE on homogeneous data, it is not085

sufficient for the model to develop generalizability086

towards unseen situations. Different from existing087

works that aim to improve ED model by generating088

more homogeneous EE data (Ma et al., 2024),089

we posit that a large number of event types and a090

diverse set of event definitions are the keys to im-091

proving the event definition following capabilities.092

To verify our assumption, we develop Diverse093

Event Definition (DivED) Dataset, which is gener-094

ated from LLMs with diverse event definitions and095

samples. DivED includes 3000+ event types, each096

with 10 event definitions and 10 samples. Since097

event types can be organized into tree-structure098

ontology, we further inject each event’s event type099

dependencies information into its event definition,100

including the name of its parent and sibling events.101

Our study on the DivED dataset supports our102

hypothesis. The results indicate that a sufficient103

amount of event types (200) and diverse event104

definitions significantly enhance zero-shot event105

detection performance on out-of-distribution data,106

underscoring their crucial role in event definition107

comprehension. On the other hand, the perfor-108

mance doesn’t improve significantly with more109

than ten samples per event type. This is attributed110

to the reliance of zero-shot event detection on111

the model’s ability to generalize to new event112

types and definitions. While a few samples aid in113

learning the meaning of event types, an excessive114

number is unnecessary. In addition to scaling, we115

explore the impact of incorporating event ontology116

information in event definition and utilizing117

hard-negative samples during training. We observe118

that incorporating both components enhances 119

the model’s comprehension of event boundaries, 120

resulting in higher recall and F1 scores. 121

Following this finding, we further train our 122

model on the DivED and Geneva (Parekh et al., 123

2023a) datasets, and achieve state-of-the-art 124

zero-shot event detection performance on 125

ACE (Doddington et al., 2004a), M2E2 (Li et al., 126

2020a) and MEE (Veyseh et al., 2022) test sets 127

benchmarked in TextEE (Huang et al., 2023), 128

surpassing strong LLMs such as Chat-GPT with 129

less than 5 percents of model parameters, showing 130

the effectiveness and efficiency of our method. To 131

conclude, our main contributions are as follows: 132

1. We design a data generation pipeline to 133

generate a Diverse Event Definition dataset 134

(DivED) with 3000+ event types and 10 135

diverse event definitions for each type. Our 136

experiments reveal that diverse event types 137

and event definitions are crucial to improve 138

zero-shot ED. 139

2. We systematically study the impact of 140

various components of EE training data on 141

the ability of large instruction-tuned models 142

to follow event definitions. 143

3. Our proposed model achieves SOTA results 144

on ACE, M2E2, and MEE datasets, surpass- 145

ing GPT-3.5-Turbo model with drastically 146

fewer parameters. 147

2 Method 148

In this section, we describe our data generation 149

pipeline to generate the Diverse Event Definition 150

Dataset (DivED) and our systematic study on the 151

impact of various components within event detec- 152

tion training data. We investigate how (1) the scal- 153

ing of event types, event definition, and training 154

samples and (2) incorporating ontology informa- 155

tion and hard-negative samples can impact models’ 156

generalization to unseen event types. 157

2.1 DivED Dataset Generation 158

An event detection dataset with diverse event types 159

and definitions is necessary to investigate the ef- 160

fect of training data components systematically. 161

Thus, we propose an automatic data generation 162

pipeline that leverages proprietary LLM to gen- 163

erate Diverse Event Definition Dataset (DivED). 164

The data generation pipeline includes (1) Event 165

Type Name Retrieval, (2) Ontology-Aware Event 166
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colonial rule and led to the establishment of the 
United States. 
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through acts of protest, resistance, or …
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Figure 2: Data generation pipeline to generate DivED dataset. The pipeline includes five main steps: (1) Event
Type Name Retrieval: retrieve events from XPO overlap (Spaulding et al., 2023b); (2) Ontology-Aware Event
Definition Curation: generate event type definitions for the event types retrieved from (1); (3) Ontology-Aware
Sample Curation: generate samples for the retrieved event type names from (1) and event definition from (2); (4)
Event Definition Expansion: Paraphrase and expand the event definition from (2), and (5) Ontology Pruning: Prune
out events with high trigger overlap. Details of our prompt templates can be found in Appendix B.

Definition Curation, (3) Ontology-Aware Sample167

Curation, (4) Event Definition Expansion, and (5)168

Ontology Pruning. Figure 2 illustrates the five-step169

data generation pipeline. The examples of DivED170

and the data generation pipeline templates can be171

found in Appendix B.172

Step 1: Event Type Name Retrieval We follow173

(Zhan et al., 2023) methods to collect around 6000174

event type names with ontology (dependency trees)175

from XPO-overlap (Spaulding et al., 2023a), which176

provides a large set of event entities that occurred177

in Wikidata.1 To guarantee the testing events from178

ACE (Doddington et al., 2004b), M2E2 (Li et al.,179

2020b), and (Veyseh et al., 2022) datasets are held180

out for our later experiments, we manually filtered181

out all events that share the same dependency trees182

with these testing events.183

Step 2: Ontology-Aware Event Definition Cura-184

tion After acquiring event type names and ontol-185

ogy (dependency trees of events), we instruct the186

model to simultaneously generate concise defini-187

tions for all event types within the ontology. Using188

one manually curated in-context example, we guide189

the model to differentiate similar events within190

the same ontology, resulting in distinct and well-191

distinguished event definitions, as demonstrated in192

Table 1.193

Step 3: Ontology-Aware Sample Curation We194

follow a similar method as in Ontology-Aware195

1wikidata.org

Event Definition Curation to prompt the model 196

with relative event types, event definition, and one 197

manually curated in-context example to generate 198

ten samples for multiple event types simultaneously. 199

Each generated sample includes an input sentence 200

and an output trigger of the corresponding event 201

type. The generated samples can be seen in Table 1. 202

Step 4: Event Definition Expansion To get 203

multiple event definitions for each event type, we 204

prompt the model to expand or paraphrase the event 205

definition ten times with the provided event type 206

name, event definition, event ontology, and one 207

manually curated in-context example. 208

Step 5: Ontology Pruning After generating data 209

for all event types, we further prune out duplicate 210

events within the same event ontology by iden- 211

tifying their output trigger overlap. Specifically, 212

for an event ontology tree {e1, e2, ...} ∈ E with 213

multiple event types and ten samples per event, we 214

calculate the output trigger overlap ratio between 215

two event types ei, ej where i ̸= j. The trigger 216

overlap is measured by exact string matching each 217

of the ten triggers in ei with the ten triggers in ej . 218

If the overlap ratio of output triggers exceeds a 219

certain threshold (in our implementation, it is 0.5), 220

we will consider one of the two events as duplicate 221

and remove it from our dataset. This way, we can 222

guarantee that the event types and output triggers 223

of our dataset are diverse. 224
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Event Event Definition Sample Trigger
Arriving Event Definition 1: The act of Arriving in-

volves the physical or virtual arrival at a destina-
tion ... Event Definition 10: The Arrival event
captures the moment when someone ...

Sample 1: The school field trip participants
arrived at the museum and were greeted ... Sam-
ple 10: The visitors arrived at the aquarium
and were led to the dolphin show by the staff.

arrived,
...

Drop in
on

Event Definition 1: Drop in on refers to an
unplanned and impromptu visit to a friend or
acquaintance ... Event Definition 10: The act
of drop in on signifies an unscheduled visit to an
individual’s place ...

Sample 1: Renee decided to pop in on her
friend who lived nearby and catch up. ... Sam-
ple 10: Jane had some free time on her hands
and wanted to pay a visit to her former college
roommate who lived close by.

pop in,
pay a
visit, ...

Visiting
scenario
arrival

Event Definition 1: Visiting scenario arrival
entails arriving at a planned destination ... Event
Definition 10: The event of Visiting scenario
arrival involves arriving ...

Sample 1: The investors arrived at the com-
pany’s headquarters for their business presenta-
tion. ... Sample 10: The family reached the
theme park with their pre-booked ride tickets.

arrived,
reached,
...

Table 1: We demonstrate the generated event definition and samples of a few sibling event types in the DivED
dataset. During data curation, we specifically prompt models to generate distinct event type definitions and samples
for these similar event types to enhance the diversity of the generated data.

2.2 Data Impact Analysis225

With the generated DivED dataset, we systemat-226

ically study the impact of various components in227

training data to understand how to instruction-tune228

the model with improved event definition following229

ability.230

Scaling of data components In Figure 1, we231

show the data components within the training data.232

During training, we will provide several samples,233

each corresponding to an event type and definition,234

to query the models about the event trigger. In235

testing time, we will further test on the unseen236

events, in which all the event types, definitions, and237

samples are unseen from training. This requires238

the model to generalize to the unseen events to239

be able to perform well during testing. Following240

this intuition, we aim to investigate how different241

numbers of events, definitions, and samples can242

influence models’ performance. Specifically, for243

each dataset component, we fix the quantity of244

other components and evaluate the scaling law245

associated with it. For example, to investigate the246

scaling of event definition, we will use different247

number of event definitions per event, with a fixed248

amount of event type and samples.249

Ontology information We further look into the250

construction of event definition and negative sam-251

ples. In most zero-shot EE methods, they solely252

provide the information (event type, event defini-253

tion) of the current event, without providing the254

event ontology information. We explore adding on-255

tology information to the input definition in order256

to see how it helps models with the understand-257

ing of the event, and generalize better to unseen258

event types. The additional ontology information259

includes the parent and child events of an event 260

ontology, as shown in Figure 1. 261

Hard-negative samples During model training, 262

we use input sentences paired with output triggers. 263

Positive samples are based on ground truth events, 264

where the output for event trigger identification is 265

not "None." To incorporate predictions for "None" 266

events, we create negative samples by prompting 267

the model with input sentences and an event type 268

that does not occur in the sentence. In this work, we 269

aim to explore how integrating ontology informa- 270

tion into negative sample construction affects the 271

model’s ability to learn event definitions and bound- 272

aries. Instead of randomly assigning unrelated 273

events during negative sample creation, we will 274

assign sibling event types to form hard-negative 275

samples. These challenging examples may offer 276

additional signals about event boundaries that aid 277

the model in distinguishing between similar events 278

and improve its understanding of event definitions. 279

3 Experimental Setup 280

In this section, we first describe the details of Data 281

Impact Analysis experiments, which analyze the 282

impact of different data components. We further de- 283

scribe baselines and training details in Enhancing 284

Zero-Shot Event Detection, in which we integrate 285

the optimal settings from Data Impact Analysis 286

to train our zero-shot event detection model and 287

compare to previous state-of-the-art large language 288

models (LLMs) on three event extraction datasets. 289

3.1 Data Impact Analysis 290

Model and Training Details We utilize LLaMA- 291

2-7B (Touvron et al., 2023) for our experiments 292

to examine the impact of various data components. 293
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Figure 3: The scaling of different dataset components. We train the models with different number of event types,
event definitions per event type and samples per event type. After training, we further report the F1 scores on DivED
– Validation and ACE Validation set. Note that we do not report the DivED – Validation score separately for sample
scaling as we utilize the Geneva (Parekh et al., 2023a) train set to explore sample scaling rather than DivED train set.

Employing a batch size of 96, a learning rate of294

2e-5, and training for 20 epochs. We consistently295

use the DivED dataset with unified variables: 200296

Event Types, 10 Event Definitions, 10 Samples,297

and 10 negative samples per sample. In each scal-298

ing experiment, only one variable is scaled while299

others are fixed. Notably, ACE-related events are300

excluded from the DivED dataset to ensure the test301

events are entirely novel.302

Event type and event definition scaling We ex-303

periment on [200, 400, 800, 1600, 3200] events304

on the DivED dataset for event-type scaling. For305

Event definition scaling, we test [1, 2, 4, 8, 10]306

event definition to investigate the scaling law of307

these variables.308

Sample scaling For sample scaling, since DivED309

only has ten samples per event, we conduct it on310

the Geneva (Parekh et al., 2023a) dataset and test311

with [1, 5, 10, 20, 40] samples per event. We filter312

out all ACE-related events for the Geneva dataset313

to make sure the test events are unseen.314

Event Ontology and Hard Negative Samples In315

event ontology experiments, we assess two settings:316

with or without event ontology. For hard negative317

samples, we experiment using zero or three hard318

negative samples within the ten negative samples.319

Evaluation is conducted on the ACE dataset for320

both experiments. 321

Evaluation We report the F1 scores of event trig- 322

ger identification and event trigger classification 323

on DivED (in-domain) and ACE (out-domain) val- 324

idation set. In in-domain evaluation, 50 unseen 325

events from DivED (absent in training) are tested. 326

For out-domain assessment, the model is tested on 327

the ACE dataset, comprising 33 event types unseen 328

during training. We analyze the models’ zero-shot 329

generalization on these sets, presenting a compari- 330

son in Figure 3. Notably, DivED (in-domain) ex- 331

hibits similar event definition and sample length to 332

the training set, while ACE (out-domain) has longer 333

definitions and a different writing style, focusing 334

on argument details alongside the event itself. 335

3.2 Enhancing Zero-Shot Event Detection 336

Training Details Following our observation in 337

Data Impact Analysis, we further train the 338

LLaMA-2-7B (Touvron et al., 2023) models on 339

DivED and Geneva (Parekh et al., 2023a) dataset 340

following the optimal setting. We use 200 + 90 341

event types from DivED and Geneva (Parekh et al., 342

2023a) datasets. We use ten event definitions, ten 343

samples, and ten negative samples per sample for 344

each event type while incorporating the ontology 345

information and three hard-negative samples. 346
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DivED-Train – Event: Money Laundering
Event Definition:
Money Laundering is the process of moving illicit funds
through complex financial transactions, disguising the ori-
gin of the money and making them seem legitimate.
Avg. Def. Length: 42.9; Avg. Sample Length: 23.3

DivED-Validation – Event: Ceasefire
Event Definition:
A ceasefire is a mutual agreement between opposing armed
groups to halt all aggressive actions and refrain from initi-
ating any new hostilities, often negotiated to allow for the
delivery of aid and the creation of safe zones for civilians.
Avg. Def. Length: 42.2; Avg. Sample Length: 23.3

Ace-Validation – Event: BE-BORN
Event Definition:
BE-BORN Event occurs whenever a PERSON Entity is
given birth to. Please note that we do not include the birth
of other things or ideas.
Avg. Def. Length: 65.3; Avg. Sample Length: 35.6

Table 2: Dataset comparison. We show the comparison
of the definition, average definition token length and
average sample token length between DivED train set,
DivED validation set and ACE test set.

Baselines In our experiments, we conduct a com-347

parison between our finetuned LLaMA-2-7B (Tou-348

vron et al., 2023) and several zero-shot event detec-349

tion baselines, including ChatGPT (OpenAI, 2021),350

ChatIE (Wei et al., 2023) and (Gao et al., 2023a)351

and LLaMA-2-Geneva. Prompt templates for the352

baselines are provided at Appendix C.353

• ChatGPT (OpenAI, 2021): GPT-3.5-Turbo354

was prompted with the proposed method for a355

fair comparison with finetuned LLaMA-2-7B.356

• ChatIE (Wei et al., 2023): ChatIE is a frame-357

work that transforms the zero-shot event detec-358

tion task into a multi-turn question-answering359

problem. Here, LLMs are first prompted (as360

shown in Appendix C) to identify the event361

type and then sequentially prompted to iden-362

tify the trigger.363

• Gao et al. (2023a): This work explores364

the feasibility of ChatGPT as a zero-shot365

event detection model and further analyses366

the impact of event definitions, in-context367

examples and counterfactual examples in the368

prompt template presented at Appendix C.369

We prompt ChatGPT with event definitions370

and positive examples in our implementation371

as this setup performed best on Gao et al.372

(2023a) evaluation.373

• LLaMA-2-Geneva: We additionally train an374

LLaMA2-7B model (Touvron et al., 2023) on375

Ours 45.3 22.0 29.1 36.6 20.4 26.2
w/o Ontology 55.0 11.8 19.4 34.3 11.1 16.7
w/o Hard Neg. 53.5 16.6 25.3 45.5 15.6 23.2

Metric →
Model ↓ Prec.

Trigger ID
Rec. F1 Prec.

Trigger CLS
Rec. F1

Table 3: We report the experiment results of providing
ontology information and using hard negative samples.

Geneva (Parekh et al., 2023a) datasets as a 376

transfer learning baseline. We first filter out 377

all events related to ACE, M2E2, and MEE 378

datasets from the training set, leaving 90 379

event types. We further train the model with 380

all samples on the remaining event types. 381

Evaluation Datasets Our experiments compre- 382

hensively compare our fine-tuned LLaMa-2-7B 383

with baselines across three popular event extrac- 384

tion benchmarks, including ACE05, M2E2, and 385

MEE. We consider the English annotations of these 386

datasets and report the F1 scores of event trig- 387

ger identification and event trigger classification 388

on their test set process by TextEE (Huang et al., 389

2023). 390

• ACE05 (Doddington et al., 2004b) is an end- 391

to-end event extraction dataset which covers 392

texts from several sources such as newswire, 393

broadcast news and weblogs. 394

• M2E2 (Li et al., 2020b) is an end-to-end event 395

extraction dataset collected from the multime- 396

dia domain. We only consider the text part. 397

• MEE (Veyseh et al., 2022) is a multilingual 398

end-to-end event extraction dataset collected 399

from Wikipedia which is extended from MIN- 400

ION (Song et al., 2015). 401

4 Results 402

4.1 Data Impact Analysis 403

Scaling of event types In Figure 3 column (a), 404

we show the results of training a LLaMA-2-7B 405

model with different numbers of events. It is seen 406

that scaling up the number of events consistently 407

helps the model performance on the in-domain 408

DivED validation set. However, while training the 409

model with more events continuously scales up 410

the performance on the ACE validation set under 411

200 events, using more than 200 events leads to 412

degeneration of the performance. This can be 413

caused by the model overfitting to the domain of 414

training data. While we continuously train on new 415

events, the model can still overfit to the domain 416
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ACE M2E2 MEE Average
Metric → Trig. ID Trig. CLS Trig. ID Trig. CLS Trig. ID Trig. CLS Trig. ID Trig. CLS
Model ↓ Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 F1 F1
ChatIE 4.8 11.9 6.8 2.5 6.4 3.6 4.3 31.4 7.5 2.6 19.2 4.6 12.4 31.2 17.2 7.5 24.2 11.9 10.5 6.7
Gao et al. 42.5 28.7 34.2 30.6 20.6 24.6 16.6 38.0 23.1 14.5 33.2 20.2 84.7 7.8 14.2 77.9 7.15 13.9 23.8 19.6
GPT-3.5 9.2 60.7 15.9 3.6 43.9 6.6 7.0 63.3 12.6 4.9 54.2 8.9 12.5 33.2 18.2 7.6 24.4 11.6 15.6 9.0
Geneva 47.7 14.5 22.2 18.2 13.8 15.7 19.1 17.9 18.5 17.9 17.0 17.4 70.5 24.5 36.4 63.0 24.1 34.9 25.7 22.6
Ours 46.7 26.9 34.2 36.7 24.1 29.1 21.2 26.1 23.4 19.8 24.7 22.0 70.9 16.7 27.1 65.7 16.2 26.0 28.2 25.7

Table 4: The experiment results on ACE ,M2E2 and MEE test set. We compare the performance of LLaMA-2-7b
training on DivED dataset (Ours) with ChatIE (Wei et al., 2023), Gao et al. (2023a), GPT3.5 model and
LLaMA-2-7b trained on Geneva (Parekh et al., 2023a) dataset. We report the Precision, Recall and F1 scores. We
also report the average F1 score across all datasets. We abbreviate Trigger as Trig.

of the data itself, for example, the format of the417

event definition and samples. This also shows that418

while our generated DivED dataset has a large419

number of events, the generated samples and event420

definition might still have spurious correlations421

that can lead to overfitting.422

Scaling of event definition In Figure 3 column423

(b), we show the results of event definition scaling.424

On both the DivED and ACE validation sets, the425

performance scales up with four event definitions426

per event. While using more than four event def-427

initions does not help the in-domain performance,428

it can help the model generalize better to the429

out-domain test set. This shows that adding more430

diverse event definitions during training can further431

improve the model’s robustness. Helping the model432

to generalize to more diverse event formats during433

inference, thus improving zero-shot performance.434

Scaling of samples To evaluate how using more435

samples helps the model’s zero-shot generalization,436

we experiment using the Geneva dataset, which has437

a large number of high-quality samples per event438

type, and test on the ACE validation set. The results439

are shown in Figure 3 column (c). Surprisingly,440

while using more samples usually helps models’441

performance in a supervised setting, using more442

than ten samples hurts models’ performance. This443

can be caused by the model overfitting the training444

data and becoming less robust to unseen events.445

Following the results above, we conclude446

that the key to improving models’ zero-shot447

generalization to unseen events is to use a diverse448

set of event definitions with a certain amount of449

event types and samples. While a small amount450

of event type and samples helps, using too much451

can make the models overfit to the training source,452

leading to a degeneration of the generalization453

ability. This effect can be specifically obvious in454

machine-generated data, which can have spurious455

correlations and lack diversity in certain aspects. 456

Event ontology and hard-negative samples In 457

Table 3, we further investigate the usefulness of 458

the event ontology and hard-negative samples. It 459

can be seen that after removing the event ontology 460

or hard-negative samples, fewer triggers are 461

predicted, which leads to a much lower recall and 462

F1 score. This means that the model becomes more 463

conservative at predicting triggers. We hypothesize 464

that the model can be trained to distinguish similar 465

events by providing ontology and hard negative 466

samples. At testing time, this can help the models 467

be more certain at predicting the triggers and 468

increase the number of matching triggers. 469

4.2 Enhancing Zero-Shot Event Detection 470

Following the observation from Data Impact Anal- 471

ysis, we further apply the best setting and compare 472

it with baseline models described in section 3.2. 473

We show the results in Table 4. It can be seen 474

that LLaMA-2-7B trained on the DivED dataset 475

(Ours) consistently outperforms GPT baselines 476

(ChatIE, Gao et al. (2023a) and GPT-3.5) on all 477

ACE, M2E2, and MEE datasets and surpasses our 478

LLaMA2-Geneva baselines on ACE and M2E2 479

datasets. For the MEE dataset, LLaMA2-Geneva 480

achieves the best performance. Upon further in- 481

vestigation into the predicted results, we found 482

that LLaMA2-Geneva can better predict samples 483

that have multiple ground truth event triggers in 484

one event type, which frequently occurred in MEE 485

Geneva datasets but less occurred in ACE, M2E2 486

and DivED datasets, directly leading to higher Re- 487

call and F1 scores on MEE dataset. Generally, our 488

proposed model achieves the best average F1 scores 489

on both Event Trigger Identification and Event Trig- 490

ger Classification, showing the superiority of the 491

training method. 492
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∆ ∆

Ours 29.1 26.2
w/o Def 14.15 -52% 10.83 -59%
Geneva 25.2 17.4
w/o Def 23.44 -7% 8.2 -53%

Metric →
Model ↓

Trigger ID
F1

Trigger CLS
F1

Table 5: We assess model performance drop by
removing event definitions during training. We compare
LLaMA-2 models trained on Geneva and DivED
datasets. A higher drop rate indicates greater reliance
on event definitions.

5 Discussion493

5.1 Do Models Follow the Event Definition?494

Instruction-tuned models excel in various zero-shot495

tasks but can excessively rely on the spurious496

patterns within the provided prompt, neglecting497

instruction semantics (Kung and Peng, 2023; Yin498

et al., 2023). In this work, we aim to enhance zero-499

shot event detection by training model with better500

event definition following. To assess the model’s501

event definition following ability, we conduct an502

ablation study following prior work’s setting (Kung503

and Peng, 2023), comparing our LLaMA-2-7B504

model trained on DivED data with one trained on505

the conventional EE dataset Geneva (Parekh et al.,506

2023b). To verify whether our proposed model507

have better event definition following ability com-508

pare to models learning on convention EE datasets,509

we follow prior work (Kung and Peng, 2023)510

to conduct an ablation study. We compare our511

LLaMA-2-7B (Touvron et al., 2023) model trained512

on DivED data with a LLaMA-2-7B model trained513

on conventional EE dataset such as Geneva (Parekh514

et al., 2023b). Despite having numerous samples515

per event, conventional EE dataset has only one516

definition per event type, which largely differs517

from DivED dataset. We report the performance518

drop rate after removing the event definition during519

training and testing for both models in Table520

Table 5. It can be seen that while the performance521

drops for both models after removing the event522

definition during training, the model trained on523

the DivED dataset has a higher performance drop,524

especially in Event Trigger Identification, showing525

that our proposed model heavily relies on event526

definition during training and inference. This527

indicates that our model is better at utilizing the528

event definition information, potentially exhibiting529

a better event definition following ability.530

6 Related Work 531

Low-resource information extraction Low- 532

resource IE models secure their performance with 533

limited training data by cross-task transfer learn- 534

ing that uses supervision from tasks like Semantic 535

Role Labeling (Zhang et al., 2021; Huang et al., 536

2018b), indirect supervision that reformulates the 537

task as data-rich tasks like NLI or QA (Xu et al., 538

2023; Sainz et al., 2022; Ma et al., 2023a; Lu 539

et al., 2022), both heavily rely on task compati- 540

bility. Some works focus on prompting generative 541

LMs with enriched task requirements and exam- 542

ples (Li et al., 2023; Gao et al., 2023b), which is 543

constrained the diversity of human-curated training 544

data. In this work, we tackle the zero-shot IE task 545

by expanding the diversity and scope of the seed 546

data set with LLM without the need for cross-task 547

resources or human annotation. 548

Data generation for IE Existing works explore 549

different strategies to generate training data in- 550

stances given a known task output space through 551

analogous input (Kumar et al., 2020; Lee et al., 552

2021), creating pesudo labels with weak annota- 553

tor (He et al., 2021; Chia et al., 2022; Ye et al., 554

2022; Schick and Schütze, 2021), reverse genera- 555

tion (Meng et al., 2022; Gao et al., 2021; Josifoski 556

et al., 2023) and structure-to-text generation (Ma 557

et al., 2024). Different from introducing more data 558

instances for observed task space, we instead aim 559

to extend the model’s generalizability by gener- 560

ating new types and their definitions for unseen 561

data distribution that extend the task space with 562

LLM-oriented data generation. 563

7 Conclusion 564

We investigate how incorporating diverse event 565

types and definitions benefits zero-shot event detec- 566

tion models. The proposed DivED dataset features 567

a large number of diverse event types and defini- 568

tions, which helps train the model to better gen- 569

eralize to unseen event definitions. By further in- 570

corporating event ontology and hard negative sam- 571

ples, we finetuned a LLaMA-2 model on DivED 572

and Geneva datasets, which consistently surpasses 573

previous SOTA ChatGPT prompting baselines in 574

zero-shot ED on ACE, M2E2, and MEE datasets. 575

Overall, our findings provide insights to improve 576

models’ event definition following ability and pro- 577

vide an opportunity to further advance zero-shot 578

ED on open-sourced models. 579
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Limitation580

Our study on zero-shot event detection, despite its581

advances, faces several limitations. The reliance582

on automatically generated datasets may not fully583

capture complex real-world events, potentially lim-584

iting the model’s generalizability. Additionally, the585

effectiveness of our approach depends on detailed586

event ontology and the availability of hard-negative587

samples, which might not always be accessible.588

Scalability also poses a challenge, as expanding the589

diversity of event types requires significant compu-590

tational and data resources. Moreover, our findings591

are primarily based on English language bench-592

marks, raising questions about the applicability of593

our results across different languages and domains.594

Future research should address these limitations595

to enhance the robustness and universality of zero-596

shot event detection models.597
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A Cost Estimates for OpenAI857

We implement all baselines in Section 3.2 with858

GPT-3.5-Turbo. The estimated cost of implement-859

ing our baselines is approximately 100 USD. Simi-860

larly, the estimated cost of implementing our base-861

lines on GPT-4 will be approximately 3000 USD862

and we leave this implementation for future due863

to limited resources. This further emphasizes that864

our finetuned model surpasses larger LLMs in per-865

formance as well as accessibility due to the cost866

effectiveness of the method.867

B Data Generation of DivED dataset868

Step 1: Event Type Name Retrieval We follow869

(Zhan et al., 2023) methods to collect around 6000870

event type names with ontology (dependency trees)871

from XPO-overlap (Spaulding et al., 2023a), which872

provides a large set of event entities that occurred873

in Wikidata.2 To guarantee the testing events from874

ACE (Doddington et al., 2004b), M2E2 (Li et al.,875

2020b), and (Veyseh et al., 2022) datasets are held876

out for our later experiments, we manually filtered877

out all events that share the same dependency trees878

with these testing events.879

Step 2: Ontology-Aware Event Definition Cura-880

tion After acquiring event type names and ontol-881

ogy (dependency trees of events), we instruct the882

model to simultaneously generate concise defini-883

tions for all event types within the ontology. Using884

one manually curated in-context example, we guide885

the model to differentiate similar events within886

the same ontology, resulting in distinct and well-887

distinguished event definitions, as demonstrated888

in Table 1. The template utilized in this step is889

presented at Table 6.890

Step 3: Ontology-Aware Sample Curation We891

follow a similar method as in Ontology-Aware892

Event Definition Curation to prompt the model893

with relative event types, event definition, and one894

manually curated in-context example to generate895

ten samples for multiple event types simultaneously.896

Each generated sample includes an input sentence897

and an output trigger of the corresponding event898

type. The generated samples can be seen in Table 1.899

The template utilized in this step is presented at900

Table 7.901

Step 4: Event Definition Expansion To get902

multiple event definitions for each event type, we903

2wikidata.org

prompt the model to expand or paraphrase the event 904

definition ten times with the provided event type 905

name, event definition, event ontology, and one 906

manually curated in-context example. The tem- 907

plate utilized in this step is presented at Table 8. 908

Step 5: Ontology Pruning After generating data 909

for all event types, we further prune out duplicate 910

events within the same event ontology by iden- 911

tifying their output trigger overlap. Specifically, 912

for an event ontology tree {e1, e2, ...} ∈ E with 913

multiple event types and ten samples per event, we 914

calculate the output trigger overlap ratio between 915

two event types ei, ej where i ̸= j. The trigger 916

overlap is measured by exact string matching each 917

of the ten triggers in ei with the ten triggers in ej . 918

If the overlap ratio of output triggers exceeds a 919

certain threshold (in our implementation, it is 0.5), 920

we will consider one of the two events as duplicate 921

and remove it from our dataset. This way, we can 922

guarantee that the event types and output triggers 923

of our dataset are diverse. 924

Generated Samples Table 12, Table 13 and Ta- 925

ble 14 present examples of DivED dataset. 926

C Templates for Experiments 927

The compared baselines include ChatGPT, ChatIE 928

(Wei et al., 2023) and (Gao et al., 2023a). 929

• ChatGPT: ChatGPT were prompted with the 930

proposed method for a fair comparison with 931

our finetuned LLaMA-2-7B. Prompt template 932

is provided in Table 11. 933

• ChatIE (Wei et al., 2023): ChatIE is a frame- 934

work that transforms the zero-shot event detec- 935

tion task into a multi-turn question-answering 936

problem. Here, LLMs are first prompted (as 937

shown in Table 10 )to identify the event type 938

and then sequentially prompted to identify the 939

trigger. 940

• Gao et al. (2023a): This work explores the 941

feasibility of ChatGPT as a zero-shot event da- 942

tection model and further analyses the impact 943

of event definitions, in-context examples and 944

counterfactual examples in the prompt tem- 945

plate in Table 9. We prompt ChatGPT with 946

event definitions and positive examples in our 947

implementation as this setup performed best 948

on Gao et al. (2023a) evaluation. 949
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Instruction:
Now I will give you some ontology, and then you need to output their definitions. Your output should
carefully focus on the difference between these events.

In-Context Demonstration:
Input:
parent event: ...
son event: ...

Output:
parent event: event definition of parent event ...
son event: event definition of son event ...

Instruction:
Now I will give you some event ontology, and your output should carefully follow the previous examples.
Your output should carefully focus on the event ontology.

Query:
Input:
parent event: mental state
son event: belief
son event: doubt
son event: awakening
son event: emotional state
son event: intention
son event: mental confusion
son event: understanding

GPT Output:
Mental State: A mental state refers to an individual’s current psychological condition or state of mind.
It encompasses various emotions, thoughts, and cognitive processes that a person may experience at any
given time.
Belief: Belief is a mental state characterized by the acceptance or conviction that something is true or
exists, often without concrete evidence. It involves having confidence in the validity of a particular idea,
concept, or proposition.
Doubt: Doubt is a mental state characterized by uncertainty or skepticism regarding the truth or validity
of a belief or idea. It involves questioning or being unsure about the accuracy of a particular belief or
assertion.
Awakening: Awakening refers to a profound shift in an individual’s perception or understanding. It is
often associated with a realization or enlightenment, leading to a significant change in one’s perspective
or awareness, often of a spiritual or philosophical nature.
Emotional State: An emotional state relates to a person’s feelings and emotions at a specific moment.
These states can include happiness, sadness, anger, fear, or any other emotional response to internal or
external stimuli.
Intention: Intention is a mental state involving a purposeful and deliberate desire to perform a particular
action or achieve a specific goal. It is often accompanied by a plan or strategy to accomplish the intended
outcome.
Mental Confusion: Mental confusion is a mental state characterized by a lack of clarity or cognitive
disarray. It involves difficulty in processing information, making decisions, or understanding one’s
surroundings, leading to a sense of disorientation.
Understanding: Understanding is a mental state involving comprehension and insight into a concept,
idea, or situation. It signifies the ability to grasp and make sense of information or knowledge, often
leading to increased knowledge or awareness.

Table 6: Template for Ontology-Aware Event Definition Curation
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Instruction:
Here we provide the definition and examples of three event types. The word between <trigger> and
<trigger> is the trigger. The trigger must be a verb. Your output should be very diverse.

In-Context Demonstration:
Input:
Event type: ...
Event Definition: ...

Output:
Sample 1: ...
Sample 2: ...

Instruction:
Please generating a new event type following the same format. Note that there is an ontology, we
provide event types and their definitions.

Instruction:
Please generate samples for event rebellion. Your output should carefully consider the ontology. Your
output examples should not be examples for other son events.

Query:
Event Ontology:
parent event: historical event
son event: ceasefire
son event: cornonation
son event: rebellion
son event: revolt
Event Type: rebellion
Event Definition: Rebellion is an organized and sustained attempt to challenge an established power
structure, often involving large numbers of people and various forms of resistance, including civil
disobedience and armed struggle.

GPT Output:
Sample 1: The American Revolution was a <trigger>rebellion<trigger> against British colonial rule
and led to the establishment of the United States.
Sample 2: The Syrian Civil War began as a <trigger>rebellion<trigger> against the government of
President Bashar al-Assad.
Sample 3: The Boxer Rebellion was a failed <trigger>rebellion<trigger> against foreign influence in
China in 1900.
Sample 4: The Haitian Revolution was a successful <trigger>rebellion<trigger> led by enslaved people
against French colonial rule.
Sample 5: The Glorious Revolution of 1688 was a peaceful <trigger>rebellion<trigger> in England that
resulted in the overthrow of King James II and the establishment of a constitutional monarchy.
Sample 6: The Arab Spring uprisings were a series of <trigger>rebellions<trigger> across the Middle
East and North Africa in 2011 that aimed to overthrow authoritarian regimes.
Sample 7: The Boston Tea Party was an act of <trigger>rebellion<trigger> by American colonists in
1773 against British taxes on tea.
Sample 8: The Indian Rebellion of 1857 was a failed <trigger>rebellion<trigger> against British
colonial rule in India.

Table 7: Template for Ontology-Aware Sample Curation
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Instruction:
Now I will give you an event ontology and its corresponding event definitions for each event. You
need to output more event definitions for the target event. Your output should carefully focus on the
difference between these events in the event ontology. The output event definitions for the target event
should be different from event definitions for other events. And you need to try to give me diverse event
definitions for the target event, but maintain the original semantics.

In-Context Demonstration:
Input:
parent event: ...
son event: ...

Output:
1. ...

Instruction:
Now I will give you some event ontology, and your output should carefully follow the previous examples.
Your output should carefully focus on the event ontology.

Query:
Input:
parent event: Mental State: A mental state refers to an individual’s current psychological condition or
state of mind. It encompasses various emotions, thoughts, and cognitive processes that a person may
experience at any given time.
son event: Belief: Belief is a mental state characterized by the acceptance or conviction that something
is true or exists, often without concrete evidence. It involves having confidence in the validity of a
particular idea, concept, or proposition.
son event: Doubt: Doubt is a mental state characterized by uncertainty or skepticism regarding the truth
or validity of a belief or idea. It involves questioning or being unsure about the accuracy of a particular
belief or assertion.
son event: Awakening: Awakening refers to a profound shift in an individual’s perception or understand-
ing. It is often associated with a realization or enlightenment, leading to a significant change in one’s
perspective or awareness, often of a spiritual or philosophical nature.

Instruction:
Now please give me 10 more definitions for the event Awakening: Your output event definitions should
be diverse, but maintain the semantics of the original definition. Your output should follow the below
format.

GPT Output:
1. Awakening is a transformative experience marked by a deep and sudden insight that fundamentally
alters a person’s way of thinking or viewing the world, frequently triggering a newfound sense of
purpose or clarity.
2. An Awakening signifies a profound shift in an individual’s consciousness, usually triggered by a
moment of profound understanding or revelation, which can lead to a complete reevaluation of their
beliefs and values.
3. The concept of Awakening encompasses a powerful, introspective moment where an individual
experiences a heightened awareness of their existence, often bringing about a renewed sense of meaning
and direction in life.
...

Table 8: Template for ontology-aware event definition addition
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Instruction:
This is an event extraction task where the goal is to extract structured events from the text. A structured
event contains an event trigger word and an event type.

Event Types and their definitions:
Event type 1 : Event Definition 1
Event type 2 : Event Definition 2
:
:

In-Context Examples from the dataset
Positive Example 1
Sentence 1: ...
Output: Trigger, Event Type
Positive Example 2
Sentence 2: ...
Output: Trigger, Event Type
Positive Example 3
Sentence 3: ...
Output: Trigger, Event Type

Example 4
Sentence : User Query
Output:

Table 9: Template for Guo et al

Instruction:
The list of event types: <list all event types for the dataset>
Give a sentence: <user query>.
What types of events are included in this sentence? Please return the most likely answer according to
the list of event types above. Require the answer in the form: Event type.

GPT Response:
Event Type

Instruction:
If the event type is identified, return the event trigger word(s). Return ’NONE’ if the event type
is absent. Separate multiple event trigger words with semicolon (;). Refrain from explaining your
reasoning—provide only the direct answer.
Trigger -

Table 10: Template for multi-turn ChatIE
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Instruction:
Act as an AI assistant specialized in extracting events. When given a sentence, a specified event type,
and its definition, examine the sentence for the event type. If the event type is identified, return the event
trigger(s). Return ’NONE’ if the event type is absent. Separate multiple event triggers with semicolon
(;). Refrain from explaining your reasoning—provide only the direct answer.

Sentence: <Sentence>
Event Type: <Type of Event>
Event Definition: <Definition of the Event>

TRIGGER:

Table 11: Template for GPT-3.5-Turbo. We prompt the model with the definition of each possible event type from
the dataset and aggregate the predictions for evaluation.
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Event Type:
ceasefire

Event Ontology:
Parent: historical_event
Sons: ceasefire, coronation, rebellion, revolt

Event Definition:
Definition 1: A ceasefire is a temporary cessation of armed conflict marked by an agreement
between warring factions to lay down their weapons and cease all hostile activities, often in
pursuit of a negotiated settlement or peace agreement.

Definition 2: Ceasefire is a legal agreement between two or more conflicting parties to temporar-
ily halt hostilities, usually to allow humanitarian aid to reach the affected civilian population or
to negotiate a long-term peace agreement.

Definition 3: A ceasefire refers to a state of truce or temporary peace between warring factions,
allowing time for diplomatic negotiations and discussions to take place in pursuit of a more
sustainable cessation of violence.
...
Definition 9: Ceasefire denotes a moment of respite in fighting between belligerent groups,
often created through negotiations, that allows for the provision of humanitarian aid and the
establishment of channels for peacebuilding and reconciliation.

Definition 10: Ceasefire is a crucial tool in conflict resolution and peacebuilding, serving as
a vital step toward addressing underlying conflicts and arriving at a more permanent peace
settlement.

Event Samples:
Sample 1: In 1991, the Persian Gulf War ended with a ceasefire.
Trigger: ceasefire

Sample 2: The two warring factions in the region agreed on a temporary ceasefire to allow
humanitarian aid to reach the affected areas.
Trigger: ceasefire

Sample 3: After weeks of intense fighting, the UN brokered a ceasefire between the government
and rebel forces.
Trigger: ceasefire
...
Sample 9: The military forces of two countries agreed to a ceasefire to allow for the exchange
of prisoners of war.
Trigger: ceasefire

Sample 10: The two neighboring countries agreed to a ceasefire to de-escalate tensions and
engage in peace talks.
Trigger: ceasefire

Table 12: Examples for the generated data for event ceasefire.
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Event Type:
Change_event_time

Event Ontology:
Parent: Change_event_time
Sons: Holding_off_on, Change_event_duration

Event Definition:
Definition 1: A Change_event_duration is an event where the original duration of an activity or event is
modified, either by increasing or decreasing the allotted time, to ensure the completion of the task or
event.

Definition 2: Change_event_duration is an event that entails modifying the estimated duration of a
particular activity or event based on assessment or evaluation data, such as delays, technical difficulties,
or resource constraints.

Definition 3: Change_event_duration refers to the event of making revisions to the originally planned
duration of an activity or event, typically done to accommodate changing priorities, shifting schedules,
or other external factors.
...
Definition 9: A Change_event_duration is an event that involves adjusting the length of time allocated
for a particular activity or event, motivated by a need to optimize efficiency, manage resources, or meet
project objectives.

Definition 10: Change_event_duration refers to the event of extending or reducing the time frame for
executing a particular task or activity, often done to accommodate shifting business needs or changing
stakeholder demands.

Event Samples:
Sample 1: The concert promoters extended the length of the show due to popular demand.
Trigger: extended

Sample 2: The conference organizers shortened the duration of the keynote speeches to accommodate
more panel discussions.
Trigger: shortened

Sample 3: The wedding planner adjusted the ceremony start time to avoid overlapping with the sunset.
Trigger: adjusted
...
Sample 9: The film festival prolonged its run for an extra day to showcase more entries.
Trigger: prolonged

Sample 10: The charity event shortened its fundraising campaign due to unexpected budget cuts.
Trigger: shortened

Table 13: Examples for the generated data for event Change_event_time.
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Ontology: Parent: Arriving; Sons: Visiting scenario arrival, Drop in on, Access scenario

Parent: Arriving
Event Definition 1: The act of Arriving involves the physical or virtual arrival at a destination or location, often involving
anticipation and preparation for the event or activity that will follow.
...
Event Definition 10: The Arrival event captures the moment when someone arrives at a particular location, often involving
an emotional and physical shift as they transition into a new environment.
Sample 1: The school field trip participants arrived at the museum and were greeted by the tour guide.
...
Sample 10: The visitors arrived at the aquarium and were led to the dolphin show by the staff.

Son 1: Drop in on
Event Definition 1: Drop in on refers to an unplanned and impromptu visit to a friend or acquaintance, often characterized
by a surprise element and lack of formal invitations or arrangements.
...
Event Definition 10: The act of drop in on signifies an unscheduled visit to an individual’s place without prior notice or
appointment, possibly to offer support or check on their well-being.
Sample 1: Sarah decided to pop in on her friend who lived nearby and catch up.
...
Sample 10: Jane had some free time on her hands and wanted to pay a visit to her former college roommate.

Son 2: Visiting scenario arrival
Event Definition 1: Visiting scenario arrival entails arriving at a planned destination, such as a theater or concert, where
specific events have been organized for the visitor’s entertainment or education, creating a unique and memorable experience.
...
Event Definition 10: The event of Visiting scenario arrival involves arriving at a location designated for a pre-planned
gathering, such as a family reunion, where participants come together to socialize, network, or reconnect.
Sample 1: The investors arrived at the company’s headquarters for their business presentation.
...
Sample 10: The family reached the theme park with their pre-booked ride tickets.

Table 14: Qualitative examples of DivED dataset. DivED contains diverse sibling events, high-quality samples with
diverse triggers for each event type. The event definitions significantly distinguish the slight differences between
sibling events.
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