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Abstract

Detecting logical fallacies in texts could im-001
prove online discussion quality by helping002
users spot argument flaws and construct better003
arguments. However, automatically identifying004
logical fallacies in the wild is not easy. Fal-005
lacies are often buried inside arguments that006
sound convincing; over 100 types of logical007
fallacies exist. Building large labeled datasets008
needed for developing automatic fallacy detec-009
tion models can be expensive. This paper in-010
troduces COCOLOFA, the largest logical fal-011
lacy dataset, containing 5,772 comments for012
647 news articles, with each comment labeled013
for fallacy presence and type. To collect data,014
we first specified a fallacy type (e.g., slippery015
slope) and a news article to crowd workers, then016
asked them to write comments that embody the017
fallacy in response to the article. We built an018
LLM-powered assistant in the interface to help019
workers draft and refine comments. Experts020
rated the writing quality and labeling valid-021
ity of COCOLOFA as high and reliable. Mod-022
els trained on COCOLOFA achieved the high-023
est fallacy detection performance (F1=0.65)024
on real-world news comments from the New025
York Times, surpassing those trained on other026
datasets and even GPT-4.027

1 Introduction028

Logical fallacies are reasoning errors that under-029

mine an argument’s validity (Walton, 1987). Com-030

mon fallacies in online conversations like slippery031

slope, appeal to nature, or false dilemma not only032

lead to poor-quality discussions (Sahai et al., 2021)033

but also make arguments appear more dubious, pro-034

moting misinformation (Jin et al., 2022). Being035

able to automatically detect logical fallacies in texts036

will help users to more easily identify problems in037

arguments and to compose their own arguments038

more effectively. However, automatically identify-039

ing logical fallacies in the wild is challenging. Fal-040

lacies are often buried inside arguments that sound041

Figure 1: Examples from COCOLOFA. For each news
article, we hired crowdworkers to form a thread of com-
ment. Each worker was asigned to write a comment
with either a specific type of logical fallacy or a neutral
argument. Everything in COCOLOFA is CC-licensed
and releasable.

convincing but are, in fact, flawed (Powers, 1995). 042

Furthermore, over 100 types of logical fallacies 043

exist (Arp et al., 2018). The nature of the problem 044

makes it extremely expensive to build large-scale 045

labeled datasets needed for developing automatic 046

fallacy detection models. 047

Prior work has attempted to create datasets 048

for logical fallacies, each addressing the great 049

challenge of labeling in unique ways (Table 1). 050

The LOGIC dataset collected examples from text- 051

books (Jin et al., 2022); the LOGICCLIMATE 052

dataset gathered instances from news articles, fo- 053

cusing on a narrow topic range to simplify the iden- 054
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Dataset Genre # Topics # Fallacies # Item # Neg. Item.
# Sentences

per Item
# Tokens
per Item Vocab.

LOGIC
(Jin et al., 2022)

Quiz
questions N/A 13 2,449 0 1.92 31.20 7,624

LOGICCLIMATE
(Jin et al., 2022)

Sentences in
news article 1 13 1,079 0 1.43 39.90 6,419

Reddit
(Sahai et al., 2021)

Online
discussion N/A 8 3,358 1,650 2.98 57.01 15,814

COCOLOFA
(Ours)

Online
discussion 20+ 8 5,772 1,918 4.19 70.00 14,894

Table 1: Comparison with other datasets. COCOLOFA contains the largest amount of items spanning diverse topics.
Moreover, it boasts the highest average number of sentences and tokens per item among all datasets.

tification of common fallacious arguments related055

to those topics (Jin et al., 2022); the dataset pro-056

posed by Sahai et al. (2021) leveraged existing com-057

munity labels from Reddit users. However, these058

datasets cannot effectively train models to detect059

logical fallacies in real-world scenarios: Textbook060

examples, being educational, make fallacies ob-061

vious, short, and lack subtle or ambiguous cases.062

Narrow topic focuses, like climate change, miss the063

wide range of online discussion topics. Moreover,064

Reddit’s community-labeled data often removed065

crucial context by isolating comments from their066

original discussion threads, hindering effective de-067

tection. Some datasets’ absence of negative exam-068

ples suggests they were not intended for developing069

detection models.070

This paper introduces COCOLOFA, a dataset071

containing comment sections from 647 news arti-072

cles, with each comment labeled for fallacy pres-073

ence and type (Figure 1). The intuition of our data074

collection approach is first to specify a fallacy type075

(e.g., slippery slope) and also present a news ar-076

ticle (e.g., on abortion laws) to crowd workers,077

and then ask them to write comments that embody078

the fallacy in response to the article (e.g., “Abor-079

tion legalization leads to normalization of killing”).080

Recognizing the difficulty of this writing task, we081

built an LLM-powered assistant in the interface082

to help workers draft and refine comments with083

detailed editing suggestions and examples from084

LLMs. 114 workers contributed to COCOLOFA,085

which contained 5,772 comments. Compared to086

previous datasets, COCOLOFA is the largest col-087

lection of text units labeled with logical fallacies,088

spanning the broadest array of topics, and featuring089

the longest text units on average (Table 1). Two090

professional editors rated the writing quality and091

labeling validity of COCOLOFA as high and reli-092

able. Our experiments show that models trained on093

COCOLOFA achieved the highest fallacy detection 094

performance (F1=0.65) on online news comments 095

from the New York Times, surpassing those trained 096

on other datasets and even GPT-4. 097

This paper’s contribution is threefold. First, we 098

constructed COCOLOFA, the largest dataset of log- 099

ical fallacies featuring the longest texts across the 100

broadest range of topics. Second, we highlighted 101

the power of combining crowdsourcing with LLMs, 102

allowing researchers to generate data that naturally 103

would be difficult to produce. Finally, through 104

extensive experiments, we illustrated methods to 105

benchmark a model’s capability in detecting and 106

classifying logical fallacies in real-world scenar- 107

ios, including situations where slight contextual 108

changes affect the identification of fallacies. 109

2 Related Work 110

2.1 Logical Fallacy Data Collection 111

As discussed in the Introduction (Section 1), sev- 112

eral studies have tried to collect logical fallacies 113

data. Habernal et al. (2017) created a game-based 114

system enabling players to write and label falla- 115

cious arguments. A follow-up study later collected 116

6 types of logical fallacies data and ended up label- 117

ing 430 arguments (Habernal et al., 2018). Some 118

studies collected logical fallacies within news ar- 119

ticles. For instance, Da San Martino et al. (2019) 120

annotated 7,485 instances from 451 news articles 121

with 18 propaganda techniques, out of which 12 122

techniques are logical fallacies. Jin et al. (2022) 123

collected 2,449 logical fallacies examples from stu- 124

dent quiz websites, and annotated 1,079 fallacious 125

sentences with 13 fallacy types from news articles 126

related to climate change. It is noteworthy that 127

these datasets provided only positive samples for 128

classification, not for identifying logical fallacies. 129

For identifying logical fallacies in online discus- 130
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sions, Sahai et al. (2021) proposed a strategy to col-131

lect fallacious and non-fallacious comments from132

Reddit by identifying the keywords of fallacies in133

the response of each comment (i.e., community la-134

bels). They used this approach to collect 1,708135

fallacious comments, corresponding with 1,650136

non-fallacious comments. The writing style in this137

dataset closely matches that of COCOLOFA, but138

its limitation is that the highlighted fallacious com-139

ments are sometimes obvious and also removed140

from their original context.141

2.2 Human-LLMs Collaboration in Crowd142

Work143

Veselovsky et al. (2023) found that 33-46% of144

crowd worker’s submitted summaries were created145

using LLMs. Rather than viewing this as an is-146

sue, we saw it as an opportunity. By integrating147

LLMs directly into the worker’s interface, we elimi-148

nated the need for workers to switch between pages149

and gain control over the prompts and generation150

process. Through careful design, LLMs can as-151

sist crowd workers in performing complex tasks152

efficiently, enhancing performance. For instance,153

Bartolo et al. (2022) introduced Generative Annota-154

tion Assistants (GAAs), which provide suggestions155

to annotators in a Dynamic Adversarial Data Col-156

lection task, helping them identify model-fooling157

examples more easily by accepting, modifying, or158

rejecting these suggestions. This approach not only159

accelerated the annotation process by over 30% but160

also increased model fooling rates by more than161

5x. GAAs succeed because humans alone struggle162

to create model-fooling examples. Similarly, we163

found it challenging to craft comments with logical164

fallacies and coherent arguments, highlighting the165

utility of such assistance in our work.166

3 COCOLOFA Dataset Construction167

We constructed COCOLOFA, a dataset that con-168

tains 5,772 comments in the online comment sec-169

tions of 647 news articles. Each comment is tagged170

for the presence of logical fallacies and, where ap-171

plicable, the specific type of fallacy. Online crowd172

workers, aided by GPT-4 integrated into their in-173

terface, wrote these comments. COCOLOFA also174

includes the titles and contents of the news arti-175

cles, all of which are CC-BY 3.0 licensed. We split176

the dataset into train (70%), development (20%),177

and test (10%) sets by article, ensuring a balanced178

representation of 21 topics across the splits. The179

dataset creation process is as follows. 180

3.1 Selecting News Articles 181

We crawled news articles from Global Voices,1 an 182

online news platform where all of their news arti- 183

cles are under the CC-BY 3.0 license. 184

To simulate heated online discussions, we took 185

a data-driven approach to select news articles on 186

topics that often provoke disagreements and nu- 187

merous opinions. We first selected a set of article 188

tags, provided by Global Voices, that are tradition- 189

ally more “controversial”, such as politics, women- 190

gender, migration-immigration, and, freedom-of- 191

speech. The full list was in Appendix A Second, 192

we crawled all the 25,370 articles published from 193

Jan. 1st, 2005, to Jun. 28th, 2023, that have these 194

tags. Third, we trained an LDA model (Blei et al., 195

2003) to discover 70 topics within these news arti- 196

cles. Finally, according to the top 40 words of each 197

topic, we manually selected 21 interested topics 198

and filtered out the news articles that are irrele- 199

vant to the interested topics. Appendix A shows 200

all the topics and the top 10 words. Using top 201

frequent words to select representative events was 202

also used in constructing other datasets that sam- 203

pled real-world events (Huang et al., 2016). As a 204

result, a total of 15,334 news articles were selected, 205

of which 650 published after 2018 were randomly 206

selected to construct the COCOLOFA dataset. 207

3.2 Fallacy Types Included in COCOLOFA 208

Over 100 informal logical fallacies exist (Arp et al., 209

2018), making it impractical to cover all in a 210

dataset. We reviewed how past studies, such as 211

Sahai et al. (2021), Jin et al. (2022), Habernal et al. 212

(2017), and Da San Martino et al. (2019), selected 213

fallacy types. Following Sahai et al. (2021), we 214

chose eight common logical fallacies in online dis- 215

cussions: (1) Appeal to Authority, (2) Appeal 216

to Majority, (3) Appeal to Nature, (4) Appeal 217

to Tradition, (5) Appeal to Worse Problems, (6) 218

False Dilemma, (7) Hasty Generalization, and 219

(8) Slippery Slope. These eight logical fallacies 220

have been proved to be frequently used and identi- 221

fied in online discussion threads (Sahai et al., 2021). 222

The definitions and examples of these logical falla- 223

cies can be found in Appendix D. 224

1Global Voices: https://globalvoices.org/. Besides com-
mon news topics like economics and international rela-
tions, Global Voices also focuses on topics related to human
rights, such as censorship, LGBTQ+, freedom of speech, and
refugees.
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Figure 2: Different components in the task interface: A) The news article and comments, B) Questions for sanity
check, C) Instruction of writing fallacious comments, D) Text box and the drop down list for choosing the responded
comment, E) GPT-4 generated guideline and example.

3.3 Collecting Comments with Specified225

Logical Fallacies from Crowd Workers226

Assisted by LLMs227

We designed a crowdsourcing task instructing228

crowd workers to write comments containing spe-229

cific logical fallacies. The intuition is that showing230

an often controversial topic (e.g., abortion) along-231

side a logical fallacy definition (e.g., slippery slope)232

allows workers to easily come up with relevant233

commentary ideas with the fallacy (e.g., “Abortion234

legalization leads to normalization of killing.”). Af-235

ter drafting their idea quickly, LLMs like GPT-4236

can be employed to elaborate and refine the com-237

ment with the worker. Figure 2 shows the worker238

interface, which contains two panels: the left is239

a simulated news comment section; the right con-240

tains the instructions and questions. The workflow241

of crowd workers is as follows.242

Step 1: Read the News Article. Upon reaching243

the task, the worker will be first asked to read the244

shown news article (Figure 2A). The article was245

selected by the procedure described in Section 3.1.246

Step 2: Answer Attention-Check Questions 247

about the News. For quality control, the worker 248

will then be asked to answer three multiple-choice 249

questions related to the news as an attention check 250

(Figure 2B). These questions are: (1) “What topic 251

does this news focus on?”, (2) “Which is the sum- 252

mary of this news?”, and (3) “What opinions are 253

presented in this news? (Choose three answers)”. 254

We prompted GPT-4 to generate correct and in- 255

correct options for these questions. The prompt 256

used, as shown in Appendix B, was empirically 257

tested and was shown to be effective in filtering 258

out underperforming workers. The workers whose 259

answering accuracy was lower than 0.6 were disal- 260

lowed to enter our system for 24 hours. 261

Step 3: Draft a Comment Containing the Spec- 262

ified Logical Fallacy and Revise with LLMs. 263

We divided the writing task into two smaller steps: 264

drafting and revising. 265

First, workers were presented with a logical fal- 266

lacy definition, such as “Appeal to Tradition” (Fig- 267
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ure 2C),2 and then tasked with writing a response268

to a news article, requiring at least two sentences or269

a minimum of 10 words (Figure 2D). They had ac-270

cess to comments from other workers on the same271

article and could either comment on the article di-272

rectly or reply to existing comments. Each worker273

was exposed to an article only once. The requester274

assigned the fallacy for each task; the process is275

described in Section 3.4).276

Second, after drafting, workers were instructed277

to click the “Get (Another) Suggestion” button for a278

detailed revision suggestion and example embody-279

ing the fallacy (Figure 2E). We prompted GPT-4280

(see Appendix B) to generate the suggestion and281

example automatically based on (i) the news article,282

(ii) the comment draft, and (iii) the target fallacy.283

Workers can revise their comments and click the284

button again for new suggestions based on the re-285

vised comment. Within each task, they can click286

the button up to five times. Copy-and-paste was287

disabled in the interface, so workers had to type288

their comments.289

This workflow employed LLMs to assist work-290

ers, making a hard writing task easier. Meanwhile,291

it forced workers to provide their insights as input292

for LLMs, ensuring data diversity and a human293

touch. The built-in LLM assistance decreased the294

likelihood of workers turning to external LLMs,295

allowing researchers to provide a prompt that fully296

considered the context, including news content, the297

specific fallacy, and workers’ opinions.298

3.4 Crowdsourced Data Collection Process299

Our data collection process allowed workers to300

not only comment on news but also to reply to301

others’ comments. To achieve this, we used a data-302

collecting process with three iterations. For each303

iteration, we added the comments collected from304

previous iterations underneath the article section on305

the interface. Workers in the 2nd and 3rd iterations306

can respond to previous comments. Above the307

comment’s text box (Figure 2D), we provided a308

drop-down list for workers to choose the comment309

they wanted to reply to.310

We collected our data on Amazon Mechanical311

Turk (MTurk) using Mephisto, an open-source312

platform designed to launch, monitor, and review313

crowdsourcing tasks. For each news article, we314

recruited 9 workers (3 per iteration) across 9 Hu-315

2We used the definitions from Logically Fallacious:
https://www.logicallyfallacious.com/

# news # comments w/ fallacy w/o fallacy

All 647 5,772 3,854 1,918

Train 452 4,029 2,689 1,340
Dev 129 1,155 758 397
Test 66 588 407 181

Table 2: Statistics of the COCOLOFA dataset. We dev-
ided COCOLOFA into Train, Dev, and Test sets at ratios
of 0.8, 0.2, and 0.1 respectively.

Fallacy Expert 1 Expert 2 Avg.

Appeal to authority 0.73 0.82 0.78
Appeal to majority 0.72 0.88 0.80
Appeal to nature 0.61 0.75 0.68
Appeal to tradition 0.53 0.61 0.57
Appeal to worse problems 0.78 0.66 0.72
False dilemma 0.46 0.55 0.51
Hasty generalization 0.46 0.38 0.42
Slippery slope 0.76 0.68 0.72

Table 3: Cohen’s κ agreement between experts and our
labels. Experts agreed with our labels at a substantial
level (κ ∈ [0.6, 0.8]) across most fallacy types.

man Intelligence Tasks (HITs) to write comments.3 316

Each HIT was randomly assigned a logical fallacy 317

from the eight types, each with a 10% chance, or a 318

20% chance to comment without fallacious logic. 319

Workers were restricted to commenting on each 320

article only once, with each task priced at $2 USD. 321

One HIT generally takes about 10 minutes, leading 322

to an estimated hourly wage of $12. The study 323

received approval from the leading researcher’s in- 324

stitute’s IRB office. 325

We posted HITs in small batches, closely mon- 326

itoring data quality daily and manually removing 327

low-quality responses as necessary. Completing 328

50 news articles typically took about one week, 329

likely due to our exclusive use of workers with 330

Masters Qualifications. 114 workers contributed 331

to the dataset. As each worker can only see each 332

article once, we decided to exclude worker ID from 333

data release. After removing articles with fewer 334

than 6 comments, the final dataset contained 647 335

news articles and 5,772 comments. Table 2 shows 336

the basic statistics of COCOLOFA. 337

4 Data Quality Assessment 338

To assess the text quality of COCOLOFA, we hired 339

two professional editors from UpWork.4 Both ed- 340

3Four MTurk’s built-in worker qualifications were used:
Masters Qualification, Adult Content Qualification, and Lo-
cale (US, CA, AU, GB, and NZ Only) Qualification.

4UpWork: https://www.upwork.com
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itors had over 20 years of editing experience and341

PhDs in Linguistics. They were paid $50-$60 per342

hour, and they typically spent 30 to 45 minutes re-343

viewing each article, which included 9 comments.344

We randomly selected 20 new articles and asked345

the editors to annotate fallacies in all comments.346

For each fallacy type, we converted labels into bi-347

nary Yes/No (indicating the presence of the fallacy)348

and calculated the Cohen’s kappa (κ) agreement349

between experts’ and COCOLOFA’s labels (see Ta-350

ble 3). Most fallacy types show substantial agree-351

ment levels (0.6-0.8), indicating that the workers352

accurately included the requested fallacies in their353

comments. By comparison, the average κ for each354

fallacy type in the Reddit dataset was just 0.51 (Sa-355

hai et al., 2021).356

We also asked the experts to respond to the357

following questions for each comment using a 5-358

point Likert scale, from 1 (Strongly Disagree) to 5359

(Strongly Agree):360

Q1: I feel confident about my annotation. (Confi-361

dence)362

Q2: I need some additional context to annotate the363

comment. (Context Dependent)364

Q3: This comment appears to have been written365

by a person rather than by a language model366

such as ChatGPT. (Written by Human)367

Q4: Disregarding any logical fallacies, this com-368

ment is grammatically correct and fluently369

written. (Text Quality)370

The average scores of Q1 and Q2 were 4.64371

(SD=0.62) and 1.42 (SD=0.68), respectively, sug-372

gesting that the comments are self-content and have373

enough information for identifying fallacies. The374

average scores of Q3 and Q4 were 4.40 (SD=0.82)375

and 4.13 (SD=1.17), respectively, suggesting that376

the comments we collected have great quality and377

are mostly written by workers themselves.5378

5 Experimental Results379

We evaluated three baseline models with both de-380

tection and classification tasks on COCOLOFA and381

other logical fallacies datasets shown in Table 1.382

5.1 Three NLP Tasks383

Fallacy Detection. Given a comment, the model384

predicts whether the comment is fallacious or not.385

LOGIC and LOGICCLIMATE only have positive386

examples, so we only reported Recalls.387

5Other analyses, such as topic distribution and the diversity
of thread structure, are shown in Appendix C.

Trained
On Model

LO-
GIC

LOGIC-
CLIMATE Reddit

COCO-
LOFA

R R P R F P R F

Reddit BERT 51 83 66 69 68 71 91 80
NLI 59 72 66 68 67 71 93 80

COCO-
LOFA

BERT 54 77 65 44 53 86 76 81
NLI 53 66 58 43 50 81 83 82

GPT-4 80 31 62 57 60 88 37 52

Table 4: The result of fallacy detection task. We
trained models on Reddit and COCOLOFA datasets,
and tested them on LOGIC, LOGICCLIMATE, Reddit,
and COCOLOFA. For LOGIC and LOGICCLIMATE, we
reported the Recall rate as they only have positive sam-
ples. While for others, we reported Precision, Recall,
and F1 score.

Reddit COCOLOFA

Trained On Model P R F P R F

Reddit BERT 71 70 70 73 71 68
NLI 70 72 70 71 76 72

COCOLOFA
BERT 60 53 52 87 87 87
NLI 54 64 54 89 89 89

GPT-4 84 80 80 88 86 86

Table 5: The result of fallacy classification task. The
high performance for most models suggests that once
the fallacies are detected, it is easy for model to discern
their types.

Fallacy Classification. Given a fallacious com- 388

ment, a model predicts the fallacy type that the 389

comment has. In this task, we removed all negative 390

samples. We only evaluated baselines on Reddit 391

and COCOLOFA because LOGIC and LOGICCLI- 392

MATE considered different fallacy types. 393

Detection and Classification Under Context At- 394

tack. Concerns exist about fallacy detection mod- 395

els relying on word patterns instead of grasping 396

argument logic. To test this, we used GPT-4 to 397

add a sentence (i.e., the attack) to comments to 398

correct logical fallacies without altering the stance. 399

For instance, the comment “Your friend should not 400

be refusing her doctor’s treatment plan” shows an 401

“Appeal to Authority” fallacy. The added sentence, 402

“considering she has repeatedly expressed her trust 403

in her doctor’s expertise and acknowledged the po- 404

tential positive outcome of the treatment,” neutral- 405

izes the fallacy. Models understanding argument 406

logic would struggle, while those focusing on word 407

patterns would be less affected, as the added con- 408

text matches the original stance. In this task, we 409
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LOGIC LOGICCLIMATE Reddit COCOLOFA

Trained On Model R R P R F P R F

Reddit BERT 53+2 86+3 64−2 75+6 69+1 70−1 92+1 79−1

NLI 63+4 84+12 60−6 74+6 66−1 70−1 96+3 81+1

COCOLOFA
BERT 55+1 83+6 63−2 56+12 59+6 83−3 80+4 82+1

NLI 67+14 87+11 54−4 58+15 56+5 77−4 90+7 83+1

GPT-4 53−27 9−21 66+4 35−22 46−14 88+0 25−12 39−13

Table 6: The result of context attack on the fallacy detection task. We reported the models’ performance after the
input was attacked, and calculated the discrepancy between the attacked and original performances, denoted by
a subscript. GPT-4 exhibited contrasting behavior compared to finetuned models, indicating differences in their
inference strategies.

run the detection and classification models as the410

expanded (attacked) comments.411

5.2 Baseline Models412

BERT. We finetuned BERT (Devlin et al., 2019)413

and used the encoded embedding of the [CLS] to-414

ken to predict the label.415

NLI. Inspired by Jin et al. (2022), we finetuned416

an NLI model with a RoBERTa (Liu et al., 2019)417

as the backbone. We treated the input comment as418

the premise and the label as the hypothesis. For the419

detection task, the hypothesis template was “The420

text [has/does not have] logical fallacy.” For421

the classification task, the template was “The text422

has the logical fallacy of [label name].”423

GPT-4 (Zero-shot). We prompt GPT-4 for zero-424

shot prediction. (See prompts in Appendix B.) For425

Reddit and COCOLOFA that provides context in-426

formation (thread/news title and parent comment)427

to each instance, the baseline models took the con-428

text information as input as well. For BERT and429

NLI models, the context information is appended430

to the target comment. For GPT-4, we designed431

placeholders for the information in the prompt.432

5.3 Fallacy Detection Results433

We trained the BERT and the NLI models on both434

Reddit and COCOLOFA datasets, and tested all435

models on all four datasets. Table 4 shows the re-436

sults of the detection task. Two key observations437

emerge. Firstly, based on the numbers, fallacy de-438

tection seems tougher in the Reddit dataset than439

in COCOLOFA. This is likely due to lower inner-440

annotator agreement in Reddit’s labels (κ = 0.51)441

compared to COCOLOFA (κ = 0.65), making Red-442

dit’s labels less reliable. Additionally, Reddit’s la-443

bel balance contrasts with CoCoLoFa’s positive444

label skew. Secondly, despite GPT-4’s prowess445

Trained
On Model Reddit COCOLOFA

P R F P R F

Reddit BERT 69−2 68−2 68−2 71−2 70−2 67−1

NLI 46−24 57−15 65−5 44−27 59−17 69−3

COCO-
LOFA

BERT 55−5 44−9 53+1 86−1 76−9 81−6

NLI 58+4 52−12 52−2 84−5 85−4 85−4

GPT-4 73−11 69−11 69−11 85−3 84−2 84−2

Table 7: The result of context attack on the classification
attack. All models have smaller performance decrease
on COCOLOFA, indicating its greater resilience to con-
text attacks compared to the Reddit dataset.

in many NLP tasks, it underperformed in this 446

task, particularly against simpler finetuned models. 447

However, GPT-4 excelled in the LOGIC dataset, 448

the only one that contains the arguments’ logic 449

forms. A possible explanation is that GPT-4 excels 450

at grasping the logic behind the words, unlike other 451

models that primarily depend on the text itself for 452

predictions. We explore this idea more thoroughly 453

in Section 5.5. 454

5.4 Fallacy Classification Results 455

Table 5 shows the results of the classification task. 456

We only tested models on Reddit and COCOLOFA 457

datasets as they considered the same fallacy types. 458

It is noteworthy that the classification task assumes 459

that a logical fallacy is present, focusing exclu- 460

sively on instances where gold-standard labels in- 461

dicate the presence of logical fallacies. 462

The result shows that most models achieve a high 463

F1 score on both Reddit and COCOLOFA datasets, 464

suggesting that it is easy to distinguish their types 465

once the fallacies are detected. The practical impli- 466

cation is that in efforts to both detect and classify 467

fallacies, the performance of the detection task is 468

more important. 469
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Trained On Model P R F

Reddit BERT 44 66 52
NLI 47 82 60

COCOLOFA
BERT 55 63 59
NLI 52 86 65

GPT-4 67 54 60

Table 8: The result of fallacy detection on the New
York Times Comments Dataset. Models trained on
COCOLOFA outperform those trained on Reddit.

5.5 Fallacy Detection and Classification470

Results Under Context Attack471

We show the result of context attack on detection472

and classification tasks in Table 6 and 7. For each473

setting, we report the attacked Precision, Recall,474

and F1 score and their differences compared with475

the original score, denoted using subscript text.476

Results in Table 6 show that adding a neutraliz-477

ing sentence (i.e., the context attack) significantly478

reduced GPT-4’s performance, while the perfor-479

mances of BERT and NLI models showed only480

minimal changes. This result echos our hypothesis481

in Section 5.3 that GPT-4 excels in understanding482

the logic behind words, in contrast to other models483

(BERT and NLI) that rely more on textual content484

to make predictions.485

Another observation from Tables 6 and 7486

is that GPT-4’s performance decreased less in487

COCOLOFA compared to other datasets. This488

could be due to COCOLOFA having the longest489

average text length per item and being highly self-490

contained, as experts noted the context was not491

necessary for predicting labels (Section 4), mini-492

mizing the attack’s impact.493

5.6 Fallacy Detection Results on NYT Dataset494

A primary motivation for this work is to facili-495

tate automatic logical fallacy detection in the wild.496

Therefore, the ultimate test for COCOLOFA should497

be developing a model using the dataset and apply-498

ing it to comments from actual news websites. To499

this end, we tested models using the New York500

Times Comments Dataset (Kesarwani, 2018). New501

York Times Comments Dataset contains over 2 mil-502

lion comments on the news articles published in503

the New York Times in January-May 2017 and504

January-April 2018. We sampled 2,000 comments505

and used our finetuned models as well as GPT-4506

to identify the logical fallacies in them. From this507

collection, we then sampled 250 comments and508

hired a professional editor (one in Section 4) to 509

label the fallacies. The result in Table 8 shows that 510

the models finetuned on COCOLOFA significantly 511

outperformed models finetuned on Reddit (with De- 512

pendent Samples t-test p < 0.005), demonstrating 513

that COCOLOFA is good for developing models 514

that identify logical fallacies in online discussion. 515

6 Discussion 516

On Identifying Ad Hominem Fallacies. The ed- 517

itor who labeled COCOLOFA and NYT comments 518

observed a high frequency of ad hominem falla- 519

cies. These fallacies are hard to classify because 520

they must suggest that the reader disregard some- 521

one’s argument due to personal attacks, rather than 522

merely insult. The distinction between a targeted 523

insult meant to undermine an argument and a sim- 524

ple derogatory remark is often subtle. When in 525

doubt, the editor labeled such instances as “possi- 526

ble” ad hominem or chose “not sure” for greater 527

ambiguities. This case highlights the difficulty of 528

identifying and classifying fallacies in the wild. By 529

improving how we gather and examine fallacy data, 530

we can better understand and tackle these issues, 531

highlighting the value of our work. 532

7 Conclusion and Future Work 533

This paper introduces a new logical fallacy detec- 534

tion dataset, COCOLOFA, curated through a col- 535

laboration between LLM and crowd workers. Com- 536

prising 647 news articles paired with 5,772 corre- 537

sponding fallacious and non-fallacious comments, 538

COCOLOFA offers a valuable resource for research 539

in this domain. Through empirical evaluation, 540

we have shown the efficacy of models trained on 541

COCOLOFA in identifying logical fallacies in real- 542

world discourse, outperforming existing datasets. 543

Furthermore, our investigation unveiled limitations 544

in current fine-tuned models for logical fallacy de- 545

tection: their potential ignorance of context and 546

reasoning process. We showed this issue through 547

a novel context attack, emphasizing the need for 548

future research to address this deficiency. 549

In the future, we aim to design a model that takes 550

both context and reasoning processing into account 551

for identifying logical fallacies. Moreover, while 552

COCOLOFA currently has eight types of fallacies, 553

the landscape of logical fallacies is vast, compris- 554

ing over a hundred recognized types. Recognizing 555

this, we will expand COCOLOFA to include more 556

fallacy types. 557
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8 Limitations558

Like most crowdsourced datasets, COCOLOFA in-559

herits the common biases of using online crowd-560

sourcing platforms to collect data. For example, the561

crowd workers on Amazon Mechanical Turk do not562

represent the user population of social media and563

news platforms. They may care about different top-564

ics and have different opinions toward real online565

users. In addition, the writing style of commenting566

in the crowdsourcing task may also be different567

from debating online. Although we developed a568

platform that simulated the interface of the online569

news comment section, the real-time feedback and570

the vibe of online discussion are still difficult to571

simulate.572

Another limitation is that COCOLOFA currently573

considers only eight types of fallacy, as we men-574

tioned in the future work. Given that there are many575

common fallacy types apart from the fallacies we576

collected, models trained on our dataset may only577

have a limited ability to detect fallacies in the wild.578

9 Ethics Statement579

Although COCOLOFA is collected for logical fal-580

lacy detection, we acknowledge the potential mis-581

use of the dataset for training models to generate582

fallacious comments. Furthermore, our data col-583

lection process has revealed that GPT-4 has the584

capability to generate such comments, posing risks585

of propagating misinformation online. Therefore,586

we advocate for research aimed at LLMs to prevent587

the generation of harmful and misleading content.588
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A Selected Global Voices and LDA Topics682

The selected Global Voices’ tags are poli-683

tics, health, environment, protest, refugees,684

religion, war-conflict, women-gender, migration-685

immigration, gay-rights-lgbt, law, labor,686

international-relations, indigenous, humanitarian-687

response, human-rights, governance, freedom-of-688

speech, ethnicity-race, elections, disaster, and689

censorship.690

The selected LDA topics and the top 10 words691

for each topic are shown in Table 9.692

B GPT-4 Prompts693

Prompt for Generating Attention Check Ques-694

tions.695

Create [n_correct] correct and696

[n_incorrect] incorrect answers697

based on the question: [question]698

Here is the news content: [news]699

Here is an example output format:700

- Correct Answer 1: This is the 1st correct701

answer702

- ...703

- Correct Answer n: This is the n-th cor-704

rect answer705

- Wrong Answer 1: This is the 1st wrong706

answer707

- ...708

- Wrong Answer n: This is the n-th wrong709

answer710

Prompt for Generating Guideline and Example. 711

Users will provide a news and a part of 712

their comment toward the news. Please 713

give a suggestion of writing the remain- 714

ing comment. Below are some criteria 715

for the comment: 716

1. The comment should be in the style of 717

commenting on Facebook posts 718

2. The comment should be concise 719

3. If there is no [fallacy_type] fallacy 720

in the comment, include it in. Otherwise, 721

develop the logic further 722

4. The [fallacy_type] fallacy should 723

be as subtle as possible. 724

The definition of [fallacy_type] is: 725

[definition] 726

The output should be 727

<guideline>A guideline of writing the 728

comment. The guideline should be con- 729

crete</guideline> 730

<example>An example of the comment 731

that matches the guidelines. The exam- 732

ple should be an extension of the user’s 733

draft</example> 734

Prompt for Context Attack. 735

Some people may think the follow- 736

ing piece of text, [ORIGINAL STATE- 737

MENT], embodies some forms of logi- 738

cal fallacies. This could be caused by 739

the fact that this piece of text is rela- 740

tively short and presented in isolation 741

without relevant context. Please gener- 742

ate one sentence, [ADDED CONTEXT], 743

that can be attached at the end of this 744

piece of text in order to eliminate the 745

concerns of embodying logical fallacies. 746

Namely, “[ORIGINAL STATEMENT] 747

[ADDED CONTEXT]” will not be con- 748

sidered as having logical fallacies. The 749

added sentence, [ADDED CONTEXT], 750

needs to align with the stance or senti- 751

ment of [ORIGINAL STATEMENT]. Do 752

not use any transition words like “but” or 753

“however” in [ADDED CONTEXT] that 754

might reverse the stance or sentiment of 755

it. 756

[ORIGINAL STATEMENT]: 757

[comment] 758
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ID Topic Top 10 words

3 Protest march, protest, movement, social, public, wing, people, protests, right, support

4 International Relations minister, government, prime, prime_minister, corruption, public, office, state, party,
general

10 Race Issue black, art, white, racism, work, culture, artists, people, cultural, artist

15 Women Rights women, violence, men, woman, sexual, gender, female, girls, rape, harassment

21 Russo-Ukrainian War russian, russia, ukraine, soviet, kazakhstan, country, ukrainian, central, kyrgyzstan, state

28 Environmental Issue indigenous, climate, change, mining, environmental, climate_change, communities,
global, region, land

29 Gender Issue sex, gay, marriage, lgbt, abortion, sexual, same, homosexuality, lgbtq, community

30 Human Rights rights, human, human_rights, international, activists, people, groups, activist,
community, organizations

31 Drug Issue venezuela, drug, latin, venezuelan, america, latin_america, trafficking, panama, vez,
drugs

32 Police Brutality police, protests, protesters, protest, people, violence, government, security, video, forces

35 Immigration / Refugees bangladesh, refugees, country, indonesia, sri, immigration, people, refugee, migrants,
border

36 COVID / Health Issue health, medical, people, pandemic, cases, hospital, doctors, hiv, government, virus

45 Legislation law, court, legal, laws, data, public, protection, constitution, article, legislation

46 Freedom of Speech government, freedom, expression, speech, state, freedom_expression, public, media,
law, free

47 Election election, elections, vote, presidential, electoral, candidates, candidate, voters, votes,
voting

50 Sustainability water, food, energy, farmers, power, electricity, waste, plant, rice, river

51 Religious Conflict religious, muslim, muslims, islam, religion, islamic, hate, ethnic, group, anti

55 Political Debates political, party, government, opposition, people, country, politics, parties, democracy,
power

62 U.S. Politics united, states, united_states, american, obama, america, president, york, visit, trump

66 Digital Rights internet, access, users, online, mobile, content, data, websites, google, service

68 East Asian Politics hong, kong, hong_kong, taiwan, pro, china, democracy, mainland, taiwanese, chinese

Table 9: Top 10 words of the selected topics

Prompt for Detection.759

Determine the presence of a logical fal-760

lacy in the given [COMMENT] through761

the logic and reasoning of the con-762

tent. If the available information is763

insufficient for detection, output “un-764

known.” Utilize the [TITLE] and [PAR-765

ENT_COMMENT] as context to support766

your decision, and provide an explana-767

tion of the reasoning behind your de-768

termination. The output format should769

be [YES/NO/UNKNOWN] [EXPLANA-770

TIONS]771

[TITLE]: [title]772

[PARENT_COMMENT]: [parent]773

[COMMENT]: [comment]774

Prompt for Classification. 775

Determine the type of fallacy in the given 776

[COMMENT]. The fallacy would be 777

one of in the [LOGICAL_FALLACY] 778

list. Utilize the [TITLE] and [PAR- 779

ENT_COMMENT] as context to support 780

your decision, and provide an explana- 781

tion of the reasoning behind your deter- 782

mination. 783

[COMMENT]: [comment] 784

[LOGICAL_FALLACY]" [fallacy] 785

[TITLE]: [title] 786

[PARENT_COMMENT]: [parent] 787
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Topic Train Dev Test

Protest 2.9% 3.1% 1.5%
International Relations 11.9% 10.9% 12.1%
Race Issue 4.9% 4.7% 4.5%
Women Rights 10.0% 7.8% 10.6%
Russo-Ukrainian War 8.2% 7.8% 6.1%
Environmental Issue 9.3% 8.5% 7.6%
Gender Issue 3.5% 3.1% 4.5%
Human Rights 1.8% 1.6% 3.0%
Drug Issue 0.2% 0.0% 0.0%
Police Brutality 15.9% 14.7% 19.7%
Immigration / Refugees 7.3% 4.7% 6.1%
COVID / Health Issue 11.3% 14.7% 15.2%
Legislation 6.4% 6.2% 6.1%
Freedom of Speech 15.3% 11.6% 12.1%
Election 6.0% 4.7% 4.5%
Sustainability 5.3% 4.7% 4.5%
Religious Conflict 2.0% 2.3% 1.5%
Political Debates 4.2% 3.9% 3.0%
U.S. Politics 0.2% 0.8% 1.5%
Digital Rights 11.9% 13.2% 10.6%
East Asian Politics 9.5% 8.5% 9.1%

Table 10: Proportions of different topics in each split.
The distribution of topics remains consistent across all
splits, with each topic maintaining a similar proportion
regardless of the split.

Type
# Unique
Structures # Articles

Evenness
(J)

Flat 4 100 0.29
Single Conversation 79 471 0.81
Multi Conversation 30 51 0.96
Complex 21 25 0.98

Total 134 647 0.79

Table 11: Statistics of the thread structure. The 647
comment threads we collected formed 134 unique struc-
tures, with the majority falling under the category of
‘Single Conversation’.

C Data Diversity788

COCOLOFA covers diverse topics. Ta-789

ble 10 shows the proportions of each topic in790

COCOLOFA. As each news article may have791

multiple topics, the summation of each column792

may exceed 100%. The result indicates that793

most of the news we collected is related to794

international relations, women rights, police795

brutality, COVID/health issue, freedom of speech,796

digital rights, and East Asian politics.797

COCOLOFA contains comment sections with di-798

verse thread structures. To analyze the structure799

of discussion threads in COCOLOFA, we catego-800

rized the structures into four types:801

• Flat: Every comment directly responds to the802

news article.803

• Single Conversation: Only one comment re- 804

ceived one or more replies. 805

• Multiple Conversations: Several comments 806

received replies, but none of these replies re- 807

ceived their own responses (no second-layer 808

responses). 809

• Complex: Any structure that does not fit into 810

the above categories. 811

We calculated the diversity of structures using the 812

evenness index J , proposed by Pielou (1966): 813

J = H/ logS (1) 814

where 815

H = −
∑
i

pi log pi (2) 816

H is the Shannon Diversity Index (Shannon, 1948), 817

S is the total number of unique structures, and pi 818

is the proportion of a unique structure within its 819

category. The value of J ranges from 0 to 1, with 820

higher values indicating greater evenness in struc- 821

ture diversity. Table 11 shows the statistics for 822

each thread structure type in COCOLOFA. In to- 823

tal, COCOLOFA had 134 unique thread structures, 824

most of which were of Single Conversation. The 825

diversity of thread structures was high. 826

D Details of Fallacy Types 827

We draw the definition and example of the chosen 828

fallacies from Logically Fallacious6. 829

Appeal to authority. Definition: Insisting that 830

a claim is true simply because a valid authority 831

or expert on the issue said it was true, without 832

any other supporting evidence offered. Example: 833

Richard Dawkins, an evolutionary biologist and 834

perhaps the foremost expert in the field, says that 835

evolution is true. Therefore, it’s true. 836

Appeal to majority. Definition: When the claim 837

that most or many people in general or of a par- 838

ticular group accept a belief as true is presented 839

as evidence for the claim. Accepting another per- 840

son’s belief, or many people’s beliefs, without de- 841

manding evidence as to why that person accepts 842

the belief, is lazy thinking and a dangerous way 843

to accept information. Example: Up until the late 844

16th century, most people believed that the earth 845

was the center of the universe. This was seen as 846

enough of a reason back then to accept this as true. 847

6https://www.logicallyfallacious.com/
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Appeal to nature. Definition: When used as a848

fallacy, the belief or suggestion that “natural” is849

better than “unnatural” based on its naturalness.850

Many people adopt this as a default belief. It is the851

belief that is what is natural must be good (or any852

other positive, evaluative judgment) and that which853

is unnatural must be bad (or any other negative,854

evaluative judgment). Example: I shop at Natu-855

ral Happy Sunshine Store (NHSS), which is much856

better than your grocery store because at NHSS ev-857

erything is natural including the 38-year-old store858

manager’s long gray hair and saggy breasts.859

Appeal to tradition. Definition: Using historical860

preferences of the people (tradition), either in gen-861

eral or as specific as the historical preferences of862

a single individual, as evidence that the historical863

preference is correct. Traditions are often passed864

from generation to generation with no other ex-865

planation besides, “this is the way it has always866

been done”—which is not a reason, it is an absence867

of a reason. Example: Marriage has traditionally868

been between a man and a woman; therefore, gay869

marriage should not be allowed.870

Appeal to worse problems. Definition: Trying871

to make a scenario appear better or worse by com-872

paring it to the best or worst case scenario. Exam-873

ple: Be happy with the 1972 Chevy Nova you drive.874

There are many people in this country who don’t875

even have a car.876

False dilemma. Definition: When only two877

choices are presented yet more exist, or a spectrum878

of possible choices exists between two extremes.879

False dilemmas are usually characterized by “either880

this or that” language, but can also be characterized881

by omissions of choices. Example: You are either882

with God or against him.883

Hasty generalization. Definition: Drawing a884

conclusion based on a small sample size, rather885

than looking at statistics that are much more in886

line with the typical or average situation. Example:887

My father smoked four packs of cigarettes a day888

since age fourteen and lived until age sixty-nine.889

Therefore, smoking really can’t be that bad for you.890

Slippery slope. Definition: When a relatively in-891

significant first event is suggested to lead to a more892

significant event, which in turn leads to a more893

significant event, and so on, until some ultimate,894

significant event is reached, where the connection895

of each event is not only unwarranted but with each896

step it becomes more and more improbable. Exam- 897

ple: We cannot unlock our child from the closet 898

because if we do, she will want to roam the house. 899

If we let her roam the house, she will want to roam 900

the neighborhood. If she roams the neighborhood, 901

she will get picked up by a stranger in a van, who 902

will sell her in a sex slavery ring in some other 903

country. Therefore, we should keep her locked up 904

in the closet. 905
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