
Published as a workshop paper at SCOPE - ICLR 2025

ASYMLORA: UNLOCKING THE POWER OF MULTI-
MODAL LLMS VIA ASYMMETRIC LORA

Xuyang Wei1, Chunlin Tian2, Li Li2
1University of Electronic Science and Technology of China
2University of Macau
7yun1uxdjj@gmail.com, tianclin0212@gmail.com, LLiLi@um.edu.mo

ABSTRACT

Effective instruction fine-tuning on diverse image-text datasets is crucial for de-
veloping a versatile Multimodal Large Language Model (MLLM), where dataset
composition dictates the model’s adaptability across multimodal tasks. How-
ever, complex datasets often contain inherent conflicts—stemming from modality-
specific optimization objectives—and latent commonalities that enable cross-task
transfer, which most existing approaches handle separately. To bridge this gap, we
introduce AsymLoRA, a parameter-efficient tuning framework that unifies knowl-
edge modularization and cross-modal coordination via asymmetric LoRA: task-
specific low-rank projections (matrix B) that preserve distinct adaptation pathways
for conflicting objectives, and a shared projection (matrix A) that consolidates
cross-modal commonalities. Extensive evaluations demonstrate that AsymLoRA
consistently surpasses both vanilla LoRA, which captures only commonalities,
and LoRA-MoE, which focuses solely on conflicts, achieving superior model per-
formance and system efficiency across diverse benchmarks. GitHub.

1 INTRODUCTION

Multimodal Large Language Models (MLLMs) (Alayrac et al., 2022; Huang et al., 2023; Liu et al.,
2023; Zhu et al., 2023) integrate pre-trained vision encoders with LLMs, enabling models to com-
prehend and generate responses based on both visual and textual inputs. To enhance their ability to
handle diverse modalities and downstream tasks, MLLMs leverage instruction tuning, where models
are fine-tuned on multimodal instruction-following dialogues synthesized from diverse multimodal
tasks. Parameter-Efficient Fine-Tuning (PEFT) techniques (Houlsby et al., 2019; Liu et al., 2021),
such as Low-Rank Adaptation (LoRA) (Hu et al., 2021), enhance adaptability by injecting small
trainable components into the model, significantly reducing trainable parameters while preserving
or even improving task performance. However, directly applying LoRA in multi-task learning (see
Figure 1 (a)) can lead to conflicting optimization objectives, where task-specific adaptations interfere
with each other, potentially canceling out useful task-specific updates. To address this, Mixture-of-
Experts (MoE) (Jacobs et al., 1991; Jordan & Jacobs, 1994) extends LoRA by introducing special-
ized modules (see Figure 1 (b)) that learn task-specific knowledge (Lin et al., 2024; Chen et al.,
2024), improving alignment across diverse modalities. However, multi-task datasets inherently con-
tain both conflicts—arising from modality-specific optimization goals—and latent commonalities
that facilitate cross-task transfer (Tian et al., 2024; Feng et al., 2023), which cannot be effectively
tackled in isolation.

In this work, We propose AsymLoRA, an asymmetric LoRA architecture designed for MLLM in-
struction fine-tuning. Unlike vanilla LoRA, which applies a single pair of low-rank decomposed
matrices to the Transformer MLP layers, AsymLoRA introduces a shared A matrix for capturing
common knowledge and task-specific B matrices for independent task adaptation (see Figure 1 (c)).
During inference, AsymLoRA dynamically selects task-specific B matrices in a MoE manner, effec-
tively balancing commonalities and conflicts across multi-task datasets to enhance both efficiency
and performance. Through extensive experiments on diverse data configurations, we demonstrate
that AsymLoRA effectively mitigates conflicts between instruction datasets while leveraging their
shared knowledge, achieving superior performance and efficiency with fewer parameters. We sum-
marize our primary contributions as follows:
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Figure 1: Illustration of LoRA architecture changes in AsymLoRA. (a) Vanilla LoRA applies a sin-
gle shared adaptation across all tasks, relying solely on common synergies but introducing conflicts
during fine-tuning. (b) Multiple task-specific LoRA modules mitigate interference by isolating tasks
but focus only on differences, limiting generalization and increasing overhead. (c) AsymLoRA in-
troduces an asymmetric structure with a shared A matrix for common knowledge and multiple B
matrices for task-specific features, balancing generalization and efficiency.

• Based on an advanced MLLM model and large scale datasets, dentify the inherent conflicts
and commonalities in instruction fine-tuning MLLMs on mixtures of multimodal instruc-
tion datasets.

• We propose AsymLoRA, an asymmetric LoRA architecture that addresses conflicts
through task-specific B matrices while capturing commonalities via a shared A matrix.

• Extensive experiments across multiple benchmarks validate that AsymLoRA consistently
outperforms both vanilla LoRA and LoRA-MoE in terms of both performance and effi-
ciency across various data configurations.

2 BACKGROUND AND MOTIVATION

Low-Rank Adaptation (Hu et al., 2021) is an efficient fine-tuning technique for large pre-trained
models, introducing small low-rank matrices (A and B) that can be applied to arbitrary linear layers.
Formally, for a linear transformation h = Wx with input x ∈ Rdi and weight W ∈ Rdo×di , LoRA
learns a low-rank decomposed update:

y′ = y +∆y = Wx+BAx (1)

where y ∈ Rdo is the output, and A ∈ Rr×di , B ∈ Rdo×r are low-rank matrices with
r ≪ min(do, di) as the chosen rank. Typically, B is initialized to zeros, while A follows Kaim-
ing Uniform initialization (He et al., 2015). During fine-tuning, only A and B are updated, keeping
the original model parameters frozen, thus significantly reducing computational overhead.

Observation I: Knowledge contains inherent conflicts. Instruction fine-tuning on diverse image-
text datasets is crucial for enhancing the performance of MLLMs, where the configuration of training
data plays a pivotal role. However, we observe that when instruction data from different domains are
combined, inherent conflicts between domain-specific optimization objectives become inevitable.
These conflicts often lead to a significant performance drop in certain domains compared to fine-
tuning on a single-domain dataset. As shown in Table 1, we fine-tune LLaVA (Liu et al., 2023)
using instruction data from two distinct domains—Visual Question Answering (VQA) (Antol et al.,
2015) and Generative (Gen, including LLaVA-15k (Liu et al., 2023), VQG (Mostafazadeh et al.,
2016))—both separately and in combination. While in certain cases, such as the “Yes/No” (78.08%)
and “Other” (36.41%) tasks in VizWiz, the increased data volume from mixing domains leads to
performance gains, benchmark evaluations generally reveal that naively combining instruction data
from different domains significantly degrades performance. For instance, on the TextQA Singh
et al. (2019) test set, the Gen-only model achieves 54.25%, whereas the VQA+Gen mixed model
drops to 43.25%. These results underscore that the scalability of multi-domain instruction tuning is
inherently constrained by dataset conflicts, highlighting the need for more sophisticated strategies
to ensure effective multi-domain adaptation.
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VizWiz(%) MMESchemes TextVQA (%) Other Unanswerable Yes/No Number Perception Cognition
Single LoRA

VQA 38.08 31.81 39.19 73.64 22.76 1152.46 224.64
Gen 54.80 27.13 76.32 73.9 30.24 1255.63 296.07

VQA+Gen 43.25 36.41 28.91 78.08 22.28 1203.66 268.92
Multiple LoRA (MoE)

VQA+Gen 54.05 39.66 24.8 82.15 33.98 1454.37 324.64

Table 1: Performance of fine-tuning MLLM (LlaVA-1.5-7B (Liu et al., 2023)) on benchmarks
(TextVQA(Singh et al., 2019), VizWiz(Bigham et al., 2010), MME(Fu et al., 2024)) across dif-
ferent instruction data domains.

Observation II: Knowledge contains latent commonalities While modularity is essential,
knowledge across different tasks is often complementary, allowing shared learning to enhance per-
formance. MLLMs should be capable of capturing, integrating, and evolving with diverse knowl-
edge from multiple sources and perspectives, enabling collaborative learning across various do-
mains. As shown in Table 1, we fine-tune separate LoRA modules on different instruction datasets
and treat each LoRA module as an expert, dynamically combining them via Mixture-of-Experts
(MoE) based on randomized inputs. MoE-LoRA achieves the highest accuracy in certain cases, such
as MME scores for Perception (1454.37) and Cognition (324.64), as well as the “Other” (39.66%)
and “Yes/No” (82.15%) categories in the VizWiz benchmark. These results demonstrate that LoRA-
MoE effectively leverages modularity by using task-specific modules, reducing interference, and en-
hancing performance. However, in other scenarios, MoE-LoRA underperforms compared to single-
domain fine-tuning. For example, on TextVQA, it falls short of the Gen-only fine-tuned model,
and in the Unanswerable task of VizWiz, it even records the worst performance. This suggests that
focusing solely on task differences while overlooking latent commonalities can limit the full poten-
tial of the data, ultimately reducing model effectiveness. A balanced approach that respects both
task-specific adaptations and shared knowledge is necessary for optimal performance.

3 METHODOLOGY

3.1 ASYMLORA ARCHITECTURE

As illustrated in Figure 2, AsymLoRA introduces an asymmetric design for efficient MLLM in-
struction fine-tuning, addressing the limitations of traditional symmetric LoRA approaches. Un-
like conventional methods that apply both A and B matrices uniformly across all tasks, Asym-
LoRA maintains a shared low-rank matrix A to capture common knowledge while introducing
task-specific low-rank matrices Bi to enable specialized adaptation. Formally, given a dataset
D = {D1, D2, . . . , DN} where each Di corresponds to a subtask Ti, our objective is to optimize
shared parameters A and task-specific parameters Bi to minimize the task-specific loss Li for each
Ti:

min
A,Bi

N∑
i=1

Li(Ti;A,Bi). (2)

The shared matrix A facilitates knowledge transfer across tasks, reducing the number of trainable
parameters and enhancing generalization, while the task-specific Bi matrices provide targeted adap-
tations, mitigating interference between conflicting task objectives.

3.2 MIXTURE OF ASYMLORA EXPERTS

To further enhance adaptability and performance in multi-task learning, we extend AsymLoRA with
a Mixture of Experts (MoE) mechanism. In this approach, multiple experts share a common low-
rank matrix A, representing global knowledge across tasks, while each expert is associated with a
distinct set of task-specific matrices {Bj

1, B
j
2, . . . , B

j
N}, where j denotes the expert index. Given a

task Ti, a gating network dynamically selects the most suitable expert based on task-specific input
features. The gating network assigns a weight wj to each expert j and computes the final task-
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Figure 2: Architecture and workflow of AsymLoRA. The shared low-rank matrix A captures global
knowledge across tasks, while task-specific low-rank matrices Bi enable independent adaptation for
each task

specific transformation as:

Outputi = f

x;A,
∑
j

wjB
j
i

 , (3)

This design ensures that while the shared matrix A provides consistent general knowledge, the
expert-specific Bj

i matrices enable flexible task-specific adaptation. By dynamically selecting the
most appropriate expert, AsymLoRA with MoE improves the model’s ability to handle diverse tasks
while minimizing interference, leading to more robust and efficient multi-task learning.

4 EXPERIMENTS

4.1 EXPERIMENT SETTING

Model Following LLaVA-1.5 (Liu et al., 2023) utilizing CLIP ViT-L (Radford et al., 2021) as the
vision encoder with a 336×336 input resolution and a 14×14 patch size. A two-layer MLP adapter
processes the 576 tokens extracted from ViT. The language model is Vicuna-7B (Chiang et al.,
2023), with both ViT and Vicuna weights kept frozen throughout training. Unless stated otherwise,
LoRA is applied to the LLM with a rank of 32, the number of B matrix is initialized N = 3.

Dataset and Benchmarks We evaluate our model in single-domain and multi-domain settings
across diverse multimodal tasks. 1) For the single-domain setting, training is conducted on Con-
versation 58k, a dataset with 58,000 conversational examples for dialogue-based learning, and
LLaVA v1 5 mix665k, a large-scale mixed dataset for multimodal training. 2) In the multi-domain
setting, training combines VQA, LLaVA-15k, and VQG, where VQA is a large-scale dataset for
open-ended visual question answering, LLaVA-15k consists of 15,000 vision-language task sam-
ples, and VQG facilitates natural question generation for conversational AI. Evaluation is performed
on multiple benchmarks, including MME (Fu et al., 2024) (multimodal integration and reasoning),
GQA (Hudson & Manning, 2019) (scene graph-based VQA), MM-Vet (Yu et al., 2024) (Integrated
Capabilities of MLLM) VizWiz (Bigham et al., 2010) (real-world VQA with noisy images), and
TextVQA (Singh et al., 2019) (requiring integration of textual and visual information).

4.2 OVERALL PERFORMANCE

We present the experimental results of AsymLoRA and competing baselines across three evalua-
tion settings: single-domain conversation tasks (Table 2), single-domain general tasks (Table 3),
and multi-task domain settings (Table 4). The results demonstrate that AsymLoRA consistently
outperforms all other schemes, validating its effectiveness in multimodal instruction fine-tuning.
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Performance in Single-Domain Tasks In Table 2, AsymLoRA achieves a TextVQA score of
55.51%, surpassing MoE-LoRA (53.33%) and significantly outperforming LoRA (36.43%), indi-
cating its superior ability to integrate textual and visual cues. On the MME benchmark, Asym-
LoRA achieves the highest Perception (1327.93) and Cognition (287.14) scores, outperforming
MoE-LoRA (1121.88, 270.01) and LoRA (911.3, 278.21), showcasing its enhanced multimodal
reasoning and feature extraction capabilities. Furthermore, in GQA, AsymLoRA attains the highest
accuracy (59.60%) while minimizing distribution shift (1.50), highlighting its robust generalization
in structured reasoning tasks. Similarly, in Table 3, AsymLoRA achieves consistent gains in the
VizWiz benchmark, leading in Unanswerable (81.70%) and Number (43.33%), with the highest
overall average score (51.31%), demonstrating its robustness in real-world visual question answer-
ing. This improvement is attributed to AsymLoRA’s asymmetric design, which effectively balances
common knowledge (A matrix) and task-specific adaptation (B matrices), mitigating conflicts be-
tween different domains while retaining the strengths of both LoRA and MoE-LoRA.

Robust Multi-Task Adaptation In the multi-task domain setting (Table 4), AsymLoRA continues
to outperform competing methods across Perception, Cognition, and reasoning-based benchmarks,
demonstrating its superior capability in handling diverse multimodal challenges. Specifically, it
achieves the highest TextVQA score (54.25%) and VizWiz average (38.10%), improving upon MoE-
LoRA (53.84%, 37.44%) and LoRA (43.25%, 36.00%). These results highlight AsymLoRA’s ad-
vantage in adapting dynamically to different domains while preserving effective knowledge transfer
across tasks, leading to overall superior multi-task performance.

AsymLoRA consistently outperforms LoRA and MoE-LoRA by effectively resolving conflicts in
multi-task instruction tuning while leveraging task-specific adaptations. Its asymmetric architecture
enables more efficient knowledge sharing and specialization, making it a highly effective fine-tuning
approach for multimodal learning.

MME GQASchemes TextVQA (%) MM-Vet(%) Perception Cognition Binary (%) Open (%) Acc. (%) Dis. (↓)
LoRA 36.43 31.5 911.3 278.21 12.04 8.32 10.03 3.62

MoE-LoRA 53.33 31.2 1121.88 270.01 66.90 42.73 53.82 1.58
AsymLoRA 55.51 31.8 1327.93 287.14 75.23 46.35 59.60 1.50

Table 2: Evaluation results for fine-tuning LlaVA on single domain (Conversation-58k).

VizWiz (%) MMESchemes Unanswerable Yes/No Number Other Average Perception Cognition
LoRA 55.32 75.27 39.43 39.22 45.12 1446.44 262.5

MoE-LoRA 72.47 75.79 39.27 38.75 49.43 1446.31 306.07
AsymLoRA 81.70 75.53 43.33 37.79 51.31 1489.19 367.14

Table 3: Evaluation results for fine-tuning LlaVA on single domain (LLaVA-mix665k).

VizWiz (%)Schemes Unanswerable Yes/No Number Other Average TextVQA (%)

LoRA 28.91 78.08 22.28 36.41 36.00 43.25
MoE-LoRA 24.80 82.15 33.98 39.66 37.44 53.84
AsymLoRA 23.65 78.10 34.80 41.35 38.10 54.25

Table 4: Evaluation results for fine-tuning LlaVA on multi-task domain (VQA, LLaVA-15k, VQG).

5 CONCLUSION

This work presents AsymLoRA, a parameter-efficient tuning framework that balances modality-
specific conflicts and cross-task commonalities in MLLM fine-tuning. By leveraging task-specific
B matrices for adaptation and a shared A matrix for knowledge transfer, AsymLoRA outperforms
vanilla LoRA and LoRA-MoE, achieving superior performance and efficiency across benchmarks.
These results highlight its effectiveness as a scalable solution for multi-task instruction fine-tuning.
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