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Abstract:

Anesthesia monitoring is a critical aspect of clinical care and psychiatry. Accurate and consistent
monitoring of the depth of the anesthetic is essential, not only to ensure patient safety during sedation but
also to avoid under or overdosing, which can lead to intraoperative awareness, prolonged recovery times,
or adverse psychological outcomes. Despite advances in clinical monitoring tools, the identification of
transitions in brain states under anesthesia remains complex. With the increase in neurological disorders
globally[1], this highlights the need for reliable methods to monitor brain states during anesthesia. EEG
signals offer a promising window into brain function, but this requires trained experts to be able to read
and interpret these signals.Currently, there is a shortage of experts or neurologists [2] who can read and
interpret EEG due to the complex nature of the EEG signals, which may include noise from muscle
activity, clinical environment or even equipment used to collect the signals , making it hard to find
meaningful brain activity and the high dimensionality of the data.

Machine learning and deep learning models have shown assured benefits by identifying complex,
nonlinear patterns in even huge datasets and recognizing brain states. However, these models are black
box in nature, and their lack of interpretability is still a limitation to their usage in healthcare.
Furthermore, the absence of important domain-specific standardized features further limits the clinical
adoption of Al-based tools.

Machine learning and deep learning approaches are explored to overcome computational challenges in
analyzing brain oscillations using electroencephalography (EEG) data taken from patients administered
ketamine. The main goals are to categorize various neural oscillation patterns (delta, theta, alpha, beta,
and gamma), monitor anesthesia stages during ketamine administration, and forecast therapy responses
for depression by implementing machine and deep learning models to achieve reliable classification of
brain states, allowing personalized predictions of treatment efficacy. The performance of the models is
assessed based on the output of the different evaluation metrics (accuracy, precision, F1 score, MAE,
MSE). KNN followed by the Random Forest model slightly outperformed other models (SVM, Naive
Bayes, GBM, XGBoost, LightGBM, CatBoost, Graph Attention Networks(GATs) and graph
convolutional networks (GCNs)), showing a 99.78% average accuracy for various data split options.GATs
showed consistent results both before and after hyperparameter tuning on both datasets. Knowledge
distillation was applied using the GATs model as a teacher model to train a random forest model (student
model).The distilled random forest model showed an accuracy of 92.06%.

Furthermore, XAI techniques were used, specifically SHAP, GNNExplainer, and LIME, to evaluate
models for feature representation learning and to assess the interpretability of implemented Al learning
models. This study has the potential to improve our knowledge of brain oscillations as biomarkers to
monitor anesthesia and predict therapy responses, which could ultimately result in safer and more
efficient personalized treatment.
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