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ABSTRACT

Incorporating a so-called “momentum” dynamic in gradient descent methods is
widely used in neural net training as it has been broadly observed that, at least
empirically, it often leads to significantly faster convergence. At the same time,
there are very few theoretical guarantees in the literature to explain this apparent
acceleration effect. In this paper we show that Polyak’s momentum, in combi-
nation with over-parameterization of the model, helps achieve faster convergence
in training a one-layer ReLU network on n examples. We show specifically that
gradient descent with Polyak’s momentum decreases the initial training error at a
rate much faster than that of vanilla gradient descent. We provide a bound for a
fixed sample size n, and we show that gradient descent with Polyak’s momentum
converges at an accelerated rate to a small error that is controllable by the number
of neurons m. Prior work (Du et al., [2019b)) showed that using vanilla gradient
descent, and with a similar method of over-parameterization, the error decays as
(1 — k)¢ after ¢ iterations, where k., is a problem-specific parameter. Our result
shows that with the appropriate choice of parameters one has a rate of (1 —/k,)".
This work establishes that momentum does indeed speed up neural net training.

1 INTRODUCTION

Momentum methods are very popular for training neural networks in various applications (e.g. |He
et al.| (2016)); Vaswani et al| (2017); Krizhevsky et al| (2012)). It has been widely observed that
the use of momentum helps faster training in deep learning (e.g. [Sutskever et al.| (2013)); Hoffer
et al.[(2017); |Loshchilov & Hutter| (2019); Wilson et al.| (2017); |Cutkosky & Orabonal (2019); [Liu
& Belkin/ (2020)). Among all the momentum methods, the most popular one seems to be Polyak’s
momentum (a.k.a. Heavy Ball momentum) (Polyakl, |1964)), which is the default choice of momen-
tum in PyTorch and Tensorflow. |'| The success of Polyak’s momentum in deep learning is widely
appreciated and almost all of the recently developed adaptive gradient methods like Adam (Kingma
& Ba| (2015)), AMSGrad (Reddi et al.[(2018))), and AdaBound (Luo et al.| (2019)) adopt the use of
Polyak’s momentum, instead of Nesterov’s momentum.

However, despite its popularity, little is known in theory about why Polyak’s momentum helps to
accelerate training neural networks. Even for convex optimization, smooth twice continuously dif-
ferentiable functions like strongly convex quadratic problems seem to be one of the few cases that
Polyak’s momentum method provably achieves faster convergence than standard gradient descent
(e.g. |Lessard et al.[ (2016); |Goh| (2017); |Ghadimi et al.| (2015); |Gitman et al.| (2019); [Loizou &
Richtarik| (2017;2018)); |Can et al.|(2019); Scieur & Pedregosal (2020); Flammarion & Bach!(2015)).
On the other hand, the theoretical guarantees of Adam (Kingma & Bal(2015)), AMSGrad (Reddi
et al.| (2018))), or AdaBound (Luo et al.[(2019)) are only worse if the momentum parameter 3 is non-
zero and the guarantees deteriorate as the momentum parameter increases, which do not show any
advantage of the use of momentum (see also e.g. |Alacaoglu et al.[(2020)). Moreover, the conver-
gence rates that have been established for Polyak’s momentum in several related works (Gadat et al.,
2016; [Sun et al., 2019} [Yang et al.| 2018} [Liu et al., 2020c) do not improve upon those for vanilla
gradient descent or vanilla SGD. There are even negative cases in convex optimization showing that

'See PyTorch webpage https://pytorch.org/docs/stable/_modules/torch/optim/
sgd.html| and Tensorflow webpage https://www.tensorflow.org/api_docs/python/tf/
keras/optimizers/SGD)


https://pytorch.org/docs/stable/_modules/torch/optim/sgd.html
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https://www.tensorflow.org/api_docs/python/tf/keras/optimizers/SGD
https://www.tensorflow.org/api_docs/python/tf/keras/optimizers/SGD
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Algorithm 1: Gradient descent with Polyak’s momentum |Polyak| (1964) (Equivalent Version 1)

1: Required: Step size parameter 77 and momentum parameter /3.
2: Init: wo € R*and m_1 =0 € R

3: fort =0to 7T do

4:  Given current iterate w;, obtain gradient V L (w¢).

5:  Update momentum m; := Sm;—1 + VL(wy).

6:  Update iterate w41 1= we — M.

7: end for

Algorithm 2: Gradient descent with Polyak’s momentum [Polyak| (1964) (Equivalent Version 2)

1: Required: step size 77 and momentum parameter /3.
2: Init: wo = w_1 € R¢

3: fort =0to T do

4:  Given current iterate wy, obtain gradient V L (w;).
5

6

Update iterate wy1 = wy — NV.L(we) + B(wr — we—1).
: end for

the use of Polyak’s momentum results in divergence (e.g. |Lessard et al.| (2016)); (Ghadimi et al.
(2015)). Furthermore, Kidambi et al.| (2018)) construct a problem instance for which the momentum
method under its optimal tuning is outperformed by other algorithms. A solid understanding of the
empirical success of Polyak’s momentum in deep learning has eluded researchers for some time.

In this paper, we provably show that Polyak’s momentum helps achieve faster convergence for train-
ing a one-hidden-layer ReLU network. Over the past few years there have appeared an enormous
number of works considering training a one-layer ReLU network, provably showing convergence
results for vanilla (stochastic) gradient descent (e.g. |Li & Liang| (2018)); Ji & Telgarsky| (2020);
Li & Yuan| (2017); Du et al.| (2019bza); |Allen-Zhu et al.[ (2019); [Song & Yang (2019); Zou et al.
(2019); |Arora et al.| (2019); Jacot et al.| (2018); [Lee et al.| (2019); [Chizat et al.| (2019); Brutzkus &
Globerson| (2017); Tianl (2017)); Soltanolkotabi| (2017); Ba1 & Lee|(2020)); Ghorbani et al. (2019); [Li
et al.[(2020); Hanin & Nica/ (2020); Daniely|(2017); Zou & Gu|(2019); Dukler et al.| (2020); Daniely
(2020); |Wei et al.|(2019);|Yehudai & Shamir (2020); Fang et al.[(2019);[Su & Yang|(2019); |Oymak
& Soltanolkotabi| (2019)) as well as for other algorithms (e.g. [Zhang et al.|(2019);|Wu et al.|(2019b);
Cai et al.|(2019); Wu et al.|(2019a));[Zhong et al.|(2017));|Ge et al.|(2019);van den Brand et al.[(2020);
Lee et al.[(2020)). However, we are not aware of any theoretical works that study the momentum
method in neural net training except the work [Krichene et al.| (2020). [Krichene et al.| (2020) show
that SGD with Polyak’s momentum (a.k.a. stochastic Heavy Ball) with infinitesimal step size, i.e.
n — 0, for training a one-hidden-layer network with an infinite number of neurons, i.e. m — oo,
converges to a stationary solution asymptotically. However, the asymptotic convergence result does
not explain the faster convergence of momentum.In this paper we consider the discrete-time setting
and consider nets with infinite neurons as well as nets with finitely many neurons. We provide a
non-asymptotic convergence rate of Polyak’s momentum, establishing a concrete improvement rel-
ative to the best-known rates for vanilla gradient descent. Our result follows the same framework as
previous results, e.g. [Du et al.| (2019b); |Arora et al.|(2019);|Song & Yang|(2019).

We study training a one-hidden-layer ReLU neural net of the form,
1 m
N () = —= > a0 ((w™, z)), (1
o

where (z) := z - 1{z > 0} is the ReLU activation, w?, ..., w(™ € R? are the weights of m
neurons on the first layer, ay, . .., a,, € R are weights on the second layer, x € R? is the input, and
N (z) € Ris the output predicted on input 2. Denote W := {w(")}"_,. We consider empirical loss
minimization with the squared loss,

LW) =13 (4 — Nw (@))%, ©)

where y; € R is the label of sample x; and n is the number of samples. Following previous works of
of (Du et al.,|2019b; |Arora et al.,[2019; |Song & Yang, 2019), we define a Gram matrix H € R™*"
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for the weights TV and its expectation [ € R™*"™ over the random draws of w(™) ~ N (0, I;) € R?
whose (i, j) entries are defined as follows,

1 & : .
HW); ;= EZxIxﬂl{(w“%mi) >0& (w(’),xj> >0}
r=1 (3)

H; ;= E [x;r:rjll{<w(r),xi> >0& <w(T),xj> > 0}].
w(m ~N(0,14)

We note that the matrix H is also called a neural tangent kernel (NTK) matrix in the literature (e.g.
Jacot et al| (2018)); |Yang (2019); Huang et al.| (2020); Bietti & Mairal| (2019)). Assume that the
smallest eigenvalue A := A, (H) is strictly positive and certain conditions about the step size and
the number of neurons are satisfied. Previous works of (Du et al., 2019b; |Arora et al., 2019} |Song
& Yang, [2019) were able to show that gradient descent decreases the empirical risk (2)) at a linear
rate 1 — %, ie. L(Wy) = (1— %)L(Wt,l). In this paper, following the same framework as (Du
et al.,|2019b; |Arora et al., [2019;|Song & Yang, [2019), we show that gradient descent with Polyak’s

momentum decreases the empirical risk at an accelerated linear rate 1 — 4/ % to a small additive

error that is controllable by the number of neurons m. This shows the combined advantage
of Polyak’s momentum and over-parameterization. As the number of neurons m and samples n
approach infinity, as considered in (Krichene et al., 2020), our analysis shows that gradient descent
with Polyak’s momentum converges to any arbitrarily small error at the accelerated rate.

2 PRELIMINARIES

2.1 POLYAK’S MOMENTUM

Algorithm [T] and Algorithm [2] show two equivalent presentations of gradient descent with Polyak’s
momentum. Given the same initialization, one can show that Algorithm[I]and Algorithm [2]produce
exact the same iterates during optimization. We note that for the ReLLU activation, it is not differen-
tiable at zero. So for solving (2), we replace the notion of gradient in Algorithm [T]and Algorithm 2]

with subgradient 8;0(/5{),,) = \/% S (Nw () — yi)ar - 1[(w”,2;) > 0]z; and update the

neuron r as wg_?l =w!" — 7778;(?:;) + ﬂ(wt(r) - wt(i)l)-
W

The most common example in the literature that demonstrates the advantage of Polyak’s momentum
over vanilla gradient descent is the strongly convex quadratic problem, min,,cgs 3w’ Aw + b'w,

where A € R4 = 0,4. Applying gradient descent with Polyak’s momentum (Algorithm [2)) to the
problem, the iterate evolves according to the following dynamics,

Wep1 — Wy = (Lg — nA)(wr — wy) + Blwy — wy) — Blwe—1 — wy), 4)

where I; is the identity matrix, 7 is the step size, and w, satisfies Aw, = b, which is the unique
minimizer of the quadratic problem. One can re-write the recursive dynamics (@) as follows,

|:wt+1 - w*] _ {Id —nA+ (I —5Id] . [ Wy — Wy ] . )

Wi — Wi I 0Oq W1 — Wy

A known result (see e.g. [Lessard et al.| (2016)); Polyak| (1987)) is that under an optimal tuning of the
momentum parameter 5. The error decays at an accelerated linear rate

W41 — Wk . t Wt — Wy
|l o]l
where )\ is the smallest eigenvalues of A. On the other hand, gradient descent only has 1 — Ay

convergence rate (see e.g. [Lessard et al.|(2016))). In the next section, we will show that the dynamics
induced in the neural network training by the momentum method is similar to the quadratic function

‘ ; (6)

2We borrow the term “accelerated linear rate” from the convex optimization literature (Nesterov, |2013),
because the result here has a resemblance to those results in convex optimization, even though the neural
network training is a non-convex problem.
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case here (i.e. (@) and (3)), modulo some small terms whose magnitudes are controllable. The
similarity hints at why momentum helps faster neural network training.

More related works of Polyak’s momentum: There is little theory work that shows any provable
advantage of Polyak’s momentum in non-convex optimization and deep learning. Even in con-
vex optimization, related works make additional assumptions to show a provable advantage over
standard GD or SGD. |Chen & Kolar| (2020) study Polyak’s momentum under a growth condition.
Sebbouh et al.|(2020) show that SGD with Polyak’s momentum outperforms vanilla SGD in smooth
convex optimization when the data is interpolated. On the other hand, for smooth non-convex opti-
mization, |[Wang et al.|(2020) show that Polyak’s momentum helps to escape saddle points faster and
find a second-order stationary point faster. Yet, they also make certain assumptions regarding some
statistical properties of gradient and momentum. There are also some efforts in using continuous-
time techniques to analyze a broad family of momentum methods that includes Polyak’s momentum
(see e.g. |Diakonikolas & Jordan|(2019); Maddison et al.|(2018))).

2.2 ASSUMPTION AND PRIOR RESULT

As described in the introduction section, we assume that that the smallest eigenvalue of the Gram
matrix H € R™™ is strictly positive, i.e. A := Apnin(H) > 0. We will also denote the largest
eigenvalue of the Gram matrix H € R™ "™ as Ayax(H). Du et al.| (2019b) show that the strict
positiveness assumption is indeed mild. Specifically, they show that if no two inputs are parallel, then
the least eigenvalue is strictly positive. |Panigrahi et al.| (2020) were able to provide a quantitative
lower bound under certain conditions. Following the same framework of (Du et al., [2019b)), we
consider that each weight vector w(™) € R? is initialized according to normal distribution, w(") ~
N(0,I4), and each a, € R is sampled from Rademacher distribution, i.e. a,, = 1 with probability
0.5; and a, = —1 with probability 0.5. We also assume ||z;|] < 1 for all samples i. As the
previous works (e.g. [Li & Liang|(2018); Ji & Telgarsky|(2020); Du et al.|(2019bja)); |Allen-Zhu et al.
(2019); Song & Yang|(2019);|Zou et al.| (2019);|Arora et al.[(2019); [Zou & Gu|(2019)), we consider
only training the first layer {w(™)} and the second layer {a,.} is fixed throughout the iterations.
In the following, we denote u; € R™ whose iy, entry is the network prediction for sample ¢ (i.e.
uti] = Nw, (z;)) in iteration ¢ and y € R™ is the vector whose i, is the label of sample 7. Now let
us state a prior result of gradient descent convergence due to (Du et al., 2019b)).

Theorem 1. (Theorem 4.1 in|Du et al.| (2019b)) Assume that \ := Apin(H) > 0 and that w(()r) ~
N (0, 1) and a,. uniformly sampled from {—1,1}. Set the number of nodes m = Q(A\~*n%5=2) and
the constant step size n) = O(n%) Then, with probability at least 1—§ over the random initialization,
vanilla gradient descent, i.e. Algorithm[[|& 2|with 8 = 0, has

t
nA
o= 1P < (1= o - ol g

We note that later|Song & Yang|(2019) improve the network size m to m = Q(A~*n*log®(n/4))
while obtaining the same convergence rate result of vanilla gradient descent.

3 MAIN RESULTS

In this section, we first state the main results and provide the intuition behind the results and detailed
analysis in the later subsections.

Theorem 2. Assume that A := Apmin(H) > 0 and that wér) ~ N(0,1;) and a, uniformly sampled
Sfrom {—1,1}. Fix some maximum number of iterations T, set a constant step size n < m, fix
momentum parameter 3 = (1 — \/é ) 2, and finally set a parameter v > 0 that controls the number
of network nodes, chosen as m = QA"*n*t2 log3(n/6)). Suppose that the number of samples
n satisfies \/%n’“ = Q(T). Then, with probability at least 1 — § over the random initialization,
gradient descent with Polyak’s momentum (Algorithm[I| & Algorithm2)) satisfies for any t < T,

t
_ A — 1
[0 B ot P

U_1 —Y 2v/2nv
4
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Remark 1: The step size 7 can be chosen as large as 7 = 1/(2Amax(H)). Denote the condition

number of the Gram matrix as k := % With the chosen step size, we have

Ll O ot o

Interestingly, the rate (1 5 \F) matches that of the accelerated rate in strongly convex smooth

problems (e.g. [Nesterov| (2013))), where the accelerated rate has an optimal dependency on the
condition number +/k instead of .

Thanks to an anonymous reviewer, we note that Wu et al.| (2019b) provide an improved analysis
over Du et al.|(2019b)), which shows that the step size i of vanilla gradient descent can be set as
n= ﬁ for some quantity co > 0, which in turns leads to a convergence rate ( 1) for

some quantity ¢’ > 0. As we discussed above, this rate has a worse dependency on x and hence is
not better than what Polyak’s momentum can help to achieve.

Remark 2: Note that the initialization wy = w_; ensures that ug = u_;. The condition that
\ /n%\n” = (T) can be easily satisfied when the parameter v > 0 and the number of samples

n is sufficiently large. On the other hand, for the factor (1 — 4/ %)T to be small, the number of

iterations 7" should satisfy T" = ) (, / n%\) . Both conditions can be satisfied by appropriately setting

the parameter v > 0, which in turn determines the number of neurons m.
Theorem |2{states that Polyak’s momentum helps to reduce the initial error to a number ﬁ [lwo —

y|| at the accelerated rate 1 — 1/nA/2, under the optimal tuning of momentum parameter 8 = (1 —

V/1nA/2)2. An interesting result of Theorem [2|is that it shows the benefit of over-parametrization.
By increasing the number of neurons m, gradient descent with Polyak’s momentum will be able
to maintain the accelerated rate until it reduces the error to a smaller error. Specifically, one can
control the error, i.e. the last term of (8], by specifying the parameter v. If v = 1, then by setting the
number of neurons m = Q(A~*n%log®(n/s)), Polyak’s momentum can decrease the error at the
accelerated rate to a number O(2)lug — y|| = (\}) where we use that the initial error satisfies

[y —uo|| = O(y/n) (see Lemmalg|in Appendix|C). Similarly, if v = 1.5, then Polyak’s momentum

can decrease the error at the accelerated rate to a number O(—=)[luo — y|| = O(%) under the

condition that m = Q(A~*n" log®(n/4)). In other words, Polyak’s momentum helps to converge at
an accelerated rate up to an O (-1 |lup — y||) factor. While v can be tuned to decrease this additional
factor, this is at the expense of more neurons in the hidden layer. On the other hand, vanilla GD (e.g.
Du et al.| (2019b); Wu et al.| (2019b)) converges to an arbitrarily error linearly and does not exhibit

such type of the neighborhood convergence.

When the number of samples n approaches infinity, and v is chosen appropriately, the last term of

(8) vanishes and we have
t
/ Uup — Y
Ut 1 — U-1—-Y

Compared to the related work (Krichene et al., [2020) that shows asymptotic convergence result of
Polyak’s momentum for the neural network training in the mean-field limit, our convergence rate
result clearly demonstrates the advantage of Polyak’s momentum. Our result also implies that over-
parametrization helps acceleration in optimization. To our knowledge, in the literature, there is
little theory of understanding why over-parametrization can help training a neural network faster.
The only exception that we are aware of is (Arora et al., 2018), which shows that the dynamic
of vanilla gradient descent for an over-parametrized objective function exhibits some momentum
terms, although their message is very different from ours.

(10)

Remark 3 (iteration complexity): Let us analyze the number of iterations required to have an €
error. Without loss of generality, we can assume that € = ~y|lug — y|| for some number v € (0, 1).
According to Theorem [I} we see that for the error ||u; — y|| to decrease to v||ug — y|| for some

. . . . 21
number v € (0,1), vanilla gradient descent needs a number of iterations T := [%} On
og |1—14~
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the other hand, gradient descent with Polyak’s momentum under the optimal tuning of [ takes a
log ('v/ (2\/5))
log (17\/ %)

see this, let ﬁ”uo —y|| = Ho=vl on the rhus. of . Then, the number iterations for the

number of iterations T3 := [ ] for the error ||u; — y|| to decrease to y|lug — yl||. To

t
u —y [ up —y Alwo—yll ;. rlog (v/(2v2)
t < (1T—4/%) - tod t .B
erm {utl —y} H < < L ) ‘ {ul —y] o decrease to -—5—" is [log (1_\/@)] y
comparing 7§ and 7§}, we have that
log (1 - %)

" S

A
S ——=T ::9(77 )Tog7 (11)
log (1 /%) 2

where in the last equality, we define 9(%) = 09 * ' i (
—
log (1—%) A . 0.8 |
—~—2/_ To analyze 6(2), we plot the function 74 L
log (17 /7%) y (5 ) p 267 I
_ log(1—a) , '
value of (o) := Tog(1—vay for various 0 < o < 1on S -

Figure [I} which clearly shows that the #(«) decays ex- 047 i
tremely fast as o decreases. We have that §(«) = 0.55 at
a = 0.5, while §(a) 2 0.1 at = 10~2 and f() = 0.01 27
at o = 10~*. Therefore, inequality suggests that T{" "

0 T T T
is small compared to 7. For example if % =104, then 10° 10° 10 102 10°
T < 0.01 - T§, which shows that Polyak’s momentum h
. . log(l—a
makes fast progress. Figure 1: 6 (a) := 1og%§—\/a>) vs. a.

3.1 MORE NOTATIONS

For analysis, let us define the event A;,. := {Jw € R? : ||w — w(()r) | <R, Il{m;rwér)} # Ha]w >
0}}, where R > 0 is a number to be determined later. The event A;. means that there exists a

w € R? which is within the R-ball centered at the initial point w(()r) such that its activation pattern of

sample ¢ is different from that of wéT). We also denote a random set S; := {r € [m] : 1{4;,} =0}
and its complementary set S;- := [m]\ S;. Furthermore, we denote H; € R™*"™ whose (i, j) entry is
HWy)i; = >, o] 21 {(w”,z;) > 0 & (w'™, z;) > 0}. We will use the notation & € R™
whose iy, entry is &:[z] := us[i] — y[i], where w.[é] is the network prediction N;(x;) := Nw, (z;) at
time ¢ and y[7] is the true label of sample i.

3.2 INTUITION OF THE RESULT

Applying gradient descent with Polyak’s momentum to solving the objective (2)) leads to the follow-
ing dynamics of training errors,

€er1li] = N (@) —yi = 5= 2071, aro(wi @) —y;

A" — i) Ta) 1wl o> 0=y, (12)

where the last equality is due to the update rule of the algorithm.

Previous works like (Du et al.,2019a}|Arora et al.|[2019;/Song & Yang][2019) show that under certain

conditions, the activation patterns of most of the neurons do not change, i.e. ]l[wgr)Ta:j >0 =
1 [wér)ij > 0] for all ¢. Now to get an intuition why momentum helps, let us for a moment assume

that the patterns of all neurons do not change during training. Then, one can replace 1 [wt(l)l—r x > 0]
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(MT

and 1w, "’ x > 0] with ]l[w(()r)T:E > 0] for any neuron 7 in equation , which leads to

Eeva[i] = &li] + B(&eli] — &—1[i])

-1 S el (w8 s = 0] 1 [w"Ta; > 0] 2T w,

j=1r=1
= &[i] + B(&li] — &—1li]) — nHold, :J&, (13)

where in the last equality we use the definition of Hy defined in Subsection[3.1] Apparently we can
rewrite the above equation in a matrix form,

&1 = (In —nHo)& + B(& — &—1)- (14)

So now we see that equation (I4) and @) are in the same form, which implies that provably showing
the benefit of Polyak’s momentum for the neural network training is possible. However, one has
to deal with the situation that some neurons do change their activation patterns during training.
Lemma[Ilbelow deals with this issue.

Lemma 1. (Dynamics of the residual error): Following the notations defined in Subsection [3.1]

suppose that for all t € [T] and r € [m), w]gr) — w(()T)H < R, for a number R > 0. Then, gradient
descent with Polyak’s momentum (Algorithm[I] & Algorithm[2)) for (2)) has

&1 = (In —nHy )& + B(& — &—1) + ¢4, (15)

. . . 2 S+ —1 pt—1—
where the iy, entry of ¢y € R" satisfies |¢[i]] < %(Hut —yll + BZZ:O B8 s — y)).

The proof of Lemma [I]is available in Appendix [A] The recursive dynamics of the residual vector &,
(13), can be rewritten as

l-poe e e

In the later subsection, we will show that ||¢;|| is small and controllable. Specifically, we will use
the following lemma to control ||¢¢||.

Lemma 2. (Claim 3.12 of |Song & Yang (2019)) Fix a number Ry € (0,1). Recall that Si- is a
random set defined in subsection With probability at least 1 — n - exp(—mRy), we have that for
alli € [n],

S| < 4mR;.

A similar lemma also appears in (Du et al., | 2019b). Lemma@]says that the number of neurons whose
activation patterns for a sample ¢ could change during the execution is only a small faction of m if
R; is a small number, i.e. |S;-| < 4mR; < m. In the later subsection, we will set By = O(#),

which together with the upper-bound of |@,[i]| < %Isll (Jlue —yll + 8 S B — yll)
in Lemma|[I| will allow us to control || |-

Remark 4: We note that |Liu et al.| (2020bja)) establish an interesting connection between solving
an over-parametrized non-linear system of equations and solving the classical linear system. They
show that for smooth and twice differentiable activation, the optimization landscape of an over-
parametrized network satisfies a notion called Polyak-Lokasiewicz (PL) condition (Polyak, [1963),
ie. 2|VL(w)||* > p(L(w) — L(w,)), where w, is a global minimizer and y > 0. However, it
is not clear if the result can be extended to ReLU, as|Safran et al.| (2020) show that for a one-layer
ReLU network in the student-teacher setting, the PL condition does not hold after any degree of
over-parametrization of the student network. Furthermore, to our knowledge, there is little theo-
retical result of Polyak’s momentum showing an accelerated rate when an optimization landscape
satisfies the PL condition but has more than one global minimum. On the other hand, for a problem
that satisfies PL and has a unique global minimizer, |Aujol et al.|(2020) show a variant of Polyak’s
momentum method having an accelerated rate in a continuous-time limit. However, it is not clear if
their result is applicable to our case.
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3.3 DETAILED ANALYSIS

We first upper-bound the spectral norm of the matrix {I" B nlj-{t + B B In } i as follows.
Lemma 3. Following the setting as Theorem |2} set m = Q(A\"2n?log(n/d)) and the momentum
parameter 3 = (1 — 4/ %)2 Suppose that the step n is chosen so that 1 < ﬁ Then, with
probability at least 1 —§ —n? exp(—mR/10), for any set of weight vectors W := {w™® ... w(™}

satisfying ||w(") — w((f) | < R:= g foranyr € [m], it holds that
In —UH(W) +Bln _BIn n
| IES ERVES

I,
2
The proof of Lemma [3]is available in Appendix [B] Now we are ready to prove Theorem 2]

Proof. (of Theorem [2) We will denote R := W%, er = maxi<r BL(1 + B ZZ;}] B82), C =
=1- \/% > 1. We will prove for all ¢ € [T, the following
+—F a7

3
H[SHH e H[ﬁo} 1-B.

lw —w(?| < R and  [l¢] < C. (18)

The proof is by induction. For the base case ¢ = 0, inequality (I7) and the first inequality of (I8)
trivially holds. It remains to bound ||¢||. With probability at least 1 — n - exp(—mR):

6oll = /S0y Golil” = /S0y (2215 g — y)

(a) n nam 2
< S (Y (g — ) = SynR]us — gl < C,

where the above inequality relies on Lemma so we have that | S| < 4mR for all i € [n]. Now
we can conclude that and (T8) hold for the base case 0.
b1
0

inequalities hold

C

IN

Suppose that (T7) and @ hold at time s = 0,1,2,...,¢ — 1. Then,

In —nHy_ + BI, —BI, §t-1
I ]I =T I el

- I,
¢
2o+
s H[ﬂ +Zb’t o< Bl H{fﬁl] +1_Cﬂ, (19)

where (a) is by Lemma [3| and the induction that ||¢;—1]] < C, (b) is by the recursive expansion of
the second inequality. So (T7) holds at ¢.

Using (19), we now show that ||¢,|| < C. We have that
T s n 2n/n| S+ -1 2
ol = /Ty Bl < /S0y (IS (g — g + 8 XZh 812 s — )
(a) _
< 8ynR(|lu -yl + ﬁzi:é B us — yl))

(b)
< 8mmR(BV 2o — yll + £S5 + BYh B (B2 uo — yl + £55))

(©)
< SR (BL(1 + B. ZZ;M:)\@IIUO—Z/\H 51+ 20))

(d)
<C, (20)
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where (a) we use Lemma [2[so that for all i € [n], it holds that |S;-| < 4mR, with probability at
least 1 — n - exp(—mR), (b) is by induction that ||u; — y|| < BLv/2||uo — yl| + % as ug = u_1,
(c) uses that 3 = (32, and (d) is due to that 3% (1 + 3, Zi;é B2) < cr and that

SnnRerv/2|uo —yl| _ o 21
1_8nnR(+ ﬁ*)— ’

which is proved as follows. Using the definition of 3, and R, we have that 1 — 8"”3 “(1+ 1 ) >

1— 3208 > 180 for (21) to hold, it suffices to have that 16nnRerv/2||ug — y|| < C’ Wthh is true

by the definition of C. Now we are going to show that Hw,@ (r) | < R:= g5 2+ . We have that
M R ®© vz
) — w0l € Y (2 4 S0fert) | € 2 (L) ly — o
()
9 /2n (40 nlog(m /) log? (n/9)) (22)
(d)
< G4n++"’
32nRcrt crt T 2

where (a) is due to Lemma H in Appendix |C} (b) is because === = ZI2 < N N

where we use ¢ < T which is shown in Lemma|9|in Appendix |C} as well as the condition that

ﬁn” = Q(T), (c) is due to Lemmain Appendix , which states that with probability at least

1 — §/3, the initial error satisfies ||y — uo||?> = O(nlog(m/§)log?(n/s)), and (d) is by the choice
of the number of neurons m = Q(A~*n*+2* log®(n/4)). So we can conclude that holds at ¢.

Furthermore, with the choice of m we have that 3n% exp(—mR/10) < ¢. Finally, Lemma [9]in
Appendix shows that =5~ < - fnv |ly — uol|- Thus, we have completed the proof. O

4 CONCLUSION

In this work, we show that Polyak’s momentum helps to accelerate training a one-layer ReLU net-
work. The insight is that the dynamic of the predictions by the neural network during training is not
very different from the accelerated dynamic in solving the strongly convex quadratic functions by
the same method, provided that the weights of the neural net do not move away from its initialization
too much so that most of the activation patterns of the neurons remain the same during training. We
note that in the literature, this is called training a neural net in the Neural Tangent Kernel (NTK)
regime (Jacot et al, 2018)). Recent work of (Nakkiran et al.,|2019) shows that during the early stage
of training, the functions that a neural net learns are some simple functions of data, and then it starts
learning more complicated functions after learning the simple one. Furthermore, Hu et al.| (2020)
suggest that during the early stage, the network training is indeed in the NTK regime. Therefore, a
possible future work is combing our results and those of (Nakkiran et al.| 2019; [Hu et al.| 2020) to
show that momentum helps to learn the simple functions faster. We hope that our work sheds light
on explaining why the momentum method works well in practice.
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A PROOF OF LEMMA[I]

Lemmal I} (Dynamics of the residual error): Following the notations defined in Subsection

suppose that for all t € [T| and r € [m], ||w§r) - w((f)H < R, for a number R > 0. Then, gradient

descent with Polyak’s momentum (Algorithm[I| & Algorithm[2)) for (2) has
§tv1 = (In — nH)& + B(& — &i—1) + b1, (23)

. . . 2 St —1 pt—1—s
where the iy, entry of ¢y € R™ satisfies |¢¢[i]| < %( lur — | —1—522:0 B8 lug — y||)

Proof. For each sample 4, we will divide the contribution to A/ (z;) into two groups.

N(z;) = % > aro (W™, z;))
r=1 (24)
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To continue, let us recall some notations; the subgradient with respect to w(™ € R? is

OL(W
(r)
RO \/A,EE: —yi)apz; 1{{(w, z) > 0}. (25)
and the Gram matrix H; whose (i, j) element is
. 1 r T
Hyli, j] :== e sz {{w (),xi>20&<w§),xj>20}. (26)
r=1
Let us also denote
1
Hitfig) = ey 3 1wl w) > 0& (], 25) > 0}, @n
m resSt
We have that
§t+1['] = Nt+1($z‘) ~¥i
1 .
Z aro((wyy,2:) +—= D aro((wy,z) — v (28)
TES resS;t
first term

For the first term above, we have that

\FE; ((wi.a fE; —na;;gf;’wwﬁ” wh), )
7= 2 arlut” - ”ﬁi;vf) B — ™)) @) - 1w, ) > 0}
<“)\;m;£ar<wgr),xi>.n{< 2) > 0} + \/’i;ar (wi” ) L (wi”, 2) > 0}

—;% Te};iar<w§’“>1,wz> L{{w{™y,2:) 2 0} =7 fZ Yff)a ) 1{(w;”, 2;) > 0}
“Nila) + BN = Nics (@) = == 3 () L) > 0)

resit
- fﬁ Z ar(wf”, )1 {(w", @) > 0} + fm Z ar(w(”y,2) 1 (wi”y, 2:) > 0})
—nfrezg Yf;), w1 {(wf.x) > 0}

last term

29)
where (a) uses that for r € S, ]l{(wﬁ?hxﬁ >0} = 1I{{w (T), i) >0} = IL{(wt 1,:@} > 0} as
the neurons in .S; do not change their activation patterns. We can further bound (29) as

@M@0+MM@J Ni—a(s)) nz:ij H(Wy)ij

= LY e Ny —wy) Y M2 > 0& (w”,x;) > 0}
j=1

res;-

_ :;%; jg: ar<ugr>7 ) 1{(w”, z;) > o}-—»\;il j{: ar<u§r> >1{< z;) > 0}

resS;- res;
p

+mr§%ar<wt 1,7 >]]'{<wt L) > 0}), (30)
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where (b) is due to that

1 OL(Wy)
7 Tres, ar(Grdh 1w, i) 2 0}
last term
1 . T T
==l oy Walay) — ;) Y L{{w” wi) = 0& (w”),2;) > 0}
Jj=1 res;
Z (Ni(z;) HWy);; — Zx zj(Ne(xj) — ;) Z ]l{(wir),xz) >0& <wt(T),xj> > 0}.
j=1 reS;

Combining (28) and (30), we have that

€ [i] = &ili] + B(&ld] — &1 ld —T]ZHHJ& Jl

j=1

%Z i (Nila) =) Y (i, 2) > 0 & (wf”, ;) > 0}
Jj=1 7'65-i
+ jﬁzs wrol(whai)) - aral(wl, ) — fa,o((w,2:)) + Baro((w)y,a:)).
(32)
So we can write the above into a matrix form.
&1 = In —nH)E + B(& — Ei—1) + ¢4, (33)

where the i element of ¢; € R"™ is defined as

orli] = —% SoalaWaley) =) Do 2{(wf 2) 2 0& (wf”,2;) 2 0}

=1 resit

Z{ar (W 2) — a0 (" 2)) = Baro (i, 2:) + Bayo((wy, @)}

7“65’L

+

ﬂ

(34)
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Now let us bound ¢ [i] as follows.

orli) = >l (Wilay) —w5) 3 H(wf” w) > 0& wf” ;) > 0)

res;t
+jﬁrg;{aro«wﬁ?l,xm—aro<<w§”),xi>>—ﬂara(< o) + Paro (™, z:)))
(a) S;
S%II y\|+\ﬁz (P = wi| + Bllw™ = wi™, )

res;t

) \/H|SZL| t— s ) t—1—s L( )
S UL RSy DY (156 ||+B||Zﬂ o)

rest  s=0

LAy S (o N

TESJ‘ s=0
(@) 1y/n|SE| IVAISE] = s
< P g =yl + PP (Y B s~y + B Y B s — )
s=0 s=0
—1
20/n|SL| =
= 2 (e =yl + 8 B s — ),

(35)

where (a) is because — L 37", x] o (Ni(x5) —y5) > ey IL{(w)ET) i) > 0& (w, () z;) >0} <
€ €L
% Doy WNi(zg) — 4] < %Hw — |, and that a(') is 1-Lipschitz so that

1 r - ,
—= 3 (ol o) —ao(f”20) < <= 3 (i) - 2]

TESJ‘ ’I‘ESL

= \F Sl — w0z < —= Z 1w, — w,

reS;it resL

similarly, \;—ﬁ ZresL (ar (<w£r),xi>) — aTU(<wt(r)1,a:i))) < B% EreSL ||w,§r) — wt(r)1|| (b)
W)

is by the update rule (Algorlthm , (c) is by Jensen’s inequality, (d) is because \
| S (wsli] = g apail{aTw” > 0} < Y flug —y|.

Ow ("”)

B PROOF OF LEMMA 3]

Lemma @: Following the setting as Th60rem set m = Q(A"?n?log(n/d)) and the momentum
parameter 8 = (1 — 4/ %)2 Suppose that the step 1 is chosen so that 1 < ﬁ Then, with
probability at least 1 —§ —n?-exp(—mR/10), for any set of weight vectors W := {w® ... w(™}

satisfying ||w(") — w((f) | <R:= %for any r € [m], it holds that

Proof. Denote M := || In — TIHS.W) + Al _%I” on ll Denote A(D) > \2) > ... > \(n)

eigenvalues of H in a decreasing order. To obtain the spectral norm M, it suffices to consider the
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spectral norm of the sub-matrix M}, = || 1= 77)‘1“@) +h8 _Oﬁ] |2 € R?*2 for each k € [n], and
one will have M = max{Mj}, which is a known technique in the literature (see e.g. |Saunders
(2018); |Ang| (2018)); Recht| (2018))). The eigenvalues of the 2 x 2 matrix is given by the roots of
p(k) := 22 — (14 B — nA\"))z + B. It can be shown that when 3 is at least (1 — 77)\(’“))2, then
the magnitude of the roots of each p(k) are at most /3 (see Lemmain Appendix . It remains to
bound A(™). We have that

)\(n) = )\mm(H(W)) > )\min(HO) - ||H0 - H(W)HF > %)\ —ZA > %7 (36)

where in the second to last inequality, we use Lemma [6] in Appendix [C} which states that with
probability at least 1 — 4, the smallest eigenvalue satisfies Apin (Hp) > 1)\ under the condition of

the number of neurons, i.e. m = Q(A"2n%log(n/d)), and we also use Lemma 7] in Appendix [C}
which shows that i [w™ — w(”)|| < R := 2 for all r € [m], then with probability at least

1 —n? exp(—m4L), it holds that || Hy — H(W)||r < 2nR = 2nd = 3.

By using that | Hy — H(W)||r < 2, we also have

A
AD = Anax (H(W)) < Anax(Ho) + [|Ho = HW) [P < Amax(Ho) + 5

_ _ A _ A
S)\max(H)'f'HHO_H”F""Z S)\max(H)+§a (37)

where in the last inequality we use Lemma@ Therefore, for n < (I ‘1 Tk we have nA(’f) <1
2 2

for any & € [n]. Consequently, we have (1 — n)\(")) < <1 — \/"2)‘) = [, which in turn

implies that M = max,{M;} </B=1- % O

C SOME SUPPORTING LEMMAS

We will also need the following lemma, which shows that the iterate during the execution of the
algorithm is not far away from its initialization. Similar results appear in the previous works (e.g. [Li
& Liang| (2018); J1 & Telgarsky| (2020); Du et al.| (2019bja)); |Allen-Zhu et al.| (2019); Song & Yang
(2019); Zou et al.| (2019); |Arora et al.[(2019); [Zou & Gu|(2019)).

Lemma 4. Following the setting as Theorem 2] if for any s < t, the residual dynamics satisfies
1S o1& 1+ w5 where €= 16vBmReruo -

, then we have that

iy = w” | < B22Cp. ully — o,
forall v € [m), where Cg, ; := (17}9*)2 + 16’7(7‘50;*()2“) < Z 4 32"RC§(t+1)'

17



Under review as a conference paper at ICLR 2021

Proof.
®, -0 s )
gy — wg”| < nlem(”H HZBS || < ZZB || B
s=0 s=0 7=0 s=07=0
(@
< nZZﬂS V)
s=071=0 \/7
(d) S—T _V ~
ST}ZZﬁ B*W\Iy—uOIIJr )
s=071=0 B*
(&) nv/2n C’ s—7
Qv Z ol = ol + 2252< )
s=0717=0
(f) 77\/271 1 Iy — ol + nﬁ(lGﬁnnRCTHuo -yt +1)
Vi (1= V(1= B)(1 - 32)
@ nv2n
\/* Bt |y - uOHa
(38)
where (a), (b) is by the update rule of momentum, which is wg +)1 — wt(T) = nmET), where
mi” =Y, B 59 6 (7) ) (c)is because || (,) =I>0, (v us[z])\lﬁa,n:cZ ]l{(ws ,x) >
0}l < % Do Iy — wsli]] < \/>HZ/ — Ugl|2, (d) is due to the assumption that || [ ] | <
Sl [ ] 5, () is because that 8 = 32, (f) isby >_po, kO = ﬁ forany 6 € [0, 1),

and (g) we denote Cg* = s }3 yz + 16"81%?()2“) Finally, by using that 3, := (1 — \/%), we

have that Cj, ; < )\ + w . The proof is completed.

O

Lemma 5. The roots of the characteristics equation, z*> — (1+ 3 —n\)z + 8 = 0, have magnitude

2l < VB if B> (1= Vi)™

VEF—IN P15
Proof. The toots of 22 — (1 + 8 — n\g)z + B = 0 are z = P2V HF-nd)? -1
The magnitude of the roots are the same when the roots are imaginary, Wthh is |z| =

1+8-—n )2 +48—-(1+B—nAk)? _
\/< MA)PHAB (B _ /g
Simple calculation shows that (1 + 3 — n\g)? — 48 < 0if B > (1 — /)2

O

Lemma 6. (Lemma 3.1 in|Du et al.| (2019b) and Song & Yang|(2019)) Denote A := Apmin (H ) Set
QA "2n?%log(n/6)). Suppose that w1, ..., W, are i.i.d. generated N(0,1,). Then, it holds
that

|H(W) — H||p < 3 and Apin (H(W)) > 2,

with probability at least 1 — §.

L[N

Lemma 7. (Lemma 3.2 in|Song & Yang|(12019)) Fix a number Ry € (0, 1). Suppose that 1, . . . , Wy,
are i.i.d. generated N (0, I;). Then, for any set of weight vectors w, . .., w,, € R? that satisfy for
any r € [m], ||@, —wy|l2 < Ry, it holds that

IEH(W) = H(W)||r < 2nRq,

with probability at least 1 — n? - exp(—mRy/10),

18
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Lemma 8. (Claim 3.10 in |Song & Yang| (2019)) Assume that w(()r) ~ N(0,1;) and a, uniformly
sampled from {—1,1}. For 0 < 0 < 1, we have that

ly = wol|* = O(nlog(m/6) log*(n/5)),
with probability at least 1 — 0.
Lemma9. Denote R := o2+, cr := max,<r BL(1+ B, Zi;%) B2), C := 16V 2crnnR||lug—y||,

L nA 1 c 1 _ . 1
and B, :=1—/ 5. Then, cp < S and 5 < VA lly —uol|. Furthermore, if n\ < 3,
then B, > %; and consequently,

1
<7
="
C 1
< — Upll|.
7 < 5o vl

Proof. We have that

c Eoderlluo =yl erva
= = Juo — yll- (39
1-p /A 2n¥
* ny 777
So it remains to bound ¢ := max;<7 SL(1 + B ZZ;E B¢). Let us denote z := S%. Note that
x < 1. Consider maximize h(x) := x(1 + B« 11:;*) =155 — 155 x2. The derivative is Vh(z) =
1 2B

x. So the maximal value is at x =

1 1 _ 1
75 and we have that h(55-) = W5 =

So we have that ¢; < —L—. Substituting it back to (39), we have that
RRRTRvES ¢

1-5. ~ 1-8.
1
11—V E

C 1
< — Ug||-
7 < 17 vl

(40)

O
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D EXPERIMENT

In this section, we report a proof-of-concept ex-

periment. We sample n = 5 points from the

normal distribution, and then scale the size to 2 —
the unit norm. We generate the labels uniformly \
random from {1, —1}. We let m = 1000 and AN
d = 10. We compare vanilla GD and gradient SN
descent with Polyak’s momentum. We use the
empirical Gram matrix at the initialization as
an estimate of . Denote \pay := Amax (Ho)
and Amin = Amin(Ho). Then, for gradient de- ~

. ) 0.5 ~ -
scent with Polyak’s momentum, we set the step S <

empirical risk
1
7/
T

sizen =1/ (105\max> and set the momentum =

5 10 15 20 25 30 35 40 45 50
iteration

parameter 8 = (1 — \/nj\min)Q. For gradient
descent, we set the same step size.

. Figure 2: Empirical risk L(W;) vs. iteration ¢.
We also repprt Fhe percer}tlles of pattern Polyak’s momentum accelerates the optimization pro-
changes over iterations. Specifically, we report ceqq.

the quantity
Sy o Usign(e] w;”) # sign(a ] wi”))
mn ’
as there are mn patterns. For gradient descent with Polyak’s momentum, the percentiles of pat-

tern changes is approximately 0.76%; while for vanilla gradient descent, the percentiles of pattern
changes is 0.55%.
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