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Abstract

Journalists engage in multiple steps in the news001
writing process that depend on human creativ-002
ity, like exploring different “angles” (i.e. story003
directions). These can potentially be aided by004
large language models (LLMs). By affecting005
planning decisions, such interventions can have006
an outsize impact on creative output. We ad-007
vocate a careful approach to evaluating these008
interventions, to ensure alignment with human009
values, by comparing LLM decisions to previ-010
ous human decisions. In a case study of journal-011
istic coverage of press releases, we assemble a012
large dataset of 250k press releases1 and 650k013
human-written articles covering them2. We de-014
velop methods to identify news articles that015
challenge and contextualize press releases. Fi-016
nally, we evaluate suggestions made by LLMs017
for these articles and compare these with deci-018
sions made by human journalists.019

1 Introduction020

In-depth news coverage goes beyond summariz-021

ing events by developing, confirming, and refuting022

narratives to expand readers’ understanding. This023

process adheres to professional norms and requires024

time and resources (Schudson, 1989). In an era025

where journalists are inundated with complex top-026

ics to cover and newsroom resources are dwindling027

(Angelucci and Cagé, 2019), approaches to facili-028

tate such coverage are needed (Cohen et al., 2011).029

We lay the groundwork for developing AI-aided030

journalism and ensuring it aligns with journalistic031

values by studying press release coverage. Press re-032

leases offer a great window into the journalistic pro-033

cess. Releases contain potentially valuable infor-034

mation, but are often “spun” to portray events pos-035

itively by using incomplete information (Spence036

1Including notable press releases – OpenAI’s GPT2 an-
nouncement, Meta’s Cambridge Analytica Scandal, etc.

2We release the following: full text of press releases, URLs
of news articles covering them, code to recreate our corpus.

and Simmons, 2006). “De-spinning” them involves 037

challenging claims and placing them within a larger 038

context (Maat and de Jong, 2013). By analyzing 039

a large corpus of press release coverage, we study 040

how journalists have covered press releases in the 041

past and compare these with LLM decisions. 042

We start by assembling a corpus of press releases 043

and articles that were the focus of substantial hu- 044

man reporting and thus could benefit most from 045

LLM assistance. According to Maat and de Jong 046

(2013), effective coverage substantially challenges 047

and contextualizes press releases. Identifying ef- 048

fective coverage is not trivial: many articles un- 049

critically summarize press releases or use them 050

peripherally in larger narratives. To measure the 051

degree to which an article effectively covers a press 052

release, we study how much the article entails and 053

contradicts it. We extend Laban et al. (2022)’s 054

method for evaluating vanilla summaries to mea- 055

sure what we call constrastive summaries, using 056

document-level entailment, contradiction and neu- 057

tral measurements as weak labels. Human eval- 058

uation shows that our method identifies effective 059

coverage with 81 F1-score. We use this to identify 060

6,000 news articles and press release pairs. 061

Next, we ask what planning decisions character- 062

ize effective coverage. Our most significant find- 063

ing is a strong positive correlation between the 064

number of informational sources in news articles 065

and how critical their coverage is. With this in 066

hand, we use our dataset to evaluate how emerg- 067

ing AI tools, like LLMs, might facilitate effective 068

coverage. We compare the kinds of sources sug- 069

gested by an LLM with the sources human journal- 070

ists used to cover these articles. We also evaluate 071

prior work by Petridis et al. (2023) which explored 072

the “angles”, or story directions, recommended by 073

an LLM. Overall, we have two core findings: (1) 074

We find that LLMs perform well at recommend- 075

ing angles that humans ultimately took (63.6 F1- 076

score), but perform poorly at recommending kinds 077
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of sources (27.9 F1-score). (2) The level of cre-078

ativity for both angles and sources is low, aligning079

with recent observations in LLM-driven creativity080

(Tian et al., 2023b). In sum, we make the following081

contributions:082

• We study how journalists make decisions083

around covering press releases. We build a084

news article dataset capturing over a decade085

of press releases and corresponding news cov-086

erage.087

• To find examples of effective press release cov-088

erage, we define the task of contrastive sum-089

marization, and develop an approach based on090

Laban et al. (2022). We find that effective cov-091

erage uses significantly more informational092

sources and takes creative angles compared093

with average coverage patterns.094

• We use these examples to study suggestions095

made by LLMs (Petridis et al., 2023) and096

find that models both lack creativity compared097

with human suggestions and do a poor job of098

recommending informational sources. How-099

ever, LLMs are generally better at suggesting100

angles.101

We lay the groundwork for future work in plan-102

ning and generation by focusing on the domain of103

press release coverage and providing a high-quality104

set of human observations.105

2 Dataset106

We describe how we construct PressRelease, a107

large corpus of 650k news articles hyperlinking108

to 250k press releases. PressRelease contains data109

collected in two main approaches, described next,110

in order to avoid biases with either one.111

News Outlets → Press Releases We collect112

news articles and find press releases based on links113

in these articles. We query Common Crawl for all114

URLs from 9 major financial newspapers3 scraped115

since 2021, resulting in 114m URLs. We filter116

this down to 940k URLs using Storysniffer (Welsh,117

2022), a supervised model that identifies news arti-118

cles (vs. other webpages, e.g. login pages). Next,119

we identify articles that cover press releases by120

finding hyperlinks in articles that link to a press121

3Wall Street Journal, Business Insider, Forbes, Market-
Watch, CNBC, Reuters, Fox Business, New York Times Busi-
ness Section, Washington Post Business Section, Techcrunch.

release.4 This yields 247,372 articles covering 122

117,531 press releases. We retrieve the most recent 123

version of the press release page published before 124

the news article, from the Wayback Machine5. We 125

note that this approach is biased in several ways. 126

Firstly, we only capture the coverage decisions of 127

the 9 major financial newspapers. Secondly, our 128

technique to find hyperlinks to press releases, via 129

keyword filters, introduces noise. Thirdly, we are 130

more likely to discover popular press releases and 131

less likely to discover ones that received less cov- 132

erage. To address these biases, we retrieve data in 133

the opposite direction as well. 134

Press releases → News Articles We discover 135

backlinks from press releases to news articles. First, 136

we compile the subdomains of press release offices 137

for all 500 companies in the S&P 500, and other 138

organizations of interest (e.g. OpenAI, SpaceX and 139

Theranos) and specific, notable press releases6. We 140

use a backlinking service7, to query webpages link- 141

ing to each of these subdomains. We again use 142

Storysniffer to identify backlinks that are news ar- 143

ticles, and retrieve a total of 587,464 news articles 144

and 176,777 press releases from the Wayback Ma- 145

chine. This approach, like the last, is also biased. 146

Despite now discovering news articles from a far 147

wider array of news outlets, we now overrepresent 148

press releases from the top companies; we also 149

miss press releases that are not directly posted on 150

their company websites. 151

2.1 Combining and Filtering 152

The combination of two directions, we hope, has 153

helped us reduce popularity biases any one direc- 154

tion imposes. We exclude press release/article pairs 155

where the press release is linked in the bottom 50% 156

of the article. Additionally, we exclude pairs that 157

are published chronologically far apart (>1 month 158

difference). Both heuristics exclude press releases 159

4URLs containing the following phrases: ’prnewswire’,
’businesswire’, ’press’, ’release’, ’globenewswire’,
’news’, ’earnings’, ’call-transcript’ OR those with
the following anchor text: ’press release’, ’news
release’, ’announce’, ’earnings call’.

5The Wayback Machine, https://archive.org/web/
(Notess, 2002), is a service that collects timestamped snap-
shots of webpages, allowing users to retrieve past webpages.

6Including: Apple IPhone releases, OpenAI’s GPT2 and
ChatGPT release notes, Facebook’s response to the Cam-
bridge Analytica Scandal, Equifax’s response to their 2016
data breach and other major corporate events, including cor-
porate scandals listed here: https://www.business.com/
public-relations/business-lies/

7Moz, https://moz.com/.
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that are not the main topic of coverage. We query160

the Wayback Machine to find the earliest collection161

timestamps of documents. After applying these162

filtering steps, we are left with a total of 656,523163

news articles and 250,224 press releases from both164

directions. We discuss additional processing steps165

in Appendix A.166

3 Press Release Coverage as Contrastive167

Summarization168

We seek to identify when a news article effectively169

covers a press release, as defined by (Maat and170

de Jong, 2013). We examine pairs of news arti-171

cles and press releases, answering the following172

two questions: (1) is this news article substantially173

about this press release? (2) Does this news arti-174

cle challenge the information in the press release?175

While many articles discuss press releases, most of176

them simply repeat information from the release177

without offering insights. After examining hun-178

dreds of examples, we realize that effective cover-179

age can viewed through the lens of a novel frame-180

work, contrastive summarization. A piece of text181

is a contrastive summary if it not only conveys the182

information in a source document, but also contex-183

tualizes and challenges it.184

Can we automatically detect when a piece of text185

is a contrastive summary? To do so, we represent186

each press release and news article as sequences of187

sentences, P⃗ = p1, ...pn, N⃗ = n1, ...nm, respec-188

tively. We establish the following two criteria:189

1. Criteria # 1: N⃗ contextualizes P⃗ if:190 ∑
j=1,...n P (references|N⃗ , pj) > λ1.191

2. Criteria # 2: N⃗ challenges P⃗ if:192 ∑
j=1,...,n P (contradicts|N⃗ , pj) > λ2.193

We define binary variables “references” and194

“contradicts” as 1 if any sentence in N⃗ references195

or contradicts pj , 0 otherwise. These criteria lend196

themselves to NLI classifications (Dagan et al.,197

2005), where “contradicts” is as defined in NLI,198

and “references” = [“entails” ∨ “contradicts”].199

Intuitively, this approach gets us close to our goal200

of discovering press releases that are substantially201

covered and challenged by news articles: a press202

release is substantially covered if enough of it’s203

information is factually consistent or contradicted204

by the news article. And it is substantially chal-205

lenged if enough of it’s sentences are contradicted206

by the news article. Laban et al. (2022) found207

Figure 1: Our approach for identifying news articles
that cover and challenge press releases. Inspired by La-
ban et al. (2022), we obtain doc-level NLI labels from
sentence-level NLI relations, p(y|pi, nj), by (1) aver-
aging, for each pi, the top kinner (pi, nj) predictions,
and then (2) averaging across the top kouter pi-level
scores. Coverage is satisfied if enough sentence-pairs
do not have neutral-NLI relations. Challenging is sat-
isfied if enough sentence-pairs have contradiction-NLI
relations.

that aggregating sentence-level NLI relations to the 208

document-level improved factual consistency es- 209

timation. We take inspiration from them. Figure 210

1 shows our process: first, we calculate sentence- 211

level NLI relations, p(y|pi, nj), between all P⃗ ×N⃗ 212

sentence pairs. Then, we average the top-kinner 213

relations for each pi, generating a pi-level score. 214

Finally, we average the top-kouter pi-level scores. 215

kinner is the number of times each press release sen- 216

tence should be referenced before it is “covered”, 217

and kouter is the number of sentences which need 218

to by “covered” to consider the entire press release 219

to be substantially covered. Using NLI to identify 220

press release/news article coverage pairs provides 221

computationally cheap and scalable method. 222

3.1 Detecting Contrastive Summaries 223

To detect when a news article contrastively sum- 224

marizes a press release, we annotate 1,100 pairs of 225

articles and press releases with the two questions 226

posed in the start of this section. Our annotations 227

are done by two PhD students. The first (an au- 228
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Q1: Does article cover press release?

LogReg/MLP/Hist 72.1 / 72.9 / 79.0
+coref 74.6 / 75.2 / 80.5

Q2: Does article challenge press release?

LogReg/MLP/Hist. 60.3 / 62.9 / 69.4
+coref 61.2 / 62.4 / 73.0

Table 1: Ability of document-level NLI metrics to cap-
ture factual consistency in news covering press releases
(F1-scores). We manually label press releases and
news articles for whether they cover and challenge the
press release. kouter and kinner are set via validation.
+coref resolution increases performance.

thor) annotated all documents. The second student229

doubly-annotated 50 articles, from which an agree-230

ment κ > 0.8 is calculated. We divide these docu-231

ments into a 80/10/10% train/val/test split and train232

classifiers to take NLI scores and output binary233

decisions. We test the following variations:234

• kinner and kouter Thresholds: ≥ kinner sen-235

tences in a news article must relate to a sen-236

tence in a press release. ≥ kouter press release237

sentences must have kinner relations.238

• Coreference-Resolved: Coreference reso-239

lution can generate sharper predictions by240

incorporating more context into a sentence241

(Spangher et al., 2023b). We test resolving242

coreferences in each document, +coref, using243

LingMess (Otmazgin et al., 2022).244

• Classifiers: We try three different classifiers.245

(1) LogReg: Logistic Regression. (2) MLP:246

An MLP with l levels,to learn non-linearities247

in the NLI-scores. (3) Hist: A binned-MLP,248

introduced in Laban et al. (2022).249

Table 1 shows how well we can detect con-250

trastive summarization in press release, article pairs251

(See Appendix B for more experiments). We find252

that Hist+coref performed best, with 73.0 F1. La-253

ban et al. (2022) noted that the histogram approach254

likely reduces the effect of outlier NLI scores.255

We apply Hist+coref to our entire PressRelease256

corpus, obtaining Doc-Level NLI scores for all257

pairs of articles and press releases in PressRelease.258

In the next section, we describe three primary in-259

sights we gain from analyzing these scores. Each260

insight sheds more light into how journalists cover261

press releases.262

Corr. w # Sources / Doc

Contradiction 0.50
Entailment 0.29
Neutral -0.50

Table 2: Correlation between doc-level NLI labels and
the # sources in the article. Sources extracted via
Spangher et al. (2023b)’s source-attribution pipeline.

Corr. w Contra.

Person-derived Quotes 0.38
Published Work/Press Report 0.30
Email/Social Media Post 0.25
Statement/Public Speech 0.25
Proposal/Order/Law 0.25
Court Proceeding 0.18

Table 3: Correlation between the level of contradiction
between a news article and press release and the types
of sources used in the news article. Types defined by
(Spangher et al., 2023b).

4 Analysis of Press Releases and News 263

Articles 264

We frame three insights gained in this section, each 265

explaining more about what effective coverage en- 266

tails. These insights lay the groundwork for our 267

explorations in the LLM planning framework that 268

we introduce in the next section. 269

Insight #1: When journalists effective coverage 270

press releases, they perform contrastive summa- 271

rization Recall, our annotators were instructed 272

to answer two questions aimed at identifying ef- 273

fective news coverage. Also, recall that our ap- 274

proach to modeling these was inspired by Laban 275

et al. (2022)’s approach to evaluating vanilla sum- 276

maries. Our performance results, between 70-80 277

F1-score, are within range of theirs (66.4-89.5 F1 278

across 6 benchmarks.) That a similar methodology 279

can work for both tasks emphasizes the related- 280

ness of the two: identifying effective coverage is 281

a version of identifying a summary. Thus, we call 282

our task contrastive summarization, to describe the 283

task of condensing and challenging information in 284

a document. 285

Insight #2: News articles that contradict press 286

releases more use more sources. Using methods 287

developed by Spangher et al. (2023b), we attribute 288

each sentence in a news article to the sources that 289

provide that information. Most news articles use 290

between 2-7 different sources. Interestingly, news 291

articles that have a higher Contradition score also 292
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use more sources8; Table 2 shows Contradiction293

and # sources to be strongly correlated and articles294

in the top quartile of Contradiction scores (i.e. >295

.78) using a median of 9 sources while articles in296

the bottom quartile use a median of 3.297

Insight #3: News articles that contradict298

press releases more use more resource-intensive299

sources. Of the kinds of sources used in news ar-300

ticles, the majority are either Quotes, 40%, (i.e. in-301

formation derived directly from people the reporter302

spoke to), or Press Reports, 23% (i.e. information303

from other news articles). We obtain these labels304

by scoring our documents using models trained and305

described by Spangher et al. (2024). As shown in306

Table 3, the use of Quotes, or person-derived infor-307

mation, is correlated more with Contradictory arti-308

cles. Quotes are typically more resource-intensive309

to obtain than information derived from other news310

articles. A reporter usually obtains quotes through311

personal conversations with sources (Houston and312

Horvit, 2020); this is a longer process than sim-313

ply deriving information from other news articles314

(Bruni and Comacchio, 2023). Additionally, in315

terms of the distribution of sources used in each ar-316

ticle, Court Proceedings and Proposal/Order/Laws317

are overrepresented in Contradictory articles: they318

are 124% and 112% more likely to be used than319

in the average article. In general, these kinds of320

sources require journalistic expertise to assess and321

integrate (Machill et al., 2007), and might offer322

more interesting angles.323

Take-away: Taken together, our three insights324

suggest that any approach to assisting journalists325

in covering press releases must have an emphasis326

on (1) providing a starting-point for a contrastive327

summary and (2) incorporating numerous sources.328

We take these insights forward into the next section,329

where we assess the abilities of LLMs to assist330

journalists.331

5 LLM-Based Document Planning332

Our insights into how press releases are covered333

drive our considerations for how LLMs might assist334

journalists. Specifically, we ask: how well can an335

LLM (1) provide a starting-point, or an “angle”,336

for a contrastive summary and (2) how well can an337

LLM provide useful sources?338

8Doc-Level scores are calculated using +coref articles
according to kinner and kouter thresholds from the last line
in Table 1.

Petridis et al. (2023) explored how LLMs can aid 339

press release coverage. The authors used GPT-3.5 340

to identify potential controversies, identify areas to 341

investigate, and ideate potential negative outcomes. 342

They showed that LLMs serve as useful creative 343

tools for journalists, reducing the cognitive load of 344

consuming press releases. While promising, their 345

sample was small: they tested 2 press releases and 346

collected feedback from 12 journalists. 347

Here, because of PressReleases, we are set up 348

to conduct a far larger test to benchmark LLMs 349

planning abilities. In this section, we identify 300 350

critical news articles and the press releases they 351

cover. We compare plans generated by LLMs with 352

the plans pursued by human journalists. This serves 353

as a first step towards establishing principles for 354

the use of LLMs in human-in-the-loop creative 355

pipelines. 356

5.1 Experimental Design 357

As described in the previous section, we use 358

Hist.+coref to score the entire PressRelease cor- 359

pus. Here, we take press releases and articles that 360

are in the top 10% scores. From this set, we sam- 361

ple 300 articles and press releases and manually 362

verify each to be examples of effective coverage. 363

In other words, these are press releases where hu- 364

man journalists found ample material to criticize. 365

We use these as examples to explore which critical 366

directions LLMs will take. 367

Figure 2 shows our overall process. In the first 368

step, (1) LLM as a planner, we give an LLM the 369

press release, mimicking an environment where 370

the LLM is a creative aide. We prompt an LLM 371

to “de-spin” the press release, or identify where it 372

portrays the described events in an overly positive 373

light, and suggest potential directions and sources 374

to pursue 9. Our angle prompt builds off Petridis 375

et al. (2023), however, our source prompt is novel, 376

given the importance attributed to sources in Sec- 377

tion 3. Next, (2) Human as a planner, we use 378

a strong LLM to assess what the human actually 379

did in their reporting. Finally, (3) Comparing, we 380

assess how the LLM plans are similar or different 381

from the human plans. 382

9We keep these sources as generic sources, e.g. “a federal
administrator with knowledge of the FDA approval process”,
not a specific person.
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Figure 2: Approach to Probing LLM’s Planning Abilities: Assessing LLMs abilities to assist in article-writing
involves comparing the plans an LLM suggests with steps human journalists actually took during reporting, as
inferred from the final article. In (1) Generating plans, the LLM is asked to suggest angles and sources to pursue.
In (2) Assessing “gold truth’’: we infer the steps the human took while article writing by analyzing completed
articles using LLMs. Finaly , (3) Benchmarking, a third LLM compares the plan suggested by the LLM with the
steps actually taken by the human.

Angle Source
Prec Recall F1 Prec Recall F1

zero-shot

mixtral-8x7b 35.1 24.5 28.1 15.7 16.3 14.7
command-r-35b 57.2 61.4 57.0 28.5 26.2 25.1
gpt3.5 56.3 54.0 52.7 23.8 15.5 17.8
gpt4 53.6 63.4 56.3 23.2 21.5 21.2

few-shot

mixtral-8x7b 40.8 28.9 31.8 17.3 13.3 13.7
command-r-35b 55.7 60.0 56.1 21.2 21.7 20.1
gpt3.5 53.3 51.0 48.7 20.8 15.1 14.8
gpt4 51.6 59.3 53.4 19.5 17.9 17.8

fine-tuned gpt3.5 67.6 62.7 63.6 31.9 27.5 27.9

Table 4: The plans and suggestions made by LLMs for covering press releases generally do not align with human
journalists. Precision (Prec.) is the number of items from the plan that the journalist actually pursued (averaged per
press release). Average Recall (Recall) is the number of items from the human-written article also suggested by the
plan (averaged across news article). Angle is suggestions for directions to pursue, (Petridis et al., 2023), and is a
combination of all points identified in parts #1 and #2 of Figure 1. Source is suggestions for sources to speak with,
in general terms (e.g. “a manager at the plant”, “an industry expert”.)

5.2 Models and Evaluations383

We consider two pre-trained closed models384

(GPT3.5 and GPT410) and two high-performing385

open-source models ( Mixtral (Jiang et al., 2024)386

and Command-R (GOMEZ, 2024) ). We con-387

duct experiments in 3 different settings: Zero-shot,388

where the LLM is given the press release and defini-389

tions for “angle” and “source”, and asked to gener-390

ate plans. Few-shot, where the LLM is given 6 ex-391

amples of press release summariesand the human-392

written plans11. Finally, we fine-tune GPT3.512 on393

a training set composed of press releases paired394

10gpt-4-0125-preview and gpt-3.5-turbo-0125, as of
February 9th, 2024.

11We manually write the summaries and the plans
12Using OpenAI’s finetuning API: https://platform.

openai.com/docs/guides/fine-tuning

with human plans. We give full prompts for all 395

LLM queries run in this paper in the Appendix. 396

Evaluation 1: Precision/Recall of Plans We 397

give GPT4, our strongest LLM, the press release 398

and human-written news article. We ask GPT4 to 399

identify the reporting steps the author took while 400

writing: the angle the author took and the sources 401

that the author used. We use GPT4 to check how 402

many ideas proposed by the LLMs match the steps 403

taken by the journalist. From this, we calculate 404

Precision/Recall per document, which we average 405

across the corpus. 406

Evaluation 2: Creativity of the Plans We re- 407

cruit two journalists as annotators to measure the 408

creativity of the plans pursued both by the LLMs 409

and the article authors. We develop a 5-point scale 410

6

https://platform.openai.com/docs/guides/fine-tuning
https://platform.openai.com/docs/guides/fine-tuning


inspired by Nylund (2013), who studied the jour-411

nalistic ideation processes. They found that jour-412

nalists engaged in processes of new-material inges-413

tion, brainstorming in meetings to assess coverage414

trends, and individual ideation/investigation. Our415

scale is designed to capture this range: scores of416

1-2 capture “ingestion”, reflected in a direct en-417

gagement and surface-level rebuttals of the press418

release; scores of 3-4 capture “trend analysis”, or419

bigger-picture rebuttals; scores of 5 capture novel420

investigatory directions. We give our 5-point scale421

in Table 5.422

6 Results423

Table 4 shows the results of our matching exper-424

iment. We find that LLMs struggle to match the425

approaches taken by human journalists, but LLMs426

are better at suggesting angles than source ideas.427

Few-shot demonstrations do not seem to improve428

performance, in fact, we observe either neutral or429

declining performance. Fine-tuning, on the other430

hand, substantially improves the performance of431

GPT3.5, improving to 63.6 average recall for An-432

gle suggestions and 27.9 average recall for Source433

suggestions, a 10-point increase in both categories.434

We manually annotate 60 samples from the LLM435

matching to see if we concur with its annotations.436

We find an accuracy rate of 77%, or a κ = 0.54.437

The cases of disagreement we found were either438

when the LLMs plans were too vague, or contained439

multiple different suggestions: we usually marked440

these “no” while the LLM marked them “yes”.441

We observe slight different results for creativ-442

ity. As shown in Figure 5, creativity is overall443

lower for all categories of LLM: zero-shot, few-444

shot, and fine-tuning. However, in contrast to the445

prior experiment, we find that the differences be-446

tween human/LLM creativity are relatively similar447

for source plans and angles. Further, when we ob-448

serve the creativity of just the human plans that449

were retrieved by GPT3.5-finetuned, shown in Fig-450

ure 6, we observe a similar pattern: the human451

plans matched to GPT3.5’s plans are, overall, less452

creative than those that were not matched. We453

discuss the implications of these findings next.454

7 Discussion455

We assessed how LLMs can help journalists plan456

and write news articles. We constructed a large457

corpus of news articles covering press releases to458

identify existing journalistic practices and evaluate459

Figure 3: Average creativity of suggestions given by
sample of LLMs, evaluated on a (1-5) scale. Human
creativity is evaluated on steps taken by actual journalist
during reporting.

Figure 4: Average creativity of the human ideas that
were successfully matched to GPT3.5 fine-tuned sug-
gestions (“Recommended by LLM”) vs. human ideas
that were not successfully matched (“Missed by LLM”).
We observe no significant difference in creativity for
Angles, but significant difference in sources.

how LLMs could support those processes. 460

We found that LLM suggestions performed quite 461

poorly compared with the reporting steps actually 462

taken by humans, both in terms of alignment as 463

well as creativity. Does this suggest that LLMs are 464

poor planners in practice? Our benchmark provides 465

a useful check for this question, but we do not be- 466

lieve our experiments here are conclusive. Instead, 467

we view our approach as a first step: we compare 468

basic prompt engineering with human actions that 469

are observed from final-draft writing. Clearly, the 470

final drafts written by humans result from multi- 471

step, iterative reporting, accumulated experience, 472

and real-world knowledge. While LLMs are not 473

able to match many of these plans, they may never- 474

theless be helpful when paired with journalists. 475

Using human-decision making as a basis of 476

comparison for LLMs is standard, even in cre- 477

ative, open-ended tasks: e.g. story-planning 478

(Mostafazadeh et al., 2016), computational jour- 479

nalism (Spangher et al., 2023a,b, 2022) and others 480

(Tian et al., 2023a). If this problem were unlearn- 481

able (e.g. there were simply too many angles to 482

take, or so much prior knowledge needed to form 483

any kind of plan), then we would not see any im- 484

provement after fine-tuning. Crucially, the 10-point 485

improvement we observe from fine-tuning is evi- 486
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dence that there are learnable patterns. Existing487

research into journalism pedagogy, which implies488

that observation of other journalists’ standard prac-489

tice is as important as gaining subject-matter ex-490

pertise and conducting on-the-ground work (Ryfe,491

2023), should further support the hypothesis that492

planning is learnable.493

However, the low scores after finetuning imply494

the need for more fundamental work. Our cur-495

rent approach is naive: we expect LLMs to pro-496

duce human-level plans with simple prompting and497

no references, besides the press release. There498

are two major directions for advancement in this499

task: (1) creativity-enhancing techniques: The500

creativity gap we observed between humans and501

LLMs reflect similar findings in other recent re-502

search related to creativity in AI (Tian et al., 2023b;503

Gilhooly, 2023; Zhao et al., 2024). More exten-504

sive prompting, chain-of-thought style prompts505

(Wei et al., 2022), or multi-LLM approaches (Zhao506

et al., 2024) could improve creativity. (2) retrieval-507

oriented grounding: we found that many failures508

in LLM plans were rooted in LLMs lack of aware-509

ness of prior events, even high-profile events that510

were within its training window (e.g. it interpreted511

many of the points in Theranos press releases512

quite literally, without any awareness of the larger513

narrative playing out (Rogal, 2020)). Retrieval-514

augmented generation (Lewis et al., 2020) and515

Toolformer-style approaches (Schick et al., 2023)516

might help close this gap.517

Many approaches utilize LLMs in a writing en-518

vironment beyond prompt engineering. Our goal in519

this work was to outline a novel task and affirm the520

basic importance of human-grounded design. We521

believe that our use of LLMs in article planning522

represents an emerging and as-yet-underexplored523

application of LLMs to tasks upstream of the final524

writing output. In these cases, the decisions made525

by the LLM might one day have the ability to im-526

pact even more fundamental steps: which sources527

to talk to, which angles to take, and which details528

to highlight. Professional journalists ground their529

approach to these decisions in institutional values:530

fairness, reducing sourcing bias and confirming de-531

tails. Without carefully benchmarking the steps532

that LLMs make against human decision-making,533

we risk disregarding these values and opening the534

door to misalignment.535

8 Related Work 536

Our work is inspired by the task outlined in An- 537

gleKindling (Petridis et al., 2023), which intro- 538

duced LLM-assistants for press release coverage as 539

a useful writing tool and utilized LLMs to sum- 540

marize press releases and suggest angles. Our 541

work fits into a larger literature utilizing LLMs 542

as writing assistants (Yeh et al., 2024; Le Quéré 543

et al., 2024; Mirowski et al., 2023). We take a 544

data-driven approach toward identifying journalists’ 545

needs through corpus and benchmark construction. 546

Whether LLMs can serve as effective planners 547

in creative acts is currently an unresolved debate 548

(Kambhampati et al., 2024; Chakrabarty et al., 549

2023). However, the two-step process of planning 550

then creating has been explored extensively (Yao 551

et al., 2019; Alhussain and Azmi, 2021; Rashkin 552

et al., 2020). Our work aims to build in this direc- 553

tion by constructing an evaluation set. 554

We see broad parallels between the notion of a 555

plan, which is an unobserved generative process 556

preceding the generation of observable text, and 557

earlier generations of discrete latent variable mod- 558

eling (Bamman et al., 2013, 2014; Blei et al., 2003). 559

Work like (Spangher et al., 2024) seeks to extend 560

concepts and framing in this work into a more mod- 561

ern era by selecting the best plan from multiple 562

plans. We believe that various approaches are con- 563

verging to a novel approach to LLM and human 564

interaction, and we hope that our work serves as a 565

good addition and a useful benchmark. 566

9 Conclusion 567

We have built a corpus to study professional human 568

planning decisions by identifying well-reported 569

news articles covering press releases. These are ar- 570

ticles use a variety sources, engage in criticism, and 571

challenge the source material (Maat and de Jong, 572

2013). We assessed how LLMs could suggest plans 573

for covering source documents for these articles. 574

Our goal is to ground LLM planning in the obser- 575

vation of human dynamics, opening the door to 576

aligning future developments to journalistic prac- 577

tice. Our approach captures more broadly the ob- 578

jectives of human journalists across many different 579

organizations, across decades of coverage. Our 580

benchmark compares the plans an LLM makes to 581

approaches taken by journalists who were covering 582

press releases in real-life settings, and establishes a 583

new direction for exploring how LLMs can support 584

the journalistic process 585

8



10 Ethical Considerations586

10.1 Dataset587

The dataset we release consists entirely of publicly588

accessible press releases as well as the URLs of589

articles that are linking to them. We collect this590

data, and news article data, primarily from the Com-591

mon Crawl and Wayback Machine. We are using592

these materials for non-commercial purposes. As593

such, the following statement on Internet Archive594

holds13:595

For cultural materials that, broadly de-596

fined, belong in a library, the Internet597

Archive offers free storage, and free598

bandwidth, forever, for free. As a re-599

sult, there are now millions of works600

available through the Archive and most601

are available only for “non commercial602

use” and “with attribution.” Sometimes603

creators choose a Creative Commons li-604

cense (creativecommons.org) to express605

this.606

Our use is within the bounds of intended use607

given in writing by the original dataset creators,608

and is within the scope of their licensing.609

10.2 Privacy610

We believe that there are no adverse privacy impli-611

cations in this dataset. The dataset comprises news612

articles and press releases that were already pub-613

lished in the public domain with the expectation614

of widespread distribution. We did not engage in615

any concerted effort to assess whether information616

within the dataset was libelous, slanderous or other-617

wise unprotected speech. We instructed annotators618

to be aware that this was a possibility and to report619

to us if they saw anything, but we did not receive620

any reports. We discuss this more below.621

10.3 Limitations and Risks622

The primary theoretical limitation in our work is623

that we did not include a robust non-Western lan-624

guage source. This work should be viewed with625

that important caveat. We cannot assume a priori626

that all cultures necessarily follow this approach627

to breaking news. Indeed, all of the theoretical628

works that we cite in justifying our directions also629

focus on English-language newspapers. So, we do630

not have a good basis for generalizing any of our631

claims about LLM planning outside of the U.S.632

13https://help.archive.org/help/rights/

Another limitation is our core assumption that 633

human planning is the gold-standard. We tried ad- 634

dress this limitation by also considering creativity 635

as a secondary evaluation of plans. But there are 636

other ways to assess a plan in creative endeavors, 637

including factuality, robustness or efficiency. We 638

did not consider any of these metrics. Thus, our 639

evaluations might be overly harsh towards LLMs 640

and fail to evaluate some of the ways their plans 641

might be different-but-equal to human plans. 642

Our dataset has some risks. Because we include 643

instances of major corporate malfeasance, like En- 644

ron or Theanos, we might be including news cov- 645

erage that is particularly angled, opinionated or 646

extreme. These may not represent the core beat 647

needs of typical business reporting. We tried to 648

address this by evaluating over a large dataset. 649

In line with this, another possible risk is that 650

some of the information contained in our dataset 651

contains unprotected speech: libel, slander, etc. 652

Instances of First Amendment lawsuits where the 653

plaintiff was successful in challenging content are 654

rare in the U.S. We are not as familiar with the 655

guidelines of protected speech in other countries. 656

10.4 Computational Resources 657

The experiments in our paper require computa- 658

tional resources. Our models run on a single 30GB 659

NVIDIA V100 GPU or on one A40 GPU, along 660

with storage and CPU capabilities provided by our 661

campus. While our experiments do not need to 662

leverage model or data parallelism, we still rec- 663

ognize that not all researchers have access to this 664

resource level. 665

We use Huggingface models for our predictive 666

tasks, and we will release the code of all the custom 667

architectures that we construct. Our models do not 668

exceed 300 million parameters. 669

10.5 Annotators 670

We recruited annotators our academic network. All 671

the annotators consented to annotate as part of the 672

experiment, and were paid $1 per task, above the 673

highest minimum wage in the U.S. Both were based 674

in large U.S. cities. 1 identified as white, 1 as 675

Asian. Both identified as male. This data collection 676

process is covered under a university IRB. We do 677

not publish personal details about the annotations, 678

and their annotations were given with consent and 679

full awareness that they would be published in full. 680
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A Additional Dataset Processing 865

We clean each news article and press release’s text 866

in the following ways. Of the retrievals, 80% are 867

HTML, 10% are XML, 5% are DOCX14 and 2% 868

are PDFs. We exclude XML, as these are usually 869

news feeds. For HTML documents, we strip all 870

tags except <a> tags, which we use to determine 871

link position in the document. We exclude links 872

that are referenced in the bottom 50% of the docu- 873

ment, as these are also usually feeds. We parse text 874

from DOCX using docx-parser15. We parse PDF 875

documents using the pdf2image Python library 16. 876

This leaves us with full text for 500,000 documents. 877

We remove short sentences17 and non-article sen- 878

tences (e.g. “Sign up for... here!”) by running 879

a news article sentence classifier which identifies 880

non-article sentences with high accuracy (Spangher 881

et al., 2021). Additionally, we exclude press release 882

and article pairs that are published chronologically 883

far apart (>1 month difference). Such timescales 884

tend to occur when the press release is used as a 885

archival reference in the news article, not as a main 886

14Commonly used in Microsoft Word documents.
15https://pypi.org/project/docx-parser/
16https://pdf2image.readthedocs.io/en/latest/

index.html
17Defined as shorter than 5 words, excluding stopwords.
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Description More Detail

1 Directly related the press release and
supporting it’s contents.

Can be derived just by summarizing a point in the
press release.

2 Related to the press release but
questioning it’s points.

Little more than a simple pattern-based contradiction
to a point in the press release.

3 Takes an angle outside of the press
release, but relatively limited.

Can be a generic, larger-trend kind of contradiction.

4 Adds substantial and less obvious context
or history.

Substantial knowledge of prior coverage and
company awareness involved in making this choice.

5 Entirely new direction Substantial investigatory work was involved even to
make this suggestion

Table 5: Description of the 5-point creativity scale that we used to evaluate press releases. Based on Nylund
(2013), our scale captures different levels of creative ideation: direct engagement with the press release (1-2),
contextual/trend-level rebuttals (3-4) substantial and novel investigatory directions.

Figure 5: Creativity of the ideas generated by LLMs vs.
human journalists, ranked by human annotators, on a
1-5 point scale. Fine-tuning and few-shot both shift the
creativity distribution, but human journalists are ranked
the most creative.

topic of coverage. We find that existing parsing li-887

braries18 do not reliably extract dates from articles888

and press releases, so we query Wayback Machine889

to find the earliest collection-timestamps the of doc-890

uments. A manual analysis of 50 articles confirms891

that this approach is a reliable and universal way to892

establishing the publish-date.893

Figure 6: Creativity of the human ideas that were suc-
cessfully matched to GPT3.5 fine-tuned suggestions
(“Recommended by LLM”) vs. human ideas that were
not successfully matched (“Missed by LLM”). LLMs
are able to match the less creative human ideas.

B Doc-Level NLI Experimental Details 894

We define Document-Level NLI as an aggrega- 895

tion over all pairwise Sentence-Level NLI relations. 896

Figure 1 shows our process: first, we calculate 897

sentence-level NLI relations, p(y|pi, nj), between 898

all P⃗ ×N⃗ sentence pairs. Then, we average the top- 899

kinner relations for each pi, generating a pi-level 900

score. Finally, we average the top-kouter pi-level 901

scores. Document-Level NLI is shown via the fol- 902

lowing equation: 903

NLI-Doc(y|P⃗ , N⃗) = 904

1

kouter

∑
i=s(1)...s(kouter)

[
1

kinner

∑
j=s(1)...s(kinner)

p(y|pi, nj)

]
905

Where s(1)...s(n) is a list of indices sorted ac- 906

cording to the value of the inner equation. If 907

18e.x. Newspaper4k, https://newspaper.readthedocs.
io/en/latest/

12

https://newspaper.readthedocs.io/en/latest/
https://newspaper.readthedocs.io/en/latest/


Trial F1 Score
kouter kinner

Con. Ent. Neut. Con. Ent. Neut.

Q1: Does the news article cover the press release?

LogReg/MLP/Hist 72.1 / 72.9 / 79.0 70 72 71 20 22 40
+coref 74.6 / 75.2 / 80.5 68 76 67 5 5 20

Q2: If so, does the news article challenge information in the press release?

LogReg/MLP/Hist. 60.3 / 62.9 / 69.4 40 78 90 7 33 34
+coref 61.2 / 62.4 / 73.0 45 74 95 5 10 30

Table 6: Ability of simple sentence-level NLI-relational metrics to capture factual consistency in news covering
press releases. We show F1-scores on a set of 100 pairs of press releases and news articles manually labeled for
whether they (1) substantially covers the press release and (2) substantially challenges the press release. kouter
and kinner columns are hyperparameter settings: kinner shows how many of the sentences in a news article must
contradict/entail/etc. a sentence in the press release and kouter shows how many sentences in the press release
should be considered in the overall doc-level calculation. In general, coref resolution increases performance of
doc-level NLI-ratings, and enables lower kinner, kouter, indicating more precision.

y ∈ {entail, contradict}, we sort descending,908

if y = neutral we sort ascending. Intuitively,909

this approach gets us close to our goal of discover-910

ing press releases that are substantially covered by911

news articles: a press release is substantially cov-912

ered if enough of it’s sentences’ information is used913

or challenged by the news article. kinner (kinner)914

sets a level for which each press release sentence915

should be referenced before it is determined to have916

been “covered”, and kouter (kouter) sets a level for917

how many of these sentences are enough to con-918

sider the entire press release to be substantially cov-919

ered. With Figure 1 an example: (p1, n1) strongly920

entail each other while (p2, n2), (p2, n3) contra-921

dicted. All other pairs (e.g. (p1, n3)) are neutral.922

At kinner = 2, p1 would get an entailment score923

of ∼ .5, while p2 would get a contradiction score924

of ∼ .915. All other {entail, contradict} scores925

would be low while neutral would be high. At926

kouter = 2, the documents would have an entail-927

ment score of ∼ .25, a contradiction score of ∼ .5928

and a neutral score of ∼ .3.929

As shown in Figure 6, the best settings of the930

hyperparameters, kinner and kouter are largely also931

within expectation. After coreferences have been932

resolved, we find that 5-10 news article sentences933

contradict or entail a press release sentence before934

it is meaningfully addressed. On the other hand,935

much more sentence pairs must be neutral before936

the sentence is considered neutral. Overall, we937

find that resolving coreferences before perform-938

ing sentence-level tasks improves performance: it939

both increases the overall f1-score, and it narrows940

the kinner, kouter thresholds, indicating that it in- 941

creases the overall precision of this task. 942
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type Press Release Summary Human Plan LLM Plan

Angle ADUHELM, a treatment for
Alzheimer’s disease, has been
granted accelerated approval
based on its ability to reduce
amyloid beta plaques in the brain,
marking a significant
advancement in Alzheimer’s
treatment, with continued
approval contingent on further
verification of clinical benefits.

The news piece might
focus on the need for
another trial to confirm
the drug’s clinical
benefit, indicating that
the drug’s approval
could be seen as
provisional or not fully
justified by existing
evidence.

Exploring the concerns
raised by healthcare
providers and experts
about the accelerated
approval process and the
need for more substantial
evidence of clinical
benefit from confirmatory
trials post-approval.

Source Gilead Sciences’ Chairman and
CEO, Daniel O’Day, announced
that the company is rapidly
advancing clinical trials for
remdesivir as a potential
COVID-19 treatment ,
emphasizing a commitment to
safety, efficacy, and accessibility,
while also expanding
compassionate use to meet urgent
patient needs .

Medical professionals and
bioethicists might
comment on the ethical
considerations and
challenges of drug
distribution during a
pandemic.

Potential sources to speak
to include healthcare
professionals involved in
the clinical trials of
remdesivir, as well as
bioethicists who can
provide insights into the
ethical considerations
surrounding the drug’s
distribution and use.

Angle Elon Musk is considering taking
Tesla private at $420 per share, a
move aimed at benefiting
shareholders and enhancing
Tesla’s mission, with funding
discussions ongoing, including
significant interest from the Saudi
Arabian sovereign wealth fund.

The news article might
carefully examine Elon
Musk’s claims in the
press release about
having secured funding
to take Tesla private.

Potential controversies to
investigate include the
timing and handling of
Musk’s announcement,
particularly the claim of
’funding secured’ and its
impact on Tesla’s stock
price and investor
perceptions.

Source Theranos refutes allegations in a
Wall Street Journal article by
highlighting its commitment to
accuracy and reliability through
FDA clearances, partnerships, and
industry-leading transparency,
while criticizing the Journal’s
reliance on uninformed and biased
sources.

Former Theranos
employees and their
families provide insider
perspectives on the
company’s operations
and challenges.

Speaking to current and
former employees of
Theranos to get a more
balanced perspective on
the company’s operations
and technology.

Table 7: Examples of Human-deduced plans and LLM plans that were matched by the LLM.
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