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Abstract

Despite significant advancements in autonomous driving re-
search, addressing long-tail cases remains a critical chal-
lenge. In this context, LLMs have gained attention for their
interpretability and explainability, leading to increasing ef-
forts to integrate them into autonomous driving tasks.
In this paper, we propose CSG-Driver, a human-like driv-
ing agent that combines compliance with road traffic laws
and adaptability through the application of human common
sense. We developed a closed-loop driving system within the
CARLA simulator, which converts sensory data into natural
language descriptions, incorporates road traffic laws, and uti-
lizes prompts based on human driving behavior and past ex-
periences. To address challenges in decision-making, the sys-
tem employs common sense prompts and Chain-of-Thought
reasoning to handle complex scenarios such as intersections
with yellow lights, illegal parking avoidance, and highway
driving.
Our experimental results demonstrate that CSG-Driver effec-
tively resolves long-tail cases by leveraging LLMs to balance
safety, traffic law compliance, and practical adaptability.

Introduction
Imagine you are passing an intersection at high-speed while
the signal changes from green to yellow. You must decide
whether to stop or pass based on the speed of your car, how
many vehicles are around you, and how far from the stop line
etc. This concept is called “dilemma zone” by (Gazis, Her-
man, and Maradudin 1960). In order to cope with this kind
of dilemma, some research encodes traffic laws to be inter-
pretable for a machine and this is used to train the reinforce-
ment learning framework for autonomous driving strategies
(Zhang et al. 2022), (Lin et al. 2022). With the advancements
in LLMs, recent studies have proposed enhancing their rea-
soning capabilities through prompt engineering techniques
such as Chain of Thought (CoT) and Tree of Thought (ToT),
enabling human-like driving in AD systems (Touvron et al.
2023),(Achiam et al. 2023),(Wang et al. 2022).

In this paper, we argue that bridging the gap in han-
dling long-tail cases and ambiguities requires equipping au-
tonomous driving models with ”common sense,” allowing
them to act more like humans when facing dilemma situ-
ations. To address this, we propose a ”CSG-Driver” sys-
tem, where the vehicle strikes a balance between human-

like behavior—occasionally bending rules when the situa-
tion warrants—and strictly adhering to traffic laws, utilizing
the common sense of human drivers.

Related Works
For drive planning, some research makes progress in the
end-to-end autonomous driving field. In (Hu et al. 2023)
paper, UniAD, a comprehensive end-to-end system, was
presented to avoid accumulative errors by using a unified-
query mechanism between the perception, prediction, and
planning components. (Chen and Krähenbühl 2022) pre-
sented, a mapless, end-to-end driving system which trains
from all nearby vehicles and predicts trajectories called LAV.
This paper introduced supervisory tasks like 3D detection
and segmentation for viewpoint-invariant feature extraction.
However, it is almost impossible to train the model with all
driving scenarios for solving long-tail cases which causes
vulnerable handling.

Recent research focuses on interaction with humans and
explainability for decision-making. (Huang, Wu, and Lv
2022) integrates human prior knowledge and deep rein-
forcement learning by taking state-action pairs by collect-
ing the expert performs and their actions. Some studies uti-
lize LLMs and build some frameworks to improve human-
like reasoning for some ambiguous situations. (Wang et al.
2023) proposed DriveMLM that leverages Multi-modal
LLM (MLLM) taking input including user command and
gives driving decisions and explanations for these decisions.
(Jin et al. 2023) used human driver interview data to learn
a framework. This paper learns directly from driver conver-
sations and LLMs help to give feedback and guidance for a
coach agent. (Wen et al. 2023) proposed DiLu utilizing three
key modules, including memory, reasoning, and reflection.
This framework gives driving decisions based on reinforce-
ment learning. This model tries to act like a human by re-
flecting the past experiences and taking real-world datasets.

Method
Motivation
(Reed et al. 2021) emphasizes the ethical necessity of ”Rule-
Breaking for Safety” in predefined conditions and advocates
for integrating human-like flexibility into decision-making



Figure 1: Architecture of ’CSG-Driver’, integrating road traffic laws, common sense, and past experiences via an LLM in the
CARLA simulator for adaptive, rule-flexible decision-making.

frameworks for autonomous systems. Inspired by this con-
cept, we propose ’CSG-Driver’, a human-like driving agent
that adheres to road traffic laws while exercising the com-
mon sense and adaptability of human drivers through the use
of a Large Language Model (LLM).

As illustrated in Fig. 1, we developed a closed-loop driv-
ing system within the CARLA simulator, which integrates
both road traffic laws and the common sense of human
drivers. The system begins by observing the surrounding
environment from multiple viewpoints and converting into
textual descriptions that capture the current scenario. Addi-
tionally, we incorporated the road traffic laws, which often
introduce ambiguity in decision-making due to variations in
interpretation.

To handle such dilemmas, we designed a mechanism in-
spired by human behavior in ”dilemma zones” and con-
verted these behaviors into textual guides representing com-
mon sense. Simultaneously, past experiences are integrated
into the input prompt, enabling the LLM to contextualize its
understanding of closed-loop driving tasks and make pre-
cise, adaptive decisions in continuous scenarios. Detailed
implementations are discussed in the following sections.

Describing Scenarios Through Observation

In this section, we focus on converting real-time road situa-
tions into natural language descriptions that are interpretable
by the LLM. By following predefined sentence structures,
we generate text descriptions tailored to the current scenario.
These descriptions include details such as the positions and
speeds of the ego vehicle and surrounding vehicles, the map
data of the ego vehicle’s current path, traffic light statuses,
and navigation instructions.

Information about the ego vehicle and surrounding vehi-
cles is described relative to the ego vehicle’s position. For
instance, objects and vehicles in the left lane, ahead, behind,
and in the right lane are contextualized to reflect their spatial
relationships to the ego vehicle. These detailed descriptions
are subsequently used as inputs for prompt generation and
as part of the current frame’s input for memory storage in
past experiences.

Common Sense in Human Driving
Common sense, derived from human experience, enables
drivers to make context-aware decisions beyond strict rule-
following. For example, when approaching a yellow light,
drivers evaluate factors like speed, distance to the stop line,
and traffic conditions. While LLMs inherently possess gen-
eral common sense, their effectiveness in autonomous driv-
ing requires domain-specific adaptation. To address this, we
designed common sense prompts using natural language to
emulate human-like reasoning.

Inspired by (Papaioannou 2007), we extracted key behav-
ioral elements, such as speed and distance in dilemma zones,
and translated them into prompts for LLMs. These prompts
enhance the system’s ability to interpret complex scenarios
and balance rule compliance with practical safety, as shown
in Fig. 2. This approach bridges the gap between rigid rules
and human-like adaptability, improving the safety and flexi-
bility of autonomous driving systems.

Incorporating Past Experiences
To enable closed-loop simulation and handle continuous
driving scenarios, we designed a mechanism to store the ego
vehicle’s past experiences and integrate them into the current
scenario. This memory system ensures that prior actions and
observations influence the decision-making process, creat-
ing a more context-aware autonomous driving system.

Our approach involves encoding and storing observa-
tions from previous time steps in a structured format that
can be efficiently retrieved when needed. This structured
memory enables the system to organize past experiences
into a searchable format, allowing relevant information to
be seamlessly integrated into the decision-making process.
These stored experiences are formatted in a few-shot struc-
ture and used as inputs for prompt generation.

Generating Prompts
As shown in Fig. 1, the Prompt Generator combines multi-
ple inputs to create a comprehensive prompt for the LLM,
with each component playing a distinct role in shaping
the LLM’s understanding and decision-making process. The
system message outlines key contextual elements, such as
the traffic rules the ego vehicle must follow, its driving style,



and its operational role. We also predefined the action space
to ensure clarity in decision-making. The action space in-
cludes options such as [IDLE, Turn-left, Turn-right, Accel-
eration, Deceleration, Emergency-stop, and Overtaking]. To
maintain consistency in outputs, we established a predefined
structure for the LLM’s responses. This structure guides the
LLM to generate both the appropriate action and its reason-
ing for every frame.

Applying Prompts to LLMs
For this part, we utilized ’GPT-4’ as the Large Language
Model (LLM). To enhance the reasoning process, we pre-
defined several checkpoints to guide the LLM’s thought
flow and ensure it validates critical aspects during decision-
making. These checkpoints included tasks such as ’Check
Road Traffic Law,’ ’Check Traffic Light Status,’ ’Check
Common Sense,’ ’Check Front Status,’ and three additional
checks, making a total of seven. Each checkpoint repre-
sented a key verification step that the LLM had to address
systematically during its reasoning process.

Additionally, we implemented the Chain-of-Thought
(CoT) prompting technique introduced in (Wei et al. 2022).
This method enables step-by-step reasoning, allowing the
LLM to emulate human-like problem-solving processes.
By combining these checkpoints with CoT prompting, the
LLM could methodically analyze scenarios and make well-
informed decisions, even in complex situations such as
dilemma zones. The outputs generated by the LLM demon-
strated its ability to carefully assess traffic conditions and
select appropriate actions aligned with road safety and situa-
tional demands. This approach ensures a robust and adaptive
decision-making system for autonomous driving.

Figure 2: Example prompt of common sense at yellow
traffic light. A prompt created by analyzing the behavioral
patterns of human drivers in natural language.

Experimental Results
To demonstrate how an autonomous driving system can ef-
fectively apply common sense and learn to drive like a hu-

man, while also exposing the limitations of strict compli-
ance with road traffic laws, we conducted experiments using
the CARLA simulator (Dosovitskiy et al. 2017) — an open-
source platform for developing, training, and validating au-
tonomous driving systems in realistic urban environments.

Intersection with Yellow Traffic Light
The experiment was conducted in Town 05 of the CARLA
simulator, which features a ”Squared-grid town with cross
junctions and a bridge.” The ego vehicle was initialized at
random points and driven at varying speeds ranging from 30
km/h to 80 km/h. As the vehicle approached an intersection
within a distance of 50 meters from the stop line, the traffic
light was switched to yellow to evaluate its decision-making
process in response to the scenario.

Fig. 3 illustrates the ratio of the ego vehicle’s decisions
to either stop at or cross the stop line, based on its speed.
At lower speeds, such as 30 km/h, the vehicle frequently
opted to stop due to sufficient time and space to deceler-
ate safely. However, as speeds increased, the frequency of
stopping decreased significantly, as abrupt braking at higher
speeds could lead to hazardous situations. Instead, the ego
vehicle demonstrated a preference for crossing the stop line,
prioritizing safety and maintaining traffic flow.

Fig. 4(a) captures a snapshot of the experiment and the
corresponding decision-making process. In this scenario, the
vehicle identified a close following distance from the car be-
hind, where an abrupt stop could increase the risk of a rear-
end collision. Consequently, it accelerated to safely navi-
gate through the intersection, demonstrating an adaptive ap-
proach to handling the dilemma zone by balancing safety
and situational demands.

Driving Beyond the Rules: Handling Dilemmas
We also implemented scenarios where human drivers rely
on common sense to evaluate the system’s decision-making
capabilities.

avoiding illegally parked vehicles Although road traffic
laws specify vehicle behavior based on lane markings, cer-
tain situations, such as the one shown in Fig. 4(b) - A, re-
quire temporary deviation from these rules. For instance,
bypassing a parked vehicle by momentarily crossing a yel-
low line represents a common-sense action that avoids ex-
cessive disruption to traffic flow. Without this flexibility, au-
tonomous vehicles would remain stationary, causing severe
congestion. By implementing this scenario, we evaluated the
ego vehicle’s ability to utilize the 7 predefined actions in the
action space. The results demonstrated that the model could
adaptively perform decisions resembling human drivers, ef-
fectively avoiding obstacles while maintaining smooth traf-
fic flow.

highway driving Although traffic laws mandate strict ad-
herence to speed limits, real-world highway environments
often see vehicles adjusting their speed beyond legal lim-
its to align with traffic flow. In Fig. 4(b) - B, the speed
limit is 90 km/h, yet the ego vehicle, emulating human-like
decision-making, considered the relative speed of surround-
ing vehicles and maintained sufficient following distance



while accelerating slightly beyond the limit. This approach
allowed the system to achieve a natural and seamless inte-
gration into the traffic flow, ensuring safety and efficiency
while minimizing disruptions.

Figure 3: Decision ratio (STOP/GO) at yellow light across
vehicle speeds.

Discussions and Conclusions
In this paper, we introduced CSG-Driver, a framework de-
signed to balance flexibility in breaking traffic laws with
maintaining safety and minimizing road congestion. By in-
corporating common sense derived from human research,
we demonstrated how the system effectively deals with
dilemma situations, ensuring human-like decision-making
in challenging scenarios. Using the CARLA simulator, we
evaluated the system in three key scenarios (1) Intersection
with Yellow Light (2) Avoiding Illegally Parked Vehicles (3)
Highway Driving. However, while applying common sense
enhances flexibility, strict adherence to traffic laws remains
a fundamental requirement. Striking the right balance be-
tween traffic law compliance and common sense application
is critical to developing a realistic and effective driving sys-
tem.

As future work, we aim to develop a learning mecha-
nism that dynamically adjusts the proportion of traffic law
and common sense application based on driving contexts.
This will create a more realistic autonomous driving sys-
tem capable of addressing complex scenarios. Additionally,
we plan to conduct co-simulations with macro traffic simu-
lations to analyze how the system influences overall traffic
flow and congestion patterns. By pursuing these directions,
we expect to validate the robustness and applicability of the
proposed decision-making system further.

Ultimately, we hope this research contributes to resolv-
ing edge cases in scenarios where human and autonomous
drivers coexist, aiding the commercialization of autonomous
driving systems by ensuring smoother integration into real-
world traffic environments.

(a) Intersection with Yellow Traffic Light

(b) Driving Beyond the Rules: Handling Dilemmas

Figure 4: An example of solving a dilemma zone using CSG-
Driver’s common sense.
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