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Abstract

Establishing consistent and dense correspondences
across multiple images is crucial for Structure from Mo-
tion (SfM) systems. Significant view changes, such as air-to-
ground with very sparse view overlap, pose an even greater
challenge to the correspondence solvers. We present a
novel optimization-based approach that significantly en-
hances existing feature matching methods by introducing
geometry cues in addition to color cues. This helps fill gaps
when there is less overlap in large-scale scenarios. Our
method formulates geometric verification as an optimiza-
tion problem, guiding feature matching within detector-free
methods and using sparse correspondences from detector-
based methods as anchor points. By enforcing geometric
constraints via the Sampson Distance, our approach en-
sures that the denser correspondences from detector-free
methods are geometrically consistent and more accurate.
This hybrid strategy significantly improves correspondence
density and accuracy, mitigates multi-view inconsistencies,
and leads to notable advancements in camera pose ac-
curacy and point cloud density. It outperforms state-of-
the-art feature matching methods on benchmark datasets
and enables feature matching in challenging extreme large-
scale settings. Project page: https://xtcpete.github.io/geo-
website/.

1. Introduction

Correspondence, as perhaps the most fundamental problem
in computer vision, helps us with mapping the world. Solv-
ing correspondence is required in most applications in Aug-
mented Reality and Robotics since it derives the camera
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Figure 1. Our proposed method bridges detector-based fea-
ture matching with detector-free feature matching. We utilize
sparse correspondences as geometric priors to iteratively optimize
the matching process. By leveraging the denser matches from
detector-free matchers, our method achieves highly accurate cam-
era pose recovery and generates denser point clouds. This ap-
proach is particularly effective in challenging large baseline sce-
narios, such as air-to-ground imagery, and provides substantial
benefits to downstream applications like novel view synthesis.

poses and 3D point locations [16].
In the 3D reconstruction from a set of uncalibrated im-

ages, the correspondence problem meets two additional de-
mands: 1) the demand to be able to observe a correspond-
ing point across multiple views, which is known as the track
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length of a correspondence point, and 2) the demand to find
a dense set of such points such that they are sufficient for
the recovery of 3D geometry of the scene.

In this paper, we consider a very difficult correspon-
dence problem—dense, consistent correspondences across
a sequence of frames with large camera baselines. To our
knowledge, no prior works have achieved satisfactory re-
sults in the presence of these challenges: both detector-
based and detector-free methods struggle with significant
view changes, as illustrated in Figure 2, due to their inher-
ent limitations. Detector-based methods often match only
a small number of keypoints, making accurate image regis-
tration difficult.

Figure 2. Challenging case of detector-based and detector-free fea-
ture matching methods for cross view images.

While the 3D reconstruction problem described thereof
has been well studied for decades, they are notably tackled
by either requiring a pre-calibration of the captured cam-
eras [12, 27], or the requirement that consecutive frames
captured are closely located to each other [8, 28, 35, 45].
In recent years, however, correspondence methods based
on learned artificial neural networks (ANNs) have demon-
strated significant improvements over the accuracy and ro-
bustness of the matching between a pair of in-the-wild,
uncalibrated images [5, 9, 10, 21, 36, 40, 47], which has
given rise to the possibility of reconstructing 3D scenes
from the abundant, in-the-wild photos captured in daily set-
ting [1, 26, 31, 38].

Recent state-of-the-art correspondence methods are sep-
arated into two major branches: the detector-based meth-
ods [9, 23, 36] that employ two independent steps to extract
feature descriptor for key points first and perform match-
ing later, and the detector-free methods [5, 10, 40, 42] that
find matches in an end-to-end trained neural networks in
one shot. While the detector-based methods excel in per-
forming matching among image sets with rich texture and
small view point changes, their reliance on the keypoint de-
tection and description poses significant challenges when
images of interest lack textures, or their local features are
not sufficient for matching.

On the other hand, the detector-free methods [5, 10, 40,
42] naturally find much denser correspondences between
a pair of images with a dense search, but they typically
lack control of the locations of keypoints across views and

are optimized for sub-pixel correspondences that depend
on specific image pairs. As shown in Figure 3, this pair
dependency makes them unsuitable for maintaining long-
track correspondence across multiple images. Therefore,
it leads to poor performance when these methods are di-
rectly applied to Structure-from-Motion (SfM) reconstruc-
tion. Though quantization on the found matches can miti-
gate the problem of short track length, it comes at the price
of accuracy and requires additional refinement that makes
the entire system more computationally expensive.

Figure 3. Matches from detector-free methods suffered from the
problem of short track length (the track breaks at I2). The location
of the matches in I2 depends on the images that it pairs with.

We aim to bridge the gap between the detector-based and
detector-free methods in order to obtain dense correspon-
dences that can be tracked across multiple views with large
baselines - addressing a very difficult correspondence prob-
lem in SfM reconstruction from in-the-wild image collec-
tions. Specifically, we propose a novel optimization-based
method that refines the pair-wise dense correspondences
by iteratively filtering and reassigning correspondence un-
der a geometric constraint formulated by the Sampson Dis-
tance [13]. This method allows the early rejection of out-
liers during the matching steps, improving the reliability of
correspondences in large-baseline scenarios. Interestingly,
we have observed that incorporating both priors from the
existing detector-based method and enforcing the geometric
constraint helps our model achieve better camera prediction
and longer track length among the found correspondences,
as demonstrated in Section 4.4. The designed optimization
module thus consistently improves upon any detector-based
and detector-free backbones, by providing denser corre-
spondences compared to the detector-based methods, while
refining the detector-free results to be more accurate and
consistent across multiple views. 3D point cloud recon-
structed with our feature matcher thus excels in both den-
sity and accuracy compared to previous state-of-the-art ap-
proaches.

To validate the effectiveness of our proposed method,
we have conducted comprehensive evaluations using sev-
eral publicly available datasets, including Image Matching
Competition Benchmark [15] and ScanNet [7]. We com-
pared the SfM reconstruction results using matches from



our feature matcher against several state-of-the-art baseline
methods. The results demonstrated better accuracy in es-
timated camera poses and longer track length compared to
those from the baselines. Additionally, we have extended
our evaluation to a challenging large-baseline setting that
requires mapping from the UAV to street view perspectives
(Figure 6).

2. Related work
2.1. Detector-based Feature Matching

A conventional detector-based matching framework typi-
cally detects keypoints in images, describes them using
high-dimensional vectors, and further applies a matching
algorithm to find the correspondences between these im-
age sets [25]. Historically, numerous handcrafted methods
like SIFT [23], SURF [3], and ORB [34] have been used
for the keypoint detection. Lately, learning-based meth-
ods [9, 36, 44], particularly those leveraging convolution
neural networks (CNNs), have significantly improved the
performance over the handcrafted features and shown ro-
bustness under large viewpoint and illumination changes.
For instance, SuperPoint [9] achieved a good performance
by creating a vast dataset of pseudo-ground-truth interest
points and using a self-supervised interest point detector.
SuperGlue [36] learns feature matching using point features
from a graph neural network (GNN) and attention layers
that integrate global context information.

Patch2Pix [48] has made further improvement with
patch-level matches and geometry-guided refinement that
has enhanced the correspondence accuracy. Patch2Pix [48]
utilizes the Sampson distance [13] to refine initial patch-
level matches to pixel-level accuracy, ensuring geometric
consistency and precision. However, Patch2Pix [48] is
limited to refining existing sparse matches and add new
matches or extend beyond the initial patch-level matches.
Despite their success, detector-based methods are limited
by their dependency on feature detectors, which struggle
to consistently identify distinct interest points in areas that
lack clear and distinguishable features.

2.2. Detector-free Feature Matching

Detector-free approaches [5, 6, 14, 37, 40] bypass the fea-
ture detection stage and directly generate matches, follow-
ing a concept that originates from SIFT Flow [22]. The
introduction of learning-based methods that employ con-
trastive loss to train pixel-wise feature descriptors [6, 37]
marked a significant development in this field. These meth-
ods - similar to detector-based approaches - employ the
nearest neighbor search for post-processing to match the
dense descriptors.

NCNet [32] learns dense correspondences in an end-to-
end manner, creating 4D cost volumes that account for all

possible inter-image matches. 4D convolutions are applied
to refine these volumes, promoting consistency across the
correspondence field. Building on this work, SparseNC-
Net [33] improved the efficiency with sparse convolutions.
DRCNet [19] improved dense matching accuracy with a
coarse-to-fine architecture. While NCNet addresses all po-
tential matches, its 4D convolution’s receptive field is lim-
ited to small local neighborhoods.

LoFTR [40], in contrast, aims for a broader match con-
sensus, leveraging the expansive receptive field of trans-
formers. ASpanFormer [5], MatchFormer [42], and Ef-
ficient LoFTR [43] follows the transformer-based design
to utilize multilevel cross-attention to mutually update im-
age features, thereby incorporating dual-view contexts for
achieving both global and local consensus. While these
methods represent significant improvements to the state-of-
the-art, they still struggle to uphold high-level contexts such
as epipolar geometries. Therefore, we propose a geometry-
aware approach that enforces epipolar consistency in dense
feature matching.

2.3. Structure from Motion

Structure from Motion (SfM) methods have been exten-
sively studied [4, 26] in the past. Some of these efforts focus
on the scaling to large-scene reconstruction [1, 38, 39]. SfM
methods mainly use detector-based matching at the begin-
ning of their pipelines, which limits the overall SfM perfor-
mance in challenging cases. Some end-to-end SfM methods
propose to directly model camera poses [30, 41, 46]. These
methods avoid the bottleneck of feature detection but have
limited scalability to real-world scenarios. Although Re-
cent differentiable rendering methods [17, 24] can optimize
poses and the scene representation simultaneously, they rely
on the traditional SfM pipelines like COLMAP[38, 39] to
provide the initial camera poses. Lindenberger et al. [20]
improves the accuracy of SfM and visual localization by re-
fining keypoints, camera poses, and 3D points post to the
traditional SfM pipelines. Unlike previous SfM methods,
our proposed feature matcher ensures robustness and local
geometry consistency at the first step of an SfM system.

3. Methods
The core of our methods is an optimization module that op-
erates on existing sparse matches Ms and two feature maps
fA
c and fB

c from a pair of images. The module optimizes
for the relative camera poses between the two images and
refines the input coarse correspondences into refined coarse
correspondence Mcfinal

that is geometric consistent under
a Sampson distance [13] constraint. In Section 3.1, we pro-
vide an overview of how the sparse matches and feature
maps are obtained, as well as the definition of Sampson dis-
tance. In Section 3.2, we discuss the details of our optimiza-
tion module.



Figure 4. An overview of our pipeline for SfM reconstruction. 1. the pipeline runs image retrieval based on global embeddings generated
by dinov2 [29]. 2. A backbone module takes image pairs as input. The image pairs will be processed by a Detector-Free Backbone and a
Detector-Based backbone. 3. A geometry-aware optimization module is applied to iteratively optimize the fundamental matrix and matches
with anchor points from detector-based methods. 4. The final matched coarse points are refined using a correlation-based refinement block.
5. Final refined matches are then fed into COLMAP [38, 39] for SfM.

3.1. Preliminaries

3.1.1 Detector Based Method

Given two images IA and IB , our method accepts a
detector-based backbone Fdb that first identifies the sparse
interest points with a keypoint detector. Then, local features
are extracted around the identified interest points, encod-
ing the local visual appearance in high-dimensional vectors.
These features are then matched between IA and IB using
either learned neural networks [21, 36] or nearest-neighbor
search to generate a set of sparse correspondences Ms. In
our implementation, we use SuperPoint [9] + SuperGlue
[36] to obtain sparse correspondence between a given im-
age pair as it has been shown that the two methods com-
bined can provide anchor points that introduce robust and
good priors to guide dense matching [18]. We also evalu-
ate the performance of different detector-based backbones
in Section 4.4.

3.1.2 Detector Free Method

Given two images IA and IB , our method accepts a
detector-free backbone Fdf that processes the entire image
to output semi-dense correspondences without relying on
explicit keypoint detection. Instead, dense feature extrac-
tion is performed using deep neural networks. The output
features fA

c and fB
c are then matched using similarity met-

rics, which are generated to quantify the confidence and se-
lect the final correspondences. In our implementation, we
use AspanFormer [5] as our detector-free backbone.

3.1.3 Sampson Distance

Given a fundamental matrix Fm and the correspondence
PA
i , PB

j , the Sampson Distance d(i, j) is the distance of
PA
i , PB

j to their true epipolar line, which is given by:

d(i, j) =

(
PB

j
⊤FmPA

i

)2

(FmPA
i )21 + (FmPA

i )22 + (Fm
⊤PB

j )21 + (Fm
⊤PB

j )22
,

(1)

where point PA
i = (xi, yi, 1)

⊤ and point PB
i =

(xj , yj , 1)
⊤ are two points in IA and IB respectively and

(FmPA
i )

2
k is the k-th entry of the vector (FmPA

i ). There-
fore, the Sampson distance [13] gives the first-order approx-
imation of the reprojection error. The error is minimized
when two points are a perfect match.

3.2. Geometry Aware Optimization Module

Our proposed optimization module aims to enforce geomet-
ric consistency among correspondences and guide the fea-
ture matching with geometric information. We utilize Ms

from Fdb to initialize the fundamental matrix. With dense
features fA

c and fB
c from Fdf , our module first computes a

confidence map Pc using the similarity metrics. Then the
Sampson Distance [13] is used as a geometry constraint of
an image pair to iteratively select and reassign the corre-
spondences by updating Pc. Such constraints can reduce
mismatches and address missed matches due to insufficient
appearance features and repeating texture patterns.

Initial Step Given the features fA
c and fB

c , the initial
confidence matrix is obtained with a dual-softmax operator.
For the i-th feature in IA and the j-th feature in IB , the
similarity score is calculated as

S(i, j) = ⟨fAc (i), fBc (j)⟩, (2)

where ⟨a, b⟩ denotes the dot product. Then the confidence
level Pc is calculated as

Pc(i, j) = softmax(S(i, ·))j · softmax(S(·, j))i, (3)

Based on the initial confidence matrix,

Mc = {(̃i, j̃)|∀(̃i, j̃) ∈ MNN(Pc), Pc(̃i, j̃) ≥ θiter}. (4)

we follow LoFTR [40] to apply mutual nearest neigh-
bor (MNN ) criteria using equation 4 to obtain the ini-
tial matches. The row index i represents the index of the
patch from IA and the column index j represents the in-
dex from IB . (̃i, j̃) is a match if and only if the confidence



level is the maximum of both ith row and jth column. We
choose points where their confidences are larger than θiter
as matches to enter iterative steps.

The initial fundamental matrix Fm is calculated using
the normalized 8-points method if there exist enough good
anchor points in Ms, which is at least 10 points with con-
fidence larger than 0.5. Otherwise, the initial fundamental
matrix will be calculated using the top half matches from
equation 4.

Iterative Steps Our iterative steps begin with initialized
coarse matches Ms and fundamental matrix Fm and update
them in each iteration. The Sampson distance error is cal-
culated for all initial matches according to Equation 1. Ge-
ometric confidence is then estimated from the Sampson dis-
tances as

Pd(i, j) = sigmoid(relu(τ − d(i, j)), (5)

where τ is a distance threshold, and smaller values of τ will
lead to more strict constraints. The geometric confidence
for correspondences that have distances larger than the dis-
tance threshold will be 0.5. In other words, the confidence
of matches that violate the geometry constraint will be pe-
nalized.

Finally, the confidence map is updated by the geometric
confidence map by a given weight w. Therefore, the final
confidence is

Pc(i, j)i = Pc(i, j)i−1 · Pd(i, j)i−1 · w. (6)

At every iteration, the updated confidence map is normal-
ized using min-max normalization to avoid extreme values.
When the iteration ends, the module will select the final
coarse-level matches Mcfinal

based on the final confidence
map from the last iteration with mutual nearest neighbor
criteria according to equation 4, but with a different thresh-
old θc to avoid selecting a large amount of correspondences
with very small confidences. The refined matches Mcfinal

are further fed into a correlation-based refinement block,
which is the same with LoFTR [40], to obtain the final
matching results.

3.3. Structure from Motion Reconstruction

The final matching results are fed into COLMAP [38] for
estimating structure from motion. By integrating our ro-
bust and dense matches into COLMAP [38], our method
is shown to enhance the accuracy and completeness of the
camera poses and reconstructed point cloud, resulting in su-
perior 3D models, even in challenging scenarios with signif-
icant viewpoint changes, as discussed in Section 4.3.

3.4. Implementation Details

The Sampson Distance threshold τ is set to 10 which al-
lows a few pixels of error. The iteration of the optimization

module is set to 10 and the weight w is 1.2. The confi-
dence threshold θiter is set to a small value of 0.01. The
idea is to conduct a comprehensive search across the space.
The effect of different hyperparameters will be discussed in
Section 4.4.

4. Experiments
In this section, we demonstrate the performance of our
method in the SfM reconstruction task in terms of the accu-
racy of camera pose estimation and its application in chal-
lenging real-world scenarios. We also conduct a compre-
hensive ablation study. All experiments were run on an
RTX 4090 GPU with 24GB VRAM and a 13th Gen Intel®
Core™ i9-13900KF CPU with 32 cores and 126GB RAM.

4.1. Dataset

We utilize the Image Matching Challenge (IMC) 2021 [15]
and ScanNet [7] benchmark datasets to evaluate our
method’s performance in SfM reconstruction for outdoor
and indoor settings respectively. As there are no publicly
available air-to-ground datasets, we collected two additional
air-to-ground datasets to demonstrate our method’s ability
to find reliable correspondences in this challenging sce-
nario.

The IMC Phototourism benchmark [15] encompasses
multiple large-scale outdoor scenes. The test set includes
9 sites, and each set has 100 images. The ground truth
or pseudo ground truth camera poses are obtained from
COLMAP [38] on the entire collection of images and then
sampled into test sets. ScanNet [7] contains 1613 monoc-
ular indoor sequences with ground truth poses and depth
maps. We use the data split of the test set following
SuperGlue [36] and LoFTR [40], which includes 15 se-
quences. The primary challenge lies in accurately recover-
ing the camera poses from in-the-wild images with signifi-
cant viewpoint and illumination changes. For all test scenes,
the images are considered unordered.

The first collected air-to-ground dataset consists of 16
UAV images and 21 ground images, while the second
dataset contains 16 UAV images and 24 ground images. The
primary challenge for these datasets is to accurately regis-
ter UAV images with ground view images. For all scenes,
the images are considered unordered and are matched ex-
haustively. When aerial images are matched with ground
images, to avoid failure in finding correspondences due to
resizing, the aerial images are cropped into quarters plus a
center region to generate five pairs. The matches are subse-
quently merged to obtain the final matches. This strategy is
used for all methods.

4.2. Metrics and Comparing Methods

We report the metric area-under-curve (AUC) to evaluate
camera pose accuracy for IMC 2021 [15] and ScanNet [7].
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Figure 5. Qualitative Results. Our method is qualitatively compared with ALIKED [47] + LG [21] on multiple scenes. Green cameras
have less than 3◦absolute pose error, while red cameras have an error larger than 3◦. More results can be found in supplementary material.

Method Pose Estimation AUC ↑

@3◦ @5◦ @10◦

SIFT [23]+NN 51.5 65.3 78.9
SP [9]+SG [36] 59.6 71.0 83.3
ALIKED [47]+LG [21] 66.0 76.8 87.6
DKM [10] 42.3 58.5 76.3
RoMa [11] 36.3 51.6 69.5
Ours 69.1 80.5 90.1

Table 1. Estimated pose errors on IMC 2021 phototourism [15] in
outdoor scences. Results are averaged across all scenes.

Specifically, for every reconstructed model, we aligned the
predicted camera poses with the ground truth camera poses.
We then computed the absolute angular translation and ro-
tation errors. The AUC selects the maximum between these
two errors and outputs the area under the accuracy threshold
curve. As the collected air-to-ground datasets lack ground-
truth camera poses, we follow [38] to report the number
of registered images, the number of 3D points, the average
track length, and the average projection error (px) in this
setting to evaluate the methods by the completeness of the
reconstructed model.

We compared our method against four different
methods: SIFT [23]+NN, which is the default fea-
ture matching method in COLMAP [38, 39]; Super-
Point [9]+Superglue [36], a robust method widely used
in SfM; ALIKED [47]+LightGlue [21], a state-of-the-art
detector-based feature matching method; DKM [10] and
RoMa [11], two state-of-the-art dense feature matching
methods. We omit RoMa [11] for air-to-ground datasets
since DKM [10] appears to be superior to RoMa [11] in

Method Pose Estimation AUC ↑

@3◦ @5◦ @10◦

SIFT [23]+NN 18.6 24.1 30.4
SP [9]+SG [36] 45.9 61.1 73.8
ALIKED [47]+LG [21] 44.0 59.5 74.3
DKM [10] 23.5 39.0 60.7
RoMa [11] 28.5 47.3 67.6
Ours 46.0 63.4 77.6

Table 2. Estimated pose errors on ScanNet [7] in indoor scences.
Results are averaged across all scenes.

terms of 3D reconstruction for outdoor scenes.
In order to reduce the computational time, the number of

matches per pair is limited to 4K for all methods. Bold text
indicates the best results, and underlined text indicates the
second best.

4.3. Comparison to State of the Art Methods

SfM results using our feature matching method on both
the IMC 2021 [15] and the ScanNet [7] datasets have
shown significant improvements in performance. As shown
in Table 1 and Table 2, our feature matcher contributes
to the highest average pose estimation AUC in both
datasets. Specifically, Table 1 indicates an increase of
+3.1 in AUC@3◦ for estimated camera poses compared to
ALIKED [47] + LG [21], as can be visually shown in Fig-
ure 5. Similar gains are observed for ScanNet [7], as shown
in Table 2. These findings underscore the efficacy of our
method in achieving superior SfM results.

As shown in Table 3 and Figure 6, compared to other
methods, our method is able to register all images and is the
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Figure 6. Qualitative Results. Our method is qualitatively compared with other feature matching methods on collected air-to-ground
datasets. Red cameras are recovered poses.

Metrics
Air to Ground Set 1 (37 Images) Air to Ground Set 2 (40 Images)

SIFT+NN SP+SG ALIKED+LG DKM Ours SIFT+NN SP+SG ALIKED+LG DKM Ours

# Registered ↑ 16/18 36 36 36 37 16/24 16/24 16/24 25 40
# 3D Points ↑ 11.2K/1.27K 11.5K 12.5K 22.1K 53.2K 13.0K/11.3K 5.52K/3.60K 7.95K/8.75 48.0K 74.4K
Avg. Track Length ↑ 3.4/2.7 3.08 3.7 2.2 3.1 3.5/3.6 3.4/3.2 3.9/3.5 2.8 3.6
Avg. Reproj. Error ↓ 1.05/0.99 1.32 1.25 0.81 1.22 1.15/1.00 1.39/1.36 1.35/1.33 0.84 1.28

Table 3. SfM results with different feature matchers on Air-to-Ground datasets. For methods that generate 2 separate models, we report
them as “air model/ground model”.

only method that can align the ground images with UAV
images for set 2. We have noticed that reconstructed cam-
era poses using DKM [10] in set 1 are apparently wrong
with ground images pointing down and speculate that it is
due to the lack of multi-image matches for feature tracking.
In addition, DKM [10] also fails in reconstructing a model
for UAV images in set 2. These results further validate the
practical utility and effectiveness of our feature matcher in
real-world scenarios.

4.4. Ablation Study

We have conducted an ablation study to investigate the im-
pact of different parameters and design choices on both fea-
ture matching and 3D reconstruction.

Ablation study on Homography Estimation. Fea-
ture matching is evaluated on the widely adopted HPatches
dataset [2]. HPatches [2] contains a total of 108 sequences
with significant illumination changes and large viewpoint
changes. We follow the evaluation protocol of LoFTR [40]
to resize the shorter size of the image to 480 and report
AUCs at 3 different thresholds. Table 4 shows results on
different parameters and design choices on HPathes [2].
The “Baseline” denotes only using ASpanFormer [5]. The

results show the effects of different parameters in feature
matching. Additionally, the full method outperforms other
design variations, confirming the robustness and effective-
ness of our approach in enhancing feature matching accu-
racy. More experiments related to feature matching can be
found in supplementary material.

Ablation study on 3D reconstruction. In order to com-
prehensively assess the efficacy of our proposed compo-
nents within the SfM system, we also measure the impact
of the aforementioned design changes on 3D reconstruc-
tion. To this end, we randomly sample 20 images from
each scene of IMC 2021 phototourism datasets [15] and
compare the SfM reconstruction results based on pose es-
timation. We follow IMC [15] to report relative pose errors
for all possible pairs since we are using subsets for this ex-
periment. All results are averaged across all scenes and all
methods are evaluated on the same subset of data.

“SG” denotes anchor points from SuperGlue [36]; if the
optimization (“Geo”) module is not enabled, anchor points
are naively concatenating to final matches. If there are no
anchor points, the optimization (“Geo”) module is initial-
ized with the top half most confident matches from only the
detector-free backbone. As shown in Tables 5 and 6, the



Types Values AUC

@3px @5px @10px

(1) Updating weight
w = 1.2 70.3 79.5 88.0
w = 1.5 70.2 79.4 88.0
w = 1.8 70.3 79.5 88.0

(2) Number of iterations

No optimization. 68.9 78.0 87.4
5 iter 68.2 78.1 87.1

10 iter 70.3 79.5 88.0
20 iter 68.2 78.1 87.1

(3) Distance threshold

τ = 1 69.0 78.5 87.0
τ = 10 70.3 79.5 88.0
τ = 50 71.2 79.8 87.6
τ = 200 70.7 79.73 87.7

(4) Designs

Full method 70.3 79.5 88.0
No anchor points 67.4 77.6 86.8
No optimization 68.9 78.0 87.4

Baseline 66.1 75.9 84.8

Table 4. Ablation study of our proposed method in Homography
Estimation on Hpatches [2].

SG Geo Pose Estimation AUC↑

@3◦ @5◦ @10◦

50.0 62.4 75.6
✓ 56.0 66.3 76.0

✓ 57.0 69.8 82.1
✓ ✓ 58.6 70.8 82.9

Table 5. Ablation study of our proposed method in 3D reconstruc-
tion of sampled images from IMC 2021 phototourism dataset. Re-
sults are averaged across all scenes.

SG Geo # Registered # Points ↑ Reproj.
Err(px) ↓

Mean Track
Length ↑

15 12.7K 0.334 3.3
✓ 20 72.9K 0.581 5.3

✓ 19 55.9K 0.468 5.0
✓ ✓ 20 64.2K 0.508 5.6

Table 6. Ablation study of our proposed method in 3D reconstruc-
tion of sampled images from IMC 2021 phototourism dataset. Re-
sults are averaged across all scenes.

Detector Based Method Pose Estimation AUC↑

@3◦ @5◦ @10◦

SP [9]+SG [36] 69.1 80.5 90.1
ALIKED [47]+LG [21] 65.3 78.3 89.1

Table 7. Ablation study of using different detector-based backbone
in SfM on IMC dataset [15].

results again demonstrate the effectiveness of our proposed
method as it brings improvement over the baseline methods
in the accuracy of SfM reconstruction.

Ablation study on detector-based backbones. Follow-
ing the setting of Section 4.3, Table 7 compares the per-
formance of using two detector-based methods on the IMC
dataset [15]. This demonstrates that SP[9] + SG[36] is more
effective in providing priors in guiding dense matching.

5. Limitation and Future Work

Image Retrieval Feature Matching Reconstruction

Avg. Runtime (s) 3 1769 1478

Table 8. Average runtime analysis on IMC 2021 [15]. Each site
contains around 100 images and image retrieval proposes an aver-
age of 1750 pairs.

The main limitation of our method is efficiency, due to
the computational cost of the transformer-based architec-
ture and the significant number of correspondences pro-
duced, as shown in Table 8. Utilizing a newly developed
backbone model with a focus on efficiency, such as Effi-
cient LoFTR [43], can improve it with slightly degraded
performance.

Due to our method’s reliance on the backbone model
to provide initial matches for fundamental matrix estima-
tion and its heuristic design, our method could fail with
poor initial matches from backbone models. Nevertheless,
our evaluations against baselines demonstrate a marked im-
provement in accuracy, as well as the capability to find reli-
able matches in challenging scenarios. Furthermore, we be-
lieve the accuracy of SfM reconstruction can be further im-
proved by adopting multi-view refinement techniques, such
as those proposed by pixSfM [20].

6. Conclusion
We propose the geometry-aware optimization module, an
innovative optimization approach that bridges detector-
based matcher and detector-free matcher to improve SfM
reconstruction and accuracy of estimated camera poses.
This module leverages epipolar constraints, iteratively op-
timizes for the best relative pose, and applies Sampson dis-
tance weighting to refine match precision. The introduction
of geometry optimization enhances the system’s ability to
handle challenging scenarios, including drastic changes in
perspective, scale, and illumination. Our method is shown
to be also effective in 3D reconstruction for large baselines,
a scenario where conventional methods often fail and per-
form unsatisfied.
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