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Abstract001

Summarizing Social media content is complex002
due to its unique language specifics, and the003
scale and speed of content generation. Re-004
cent developments in Large Language Mod-005
els (LLMs) enable text summarization with006
unprecedented accuracy; however, their high007
computational cost and input length constraints008
remain major obstacles for real-world applica-009
tions at scale. Several approaches based on010
Small Language Models (SLMs) and Open011
source alternatives exist that present affordable012
alternatives for managing computational com-013
plexity in practice. In this paper, we explore014
popular SLMs and open LLMs for long-context015
summarization applied to Social media, and016
evaluate their performance using two datasets017
comprising of long social media discussions018
collected online. The key findings show that019
fine-tuning smaller models and optimizing in-020
put selection can achieve high-quality summa-021
rization at significantly lower computational022
costs.023

1 Introduction024

Summarizing Social media content is complex due025

to the informal language, noise, and the lack of026

coherence across multiple posts; it requires tech-027

nical solutions that can handle both the scale and028

speed of content generation (Thakur, 2023). The029

recent breakthroughs in transformer architectures030

and subsequent rise of LLMs have significantly031

boosted the accuracy of text summarization over032

the prior State of the Art (Pu et al., 2023). However,033

the exceptional results come at the cost of higher034

computational complexity and therefore practical035

deployment is limited to specific scenarios and in-036

curs significant costs (Kaddour et al., 2023). Also,037

most of the published LLM’s limit their input size038

to allow execution on modern hardware with its039

current memory limitations. The models with high-040

est allowable input sizes require cutting edge hard-041

ware clustered in big and expensive servers; mak- 042

ing them available often only to selected users. 043

In the following article, we focus on the task of 044

Social media discussion summarization, and specif- 045

ically edge cases of very lengthy discussions where 046

summarization is most needed. In this setting, our 047

objective is to evaluate how close, in terms of accu- 048

racy, smaller models can get to the top performing 049

and largest LLMs. We aim to achieve summaries 050

such as those produced by models with hundreds of 051

billions of parameters but at far lesser compute ex- 052

pense. We set simple criteria to allow only models 053

that are executable on relatively affordable hard- 054

ware setup: two A100 GPUs (40GB VRAM each). 055

This results in capability to run inference on most 056

modern 7B models with their maximum possible 057

context size. We also compare those models to 058

smaller but more efficient pre-trained transformer 059

architectures (Tay et al., 2022) designed for long- 060

text input by lowered computational complexity 061

(e.g. Longformer (Beltagy et al., 2020)). Addition- 062

ally, we evaluate the most frequently used strategies 063

for handling long-text with large models such as 064

text trimming and text chunking. 065

To facilitate our experiments we construct two 066

new datasets comprising of long social media 067

discussions compiled from public opinions on 068

COVID-19 in Singapore during the pandemic, and 069

corresponding reference summaries generated by 070

a state of the art LLM as ground truths. In this 071

setting, our results show that quality of commercial 072

LLM summarization can be achieved by smaller 073

and therefore significantly more cost efficient mod- 074

els, albeit requiring fine-tuning with additional la- 075

beled data. 076

Related Work: Text summarization has a long 077

standing history (Yadav et al., 2022; Widyassari 078

et al., 2022), with a number of techniques and ap- 079

proaches proposed under social media summariza- 080

tion (Papagiannopoulou and Angeli, 2023), and 081

long-context summarization (Koh et al., 2022). In 082
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comparison, ours is a benchmarking study, and083

we build upon the aforementioned studies as a084

foundation to evaluate popular summarization ap-085

proaches and assess their performance within the086

context of our specific application setting (Tay087

et al., 2022). This is similar in vein to (Zhang088

et al., 2024; Al Nazi et al., 2025; Yu et al., 2023);089

however, ours is novel in that we focus exclusively090

on long-context social media summarization.091

2 Approach and Methodology092

For our purposes, Social Media summarization is093

the task of generating a concise and informative094

summary, given a collection of social media content095

(including posts, comments, messages, etc.) on a096

topic of interest or from a discussion thread.097

The primary objective of our research is to assess098

the extent to which the summarization performance099

of the largest LLMs can be achieved using signifi-100

cantly smaller and more cost-efficient models. For101

this assessment, we use reference summaries gen-102

erated by GPT-4o with a 128k context window,103

which, at the time of writing, is widely regarded as104

one of the top-performing models (Liu et al., 2024,105

2023).106

2.1 Summarization Approaches Considered107

We explore two main categories of models: 1) pre-108

trained on large datasets not necessarily related to109

ours; and 2) fine-tuned on a dataset collected by us110

and using the same theme as test dataset. In both111

of those categories: we compare several long-text112

summarization pipelines based on Gemma-7B: a 7113

billion parameter LLM with 8k token context size114

available openly for commercial use.115

More specifically, we consider text chunking116

approaches that split input into multiple portions,117

each summarized separately; then resulting sum-118

maries are concatenated together for another round119

of summarization (and repeated chunking if still120

exceeding model input size). We compare three121

most popular text chunking strategies: 1) sequen-122

tial chunking (Jaiswal et al., 2021) that splits input123

text into even portions equal to maximal model124

context size (8k tokens in our case); 2) sequen-125

tial chunking with overlap (Ivgi et al., 2023) that126

enhances previous approach by overlapping sub-127

sequent chunks in order to keep some contextual128

relationship; 3) clustering (Bhaskar et al., 2023)129

that treats every comment separately and groups130

them together for summarization based on textual131

similarity (we use K-means applied to comment 132

embeddings generated by mpnet-v2; and with clus- 133

ter count in between 10 to 500, best one selected 134

using silhouette score). For reference, we compere 135

those chunking strategies with simpler solution that 136

takes text trimmed to max model input and discards 137

the reminder. 138

Additionally, we also evaluate two (parameter- 139

wise) smaller state of the art models dedicated 140

to long-text summarization: Longformer (Beltagy 141

et al., 2020) and Primera (Xiao et al., 2021). For 142

fine-tuning experiments, we train those two models 143

with a single epoch using earlier mentioned train 144

datasets (setting aside 10% for validation). We 145

compare those models to LLM fine-tuned using 146

LoRA (Hu et al., 2022) on all linear layers over the 147

course of 15 epochs. 148

2.2 Datasets 149

We constructed two datasets to evaluate summa- 150

rization performance for long-text social media dis- 151

cussions, using community comments as model 152

input and reference summaries generated by Ope- 153

nAIs GPT-4o as labels. The datasets were sourced 154

from two platforms Facebook and Reddit focus- 155

ing on COVID-19 discussions. Facebook data was 156

collected from Channel News Asia posts, while 157

Reddit data was extracted from the /r/singapore fo- 158

rum, covering discussions between July 2020 and 159

December 2022. The Facebook dataset includes 160

23,547 posts with 2,468,315 comments, and the 161

Reddit dataset contains 4,143 posts with 276,389 162

comments. We filtered these to create test sets: 163

fb1k (top 1,000 longest Facebook discussions, 16k 164

tokens) and rd300 (top 300 longest Reddit discus- 165

sions, 10k tokens). Additionally, we curated fine- 166

tuning datasets: fb500 (500 subsequent Facebook 167

discussions by length) and rd150 (150 Reddit dis- 168

cussions using the same ordering). Full dataset 169

construction details and statistics are provided in 170

Appendix A. 171

3 Experiments and Results 172

We present below our experiments on benchmark- 173

ing summarization performance using the above 174

datasets. All experiments were conducted with low- 175

temperature settings to ensure consistency across 176

multiple runs and produce comparable results. 177

3.1 Impact of Model Size and Fine-Tuning 178

We first study the performance of the models with 179

and without fine-tuning, according to the widely 180
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Architecture R1 R2 RL BS Chrf Meteor
Pre-trained Models
Gemma-7b /No Chunking 0.302 0.065 0.164 0.851 56.642 0.209
Gemma-7b /Chunking (Seq) 0.310 0.068 0.167 0.849 54.103 0.202
Gemma-7b /Chunking (Seq+Overlap) 0.313 0.068 0.169 0.849 54.114 0.201
Gemma-7b /Chunking (Cluster) 0.291 0.056 0.156 0.844 55.033 0.205
Longformer (16k) 0.177 0.016 0.091 0.782 47.466 0.165

Fine-Tuned Models
Gemma-7b /LoRA (1k) 0.344 0.083 0.169 0.859 63.691 0.303
Gemma-7b /LoRA/ Chunking (Seq) (1k) 0.339 0.082 0.168 0.861 63.155 0.323
Longformer (16k) 0.361 0.103 0.188 0.873 43.395 0.182
Primera (4k) 0.345 0.099 0.186 0.855 46.521 0.199

Table 1: Model performance on Facebook (fb1k) dataset. In brackets, next to model name, max size of input
accepted by model (all Gemma-7b models have 8k input size). Fine-Tuned models use fb500 dataset with 10%
validation set. *R1=Rouge-1;R2=Rouge-2;RL=Rouge-L;BS=BertScore.

used Rouge metrics (Lin, 2004). For fair compar-181

ison, we choose one candidate to represent Open182

LLMs (Gemma-7b), and Small LMs (Longformer).183

We study other open LLMs in a separate experi-184

ment.185

Table 1 shows comparison of all described mod-186

els and pipelines, each in their best performing187

configuration (full results, with all context sizes per188

each pipeline/model can be seen in Appendix B).189

Match-up under Zero-shot Setting: We observe190

that, without any fine-tuning, Open LLMs are the191

best and perform roughly similar regardless of with192

or without chunking. Looking at subtle differences,193

the best solution is chunking with overlap, just194

slightly edging over its simpler version without195

overlap and outperforming non-chunking and clus-196

ter chunking versions by larger margin. The un-197

tuned small LM solutions clearly perform the worst.198

Apart of model size, this could be potentially re-199

lated to the fact that used LLMs have knowledge200

cut-off post covid; while smaller models were pre-201

trained on unrelated datasets.202

Match-up after Fine-tuning: After fine-tuning,203

the situation changes dramatically in a rather unex-204

pected way: the significantly smaller model (Long-205

former with 162m parameters) beats all more com-206

plex solutions (even newer Primera model with207

same or smaller input size). Furthermore, it should208

be noted that Longformer uses only initial 16K to-209

kens of input and still overwhelmingly exceeds in210

performance over chunking solutions that analyse211

the complete input. This becomes even more radi-212

cal with fine-tuned Gemma-7b that also beats any213

untuned model but only using initial 1k tokens of214

text as input. 215

Match-up using Metrics besides Rouge: Same 216

experiments can be analysed with more complex 217

metrics that address deficiencies of Rouge and put 218

more focus on text semantic similarity (Supriyono 219

et al., 2024; Roy et al., 2021): BertScore (Zhang 220

et al., 2020); Chrf (Popović, 2015); and Me- 221

teor (Lavie and Agarwal, 2007). Those show fine- 222

tuned LLM performs better than smaller models. 223

This observation and previous are reinforced by 224

similar results coming from experiments on our 225

second dataset (Reddit) as can be seen in Table 4 226

in Appendix B. For that reason we decided to fur- 227

ther explore the relationship between input size and 228

model performance. 229

3.2 Impact of Input Size 230

We performed two series of experiments: 1) firstly 231

we looked at relationship between input text length 232

(untrimmed) and model performance using cor- 233

relation; 2) secondly, we experimented with dif- 234

ferent model input limitations but constant input 235

text length (e.g. model with 4k context size but 236

analysing full input via chunking). 237

Does Input text length impact model perfor- 238

mance? In the first experiment we discovered 239

there was no relationship between performance and 240

input length, ie. posts with very long discussions 241

were handled on average with equal performance 242

as post with little comments; regardless of used 243

metrics. The detailed results can be seen in Table 5 244

in Appendix B. 245

Does Context Size impact model performance? 246

In the second experiment, for Longformer and 247
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Gemma-7B we forcefully constrained model input248

size from as little as 1k token up to the pre-trained249

model maximal context size allowed by it’s archi-250

tecture (different values depending on the model;251

or no constrains in case of chunking). Those limita-252

tions were assumed both during training and testing.253

We noticed that while bigger context gives slightly254

better performance in most cases, the differences255

are rather small for Chrf metric (see Fig. 1) and256

similar but with some outliers in case of simpler257

Rouge metrics (see Fig. 2 in Appendix B).258

Does Chunking Overlap Size matter? Aside259

of the input size observation, second interesting in-260

sight from Table 1, was that among untuned models,261

the best performing one was using chunking with262

overlap. To see if this advantage could be pushed263

even further we checked if revealing larger poten-264

tial contextual dependencies between chunks to the265

model (ie. bigger chunk overlap) would improve266

the overall performance. We did this by testing267

with chunk overlap value from 5 to 25% (see Ta-268

ble 6 in the appendix). Our experiments show that269

setting of this parameter does not have a major im-270

pact on performance, with minimal overlap being271

only sightly better than others.272

3.3 Impact of Model Architectures:273

Finally, in our last experiment we checked if selec-274

tion of LLM architecture and pre-training regime275

would have a significant impact on our results.276

Therefore, in addition to earlier mentioned Gemma-277

7b, we repeated above experiments with Llama 3.1,278

and two flavours of Mistral (7b and 12b). The 12b279

was included in our experiments as it was still pos-280

sible to execute it on earlier mentioned hardware281

setup. The final results reveal small differences282

between 7b models and slight advantage for the283

12b model (see Table 2).284

Figure 1: Input size vs. accuracy for CHRF metric

Architecture R1 R2 RL
Gemma (7b) 0.310 0.068 0.167
Llama 3.1 (7b) 0.288 0.078 0.154
Mistral 0.3 (7b) 0.303 0.080 0.162
Mistral Nemo (12b) 0.329 0.078 0.162

Table 2: Relationship between text overlap and accuracy
for chunking architectures (all based on Gemma-7b with
Sequential Chunking algorithm).

4 Discussion and Conclusions 285

This paper studied the extent to which the long- 286

context summarization performance of the largest 287

LLMs can be achieved using significantly smaller 288

and more cost-efficient models, as applied to so- 289

cial media. The key findings are: i) Open LLMs 290

(e.g., Gemma-7b) perform best in zero-shot set- 291

tings, with minimal impact from chunking strate- 292

gies, while Small LMs (e.g., Longformer) per- 293

form poorly without fine-tuning, likely due to pre- 294

training on unrelated datasets. ii) Fine-tuning sig- 295

nificantly boosts performance, with Longformer 296

(162M parameters) outperforming larger, more 297

complex models. Fine-tuned models achieve high 298

accuracy even with limited input size (e.g., Gemma- 299

7b using only 1k tokens surpasses untuned models 300

processing full input). iii) Metrics like BertScore, 301

Chrf, and Meteor confirm that fine-tuned LLMs 302

outperform smaller models, reinforcing earlier ob- 303

servations from the Reddit dataset. iv) No strong 304

correlation found between input text length and 305

summarization quality, indicating long discussions 306

do not necessarily improve performance. Also, 307

larger context windows yield minor gains, but im- 308

provements are marginal across different metrics. 309

v) Overlapping chunking yields slight performance 310

benefits in zero-shot settings; however, increasing 311

chunk overlap does not significantly enhance per- 312

formance beyond minimal overlap. vi) Differences 313

between various 7B models (Gemma, Llama 3.1, 314

Mistral) are minor, with a slight advantage for the 315

Mistral-12B model. 316

These findings highlight that fine-tuning smaller 317

models and optimizing input selection can achieve 318

high-quality summarization at significantly lower 319

computational costs. The key insight is that the 320

gist of information expressed by the community is 321

often present in the initial parts of the discussion 322

and the rest of the content contains information 323

which is often not considered even by very large 324

models that can digest full input size. 325
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Limitations326

Our datasets come from only two social media plat-327

forms, this could be expanded to a wider range328

(e.g. Twitter, Youtube) to cover different types of329

discussions and communities. Furthermore, explor-330

ing a broader range of topics, including use cases331

beyond COVID-19 policy opinions could help to332

validate our findings for a broader set of applica-333

tions. In terms of methodology, we report only334

on quantitive evaluation using popular summari-335

sation metrics. The study could be supplemented336

with qualitative evaluation by human annotators to337

confirm our results; due to lack of resources this338

activity is outside of the scope of our article.339
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A Dataset Construction and Stats459

This section contains more details about the460

datasets referred in Section 2.461

We constructed two datasets to measure sum-462

marisation performance for long-text social media463

discussions. The datasets contain as model input:464

community comments related to same post; while465

as labels: reference summaries prepared by the466

OpenAI GPT-4o model. The data sources for those467

datasets are two popular social media platforms: 1)468

Facebook; and 2) Reddit; while the topic for both469

is COVID-19. The Facebook dataset was collected470

by inspecting the account of a Singaporean media471

outlet - Channel News Asia 1 and filtering posts by472

COVID-19 related keywords. For Reddit, similar473

operation was done but for a popular discussion474

forum "/r/singapore" 2.475

The data was collected from discussion threads476

that had activity between July 2020 and December477

2022 (ie. approximately 2.5 years). For Facebook478

that amounted to 23,547 posts with 2,468,315 com-479

ments, and for Reddit 4,143 posts with 276,389480

comments. We further filtered this data to discus-481

sions that had at least 16k tokens of concatenated482

1https://www.facebook.com/ChannelNewsAsia
2https://www.reddit.com/r/singapore/

fb1k fb500 rd300 rd150
TOKENS

Total 26m 7.3m 5.8m 1.3m
Per post
- MAX 140k 58.7k 65.1k 14.4k
- MIN 14.6k 11.3k 9.6k 7.1k
- AVG 21.1k 14.5k 19.4k 8.7k
- STD 11.9k 3.8k 9.3k 0.9k

COMMENTS
Total 669.3k 191.8k 104.2k 22.7k
Per post
- MAX 5.3k 1.1k 1.5k 0.4k
- MIN 131 146 64 30
- AVG 669 382 347 151
- STD 437 92 271 60

Table 3: Datasets used during experiments and their
characteristics.

comment content for Facebook (called fb1k dataset 483

- equivalent to top 1000 longest discussions) and 484

10k for Reddit (called rd300 - equivalent to top 485

300 longest discussions). Those two datasets are 486

test sets for all our experiments. Additionally, we 487

also created two more datasets that are used in our 488

fine-tuning experiments: for Facebook - fb500 (in- 489

cludes 500 subsequent posts ordered by discussion 490

length); and for Reddit - rd150 that has 150 subse- 491

quent posts using same ordering methodology. The 492

dataset statistics are provided in Table 3. 493

B Detailed Results 494

This section contains supplementary tables referred 495

in Section 4. 496

Figure 2: Input size vs. accuracy for Rouge-1 metric
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Architecture R1 R2 RL BS Chrf Meteor
Pre-trained Models
Gemma-7b /No Chunking 0.303 0.059 0.155 0.845 53.803 0.208
Gemma-7b /Chunking (Seq) 0.301 0.060 0.158 0.844 48.721 0.185
Gemma-7b /Chunking (Seq+Overlap) 0.297 0.060 0.156 0.845 47.167 0.182
Gemma-7b /Chunking (Cluster) 0.280 0.048 0.144 0.840 50.236 0.188
Longformer (16k) 0.203 0.021 0.098 0.789 49.228 0.172

Fine-Tuned Models
Gemma-7b /LoRA (1k) 0.317 0.064 0.152 0.852 63.153 0.296
Longformer (16k) 0.285 0.054 0.142 0.850 40.178 0.148
Primera (4k) 0.338 0.086 0.163 0.842 58.129 0.242

Table 4: Model performance on Reddit (rd300) dataset. In brackets, next to model name, max size of input accepted
by model (all Gemma-7b models have 8k input size). Fine-Tuned models use rd150 dataset with 10% validation set.
*R1=Rouge-1;R2=Rouge-2;RL=Rouge-L;BS=BertScore.

Architecture R1 R2 RL BS Chrf Meteor
Pre-trained Models
Gemma-7b /No Chunking -0.032 0.011 0.003 -0.037 0.041 0.031
Gemma-7b /Chunking (Seq) -0.047 -0.032 -0.004 -0.021 0.090 0.034
Gemma-7b /Chunking (Seq+Overlap) -0.022 -0.016 0.006 0.010 0.073 0.048
Gemma-7b /Chunking (Cluster) -0.036 -0.040 0.013 -0.041 -0.007 -0.022
Longformer (16k) -0.094 -0.007 -0.054 -0.100 -0.114 -0.115

Fine-Tuned Models
Gemma-7b /LoRA (1k) -0.071 -0.020 0.008 -0.063 -0.070 -0.034
Longformer (16k) -0.045 -0.032 0.022 -0.059 0.035 -0.006
Primera (4k) -0.014 0.017 0.059 0.014 0.038 0.020

Table 5: Correlation between sample size (token count) and model accuracy for different model architectures.

Overlap value (%) R1
5 0.313
10 0.311
15 0.310
20 0.312
25 0.311

Table 6: Relationship between text overlap and accuracy
for chunking architectures (all based on Gemma-7b with
Sequential Chunking algorithm).

Architecture (input limit) R1
Gemma-7b /Chunk-Seq (4k) 0.299
Gemma-7b /Chunk-Seq (8k) 0.304
Gemma-7b /Chunk-Seq (16k) 0.311
Gemma-7b /Chunk-Seq (32k) 0.310
Gemma-7b /Chunk-Seq (48k) 0.310
Gemma-7b /Chunk-Seq (non) 0.310
Longformer (1k) 0.348
Longformer (4k) 0.354
Longformer (8k) 0.359
Longformer (16k) 0.361
Gemma-7b /LoRA (1k) 0.344
Gemma-7b /LoRA (4k) 0.305
Gemma-7b /LoRA (8k) 0.312
Gemma-7b /No Chunk (1k) 0.302
Gemma-7b /No Chunk (4k) 0.316
Gemma-7b /No Chunk (8k) 0.302

Table 7: Relationship between input size limit and accu-
racy for different architectures.
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