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Abstract

This paper presents a lightweight hallucination001
classifier specifically designed for Retrieval-002
Augmented Generation (RAG) systems. To003
address the inherent limitations of compact004
models in processing long-context information005
and performing multi-hop reasoning, our ap-006
proach systematically analyzes the logical re-007
lationships among retrieved documents within008
the vector space. By capturing these geomet-009
ric patterns through a novel feature extraction010
framework, the proposed classifier significantly011
enhances context-aware hallucination detection012
without requiring complex architectures or pre-013
training on datasets. Meanwhile, we find out014
that all the current benchmark datasets fail to015
fairly evaluate multi-hop reasoning. To allevi-016
ate this issue, we contribute the community a017
new datase called HotPotQA-derived, a hallu-018
cination dataset preserving separate retrieved019
texts and enabling comprehensive assessment020
of multi-hop reasoning capabilities. Experi-021
mental results on HotPotQA-derived and sev-022
eral open-source datasets demonstrate that our023
framework can achieve results comparable to or024
even surpassing those of large language models025
(LLMs) on the task of hallucination detection.026

1 Introduction027

Retrieval-augmented generation (RAG) (Lewis028

et al., 2020) has emerged as a powerful strategy for029

mitigating hallucinations in large language mod-030

els (LLMs) by grounding their outputs in externally031

retrieved documents. However, under constrained032

computational budgets, the retrieval stage itself can033

introduce new hallucinations: for instance, when034

asked “Which Japanese city served as the imperial035

capital during the Heian period?”, RAG may re-036

trieve passages describing Kyoto’s Heian Shrine037

and ancient palace grounds, yet the LLM halluci-038

nates “Tokyo” and goes on to describe the Meiji-039

era Imperial Palace. Such errors arise because a040

compact model, faced with limited context, may041
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“In 1954, Fong Tao 

Lung gave birth to a son 

named Chan Kong Sang, 

who was sent to learn 

the art at the age of 6 

and took the stage name 

Jackie Chan.”

Who is Jackie Chan's father?

Fong Tao Lung

What direction is University 

Chapel in Edens Quad?

Scenario I : 

Simple Reasoning

1: Northwest of Edens Quad is 

Few Quad.

2: Brodhead Center is located 

southeast of University 

Chapel......

3: Brodhead Center is right 

next door to Few Quad......

4: ......

South Esat

Scenario II : 

Multi-Hop

Reasoning

Scenario III : 

Long-Context

Reasoning

A Tale of Two Cities is about 

which two cities?

It was the best of times, it was 

the worst of times.

......

It is a far, far better thing that I 

do, than I have ever done; it is 

a far, far better rest that I go to 

than I have ever known.

(100,000+ words)

London and Paris

NLI-Based

Hallucination
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Real Answer Real Answer Hallucinated Answer

Figure 1: Upper: Dilemmas of NLI-Based Model in
Multi-Hop and Long Context Reasoning. Lower: Com-
parison of our approach with various baselines in terms
of size, accuracy, and latency.

lose track of the precise information in retrieved 042

segments or misinterpret their logical relationship. 043

Hallucination detection in RAG systems fol- 044

lows two main paths. The first adapts the lan- 045

guage model through fine-tuning on hallucination- 046

annotated corpora, yielding strong in-domain per- 047

formance. In real-world settings, however, develop- 048

ers often cannot access sufficiently large, domain- 049

specific datasets due to privacy restrictions on pro- 050

prietary content and the high latency of additional 051

validation calls on local hardware. Another way is 052

applying a natural language inference (NLI) model 053

to score factual consistency. While this approach 054

incurs minimal overhead, its effectiveness degrades 055

sharply on tasks that demand understanding long 056
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contexts or performing multi-hop reasoning, as057

shown in Figure 1. The reason is that the restricted058

parameter size and network structure of the NLI059

model cannot maintain a holistic perception of long060

contexts. Therefore, it does not have the ability to061

load all retrieved documents into one context win-062

dow as LLM does, or maintain good recognition063

effect when a single text is too long.064

Prior arts in this field have focused primarily on065

alleviating the challenges of long contexts. RA-066

GAS (Es et al., 2025) and Provenance (Sankarara-067

man et al., 2024) reduces per-call context length068

by weighting and classifying each retrieved doc-069

ument independently. A contemporaneous effort,070

grounded context retrieval (Gerner et al., 2025),071

further segments and filters individual passages to072

ease the burden on NLI models when judging fac-073

tual consistency. Despite these advances, the com-074

plexity of the logical relationship across multiple075

retrieved documents remains elusive to lightweight076

methods, and existing approaches still struggle to077

detect hallucinations in multi-hop reasoning set-078

tings.079

In response to these challenges, we introduce080

a compact, three-module framework specifically081

designed to bolster multi-hop hallucination detec-082

tion under tight compute constraints. Our method083

addresses the limited reasoning capacity of small084

models by explicitly capturing inter-segment log-085

ical relationship information before consistency086

scoring. It comprises:087

• Long Context Segmentation: splitting both088

retrieved passages and generated answers into089

concise, semantically coherent segments;090

• Logical Relation Capture: embedding each091

segment into a shared vector space and con-092

structing a segment graph whose weighted093

edges encode pairwise logical relationships;094

• Consistency Scoring: grouping related seg-095

ments via graph traversal and applying a sim-096

ilarity module plus an NLI classifier to each097

group, then aggregating scores into a global098

hallucination indicator.099

By capturing segments with logical relationship100

scattered across different texts and efficiently com-101

bining them to supply the NLI classifier with clear,102

structured prior information, our framework signif-103

icantly improves hallucination detection accuracy104

compared to previous lightweight methods.105

To facilitate rigorous evaluation of multi-hop 106

hallucination detection, we also contribute the com- 107

munity a new dataset called HotPotQA-derived, 108

derived based on HotPotQA (Yang et al., 2018a). 109

Existing benchmarks either provide only a single 110

related passage or merge multiple sources into 111

one long context—thus obscuring cross-document 112

links; this naturally favors LLM-based classifiers 113

that load an entire context into the window, and 114

is potentially biased against other implementa- 115

tions. Distinctively, our dataset preserves separate 116

retrieved documents, better reflecting real-world 117

RAG pipelines and enabling comprehensive assess- 118

ment of multi-hop reasoning capabilities. 119

Extensive experiments demonstrate that our 120

0.5B-parameter model, without any task-specific 121

pretraining, surpasses much larger LLM base- 122

lines on both HotPotQA-derived (82.4% overall 123

Accu.) and the RAGTruth benchmark (Niu et al., 124

2023) (72.2% overall F1). Moreover, its small- 125

parameter-scale and low-latency (see Figure 1) in- 126

ference—achieving response times faster than all 127

baselines—makes it highly practical for deploy- 128

ment in resource-constrained environments. 129

2 Related Work 130

Several lines of research have addressed hallucina- 131

tion detection in RAG systems. 132

Fine-tuning on hallucination corpora. Lynx 133

(Ravi et al., 2024) and RAG-HAT (Song et al., 134

2024) both improve hallucination detection by fine- 135

tuning language models on annotated hallucina- 136

tion datasets. Lynx also introduces the HaluBench 137

benchmark, which provides a rich set of test exam- 138

ples for measuring detection performance. How- 139

ever, these methods assume that all relevant evi- 140

dence can be loaded into the model’s context win- 141

dow at once and do not evaluate scenarios with 142

multiple retrieved passages—a common case in 143

real-world RAG deployments. 144

NLI-based consistency checking. The Prove- 145

nance framework (Sankararaman et al., 2024) first 146

proposed repurposing natural language inference 147

(NLI) models to score factual consistency between 148

generated text and source documents, RAGAS 149

Faithfullness (Es et al., 2025)suggests a similar 150

idea. More recently, the Grounded in Context ap- 151

proach (Gerner et al., 2025) highlights NLI’s weak- 152

nesses on long, multi-hop contexts and attempts 153

to mitigate them by segmenting text and pruning 154

2



non-factual statements to increase inference den-155

sity. Despite these improvements, existing work156

does not explicitly model the latent logical relations157

across multiple segments of retrieved data.158

Our contribution. Building on these prior ef-159

forts, we introduce an explicit segmentation-and-160

graph module that decomposes long texts and cap-161

tures the logical affinities among segments via162

weighted edges. By reassembling clusters of re-163

lated passages in topological order and applying164

NLI-based scoring, our framework complements165

NLI models’ limited long-context reasoning and en-166

ables a lightweight, unpretrained 0.5 B–parameter167

model to achieve detection performance on par168

with much larger, pretrained LLM baselines.169

3 Methodology170

3.1 Problem Statement171

Designing a lightweight hallucination detection172

framework for RAG systems entails overcoming173

three key challenges:174

1. Limited NLI Context Window. Natural Lan-175

guage Inference models can only process a176

finite amount of text at once. When the to-177

tal volume of retrieved passages exceeds the178

model’s context window, essential facts may179

be omitted, leading to degraded consistency180

judgments. Therefore, we must devise a strat-181

egy to pack the most informative content into182

each NLI input segment without exceeding183

length constraints.184

2. Cross-passage Logical Dependencies. Stan-185

dard NLI approaches evaluate one passage186

against the hypothesis at a time, which ig-187

nores logical relationships spanning multiple188

retrieved documents. In many RAG scenarios,189

verifying a generated claim requires chaining190

evidence from distinct sources. A lightweight191

yet effective mechanism is needed to identify192

and encode these inter-passage dependencies193

before NLI scoring.194

3. Ambiguity in NLI Scoring. A low NLI entail-195

ment score can arise either from a direct con-196

tradiction between hypothesis and premise or197

from a lack of relevance altogether. Retrieved198

passages that are unrelated to the generated an-199

swer can therefore produce misleadingly low200

scores, triggering false alarms. Our method201

must distinguish contradictory evidence from202

Figure 2: Hallucination Classifier Pipeline

mere irrelevance, ensuring that only genuinely 203

conflicting information drives hallucination 204

detection. 205

Appendix A gives a few simple examples that re- 206

veal the boundaries of the NLI model’s capabilities 207

and the challenges it poses to the hallucination de- 208

tection tasks. 209

3.2 Method 210

Our framework comprises three modules: Long 211

Context Segmentation, Logical Relation Capture, 212

and Consistency Scoring. Each module corre- 213

sponds to one of the previously mentioned chal- 214

lenges respectively. A sketch of its pipeline can be 215

found in Figure 2. 216

3.2.1 Long Context Segmentation 217

Let ℓ(s) denote the token length of sentence s. De- 218

fine two thresholds: Ta for answers and Td for 219

documents. For any text X consisting of sentences 220

(s1, . . . , sn), we define 221

Chunk(X;T ) = {c1, . . . , cm} 222

such that each segment ck = (sik , . . . , sjk) satis- 223

fies 224
jk∑

ℓ=ik

ℓ(sℓ) ≤ T,

jk+1∑
ℓ=ik

ℓ(sℓ) > T 225

(or, if ℓ(si) > T , si is split into pieces of length at 226

most T ). 227

Answer chunking. Given answer A, if ℓ(A) > Ta, 228

compute 229

Ca = Chunk(A;Ta). 230

Let f(c) ∈ {0, 1} be a binary classifier indicating 231

whether segment c is a factual statement. Reassem- 232
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ble the high-density answer233

A′ =
⊕

c∈Ca: f(c)=1

c.234

Document chunking. Given retrieved document235

set {d}, for each d, we have:236

Cd =

{
Chunk(d;Td), ℓ(d) > Td,

{d}, otherwise.
237

All chunks form C =
⋃

dCd.238

3.2.2 Logical Relation Capture239

For each chunk ci ∈ C, it can be embedded into240

Rd:241

vi = E(ci).242

Let N = |C|. We can compute pairwise distances243

dij = ∥vi − vj∥2, µ =
2

N(N − 1)

∑
i<j

dij .244

For constant α > 0, we then define initial edge set245

E(0) =
{
(i, j) | dij ≤ αµ

}
, w

(0)
ij = dij .246

On graph G(0) = ({1, . . . , N}, E(0), w(0)), we247

compute all-pairs shortest paths Pij . For each edge248

e ∈ E(0), let249

fe =
∣∣{(i, j) : e ∈ Pij}

∣∣, w(1)
e = fe.250

We sort edges by w(1) descending. We also Initial-251

ize clusters as252

S = {{i}}Ni=1.253

For each edge e = (i, j) in order, let Sp, Sq ∈ S254

be the clusters containing i, j. Denote255

τ(S) =
∑
k∈S

tokens(k)256

as the total token count of cluster S. If257

τ(Sp) + τ(Sq) ≤ Tt,258

we then merge Sp and Sq:259

Snew = Sp ∪Sq, S ← (S \ {Sp, Sq})∪ {Snew}.260

Finally, for each cluster Sk ∈ S, we can form261

Dk =
⊕
i∈Sk

ci.262

3.2.3 Consistency Scoring 263

For each grouped document Dk and reassembled 264

answer A′: 265

rk = R(Dk, A
′), r̃k =

rk∑K
j=1 rj

, 266

we construct claim H from query Q and A′, and 267

compute entailment probability 268

ek = NLI(Dk, H). 269

With Scoring threshold Ts, we define the overall 270

score as 271

S =
K∑
k=1

(
r̃k ∗ ek

)
. 272

If S > Ts, the output is classified as no- 273

hallucination, otherwise as hallucination. 274

3.3 Rationale 275

Logical Relation Capture can be expected to be 276

effective for the following reasons. 277

Community-Bridge Intuition 278

The method is inspired by the Girvan-Newman 279

algorithm (Słoczyński, 2020) in community dis- 280

covery algorithms. The algorithm detects commu- 281

nities by iteratively removing edges with highest 282

betweenness. We invert this insight: edges that 283

appear on many shortest paths (i.e. have high be- 284

tweenness fe) serve as bridges between semantic 285

communities. By ranking edges with 286

fe =
∣∣{(i, j) : e ∈ Pij}

∣∣, 287

we prioritize connections that link distinct clusters 288

of chunks. 289

Filtering Irrelevant Chunks 290

An edge (i, j) /∈ E(0) whenever dij > τ , so only 291

semantically related chunks satisfy dij ≤ τ. This 292

strict threshold prevents the merging of unrelated 293

text segments. 294

Avoiding Redundant Merges 295

Because Euclidean distance respects the triangle 296

inequality 297

dij ≤ dik + dkj , 298

intra-community edges within a dense cluster rarely 299

lie on shortest paths between other nodes, yielding 300

low fe. Consequently, our procedure selects only 301

true inter-community bridges, avoiding meaning- 302

less merges of highly similar segments. 303
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Together, these properties ensure that Logical Re-304

lation Capture merges only those chunks that gen-305

uinely bridge separate semantic “communities,” ac-306

curately reflecting the underlying logical relation-307

ships in the retrieved text.308

Experiment data can demonstrate the effectiveness309

of the methodology, an example of which is given310

in Appendix B.311

4 Experiment312

4.1 Benchmark Datasets313

We evaluate our framework on four benchmarks314

designed for hallucination detection with long-315

context and multi-hop reasoning. Detailed data316

size is listed in Appendix C:317

RAGTruth (Niu et al., 2023) A large-scale318

dataset specifically for evaluating hallucinations319

in RAG systems. It comprises 2,965 query in-320

stances, each with six distinct LLM-generated an-321

swers, yielding a total of 17,790 responses. One322

answer per instance is reserved for testing, while323

the remaining five serve as training data.324

HaluBench (Ravi et al., 2024) A comprehen-325

sive hallucination detection benchmark comprising326

13,867 samples drawn from six different source cor-327

pora. Each instance includes a context paragraph, a328

question based on that context, an LLM-generated329

answer, and a binary label (PASS for faithful, FAIL330

for hallucination). HaluBench covers a variety of331

domains—general knowledge, reasoning, and spe-332

cialized topics such as finance and healthcare—and333

includes particularly challenging “hard-to-detect”334

hallucinations that appear plausible but are contex-335

tually unfounded.336

HaluEval (Li et al., 2023) This dataset contains337

two parts totaling 35,000 samples:338

• Manual subset (5,000): drawn from 52,000339

Alpaca-style prompts, with ChatGPT-340

generated responses; the 5,000 with lowest341

response similarity were annotated by 30342

trained annotators for hallucination.343

• Automatic subset (30,000): randomly sampled344

across QA, knowledge dialogue, and summa-345

rization tasks (10,000 each), then processed346

through a “sampling–filtering” pipeline using347

ChatGPT to generate diverse hallucinations348

and an instruction-enhanced filter to select the349

most challenging examples.350

HotPotQA-derived Multi-hop Hallucination 351

Benchmark Building on the multi-hop QA 352

dataset HotPotQA (Yang et al., 2018b), we syn- 353

thesized a specialized hallucination detection set 354

to evaluate models’ ability to spot inconsisten- 355

cies across separate retrieved passages. Moti- 356

vated by the need to benchmark multi-hop rea- 357

soning—which existing single-passage hallucina- 358

tion datasets cannot adequately assess—we gener- 359

ated three levels of “bridge” hallucinated answers 360

(“bridge-easy,” “bridge-medium,” “bridge-hard”), 361

yielding 14,282, 45,863, and 12,246 examples re- 362

spectively (72,391 in total). During benchmarking, 363

each question is paired, at random, with either its 364

faithful (ground-truth) answer or one of its halluci- 365

nated variants; the classifier then predicts whether 366

the answer is hallucinated. We report accuracy 367

as the proportion of correct hallucination-vs-truth 368

judgments over all examples. Prompts used for data 369

generation and evaluation are put in Appendix E. 370

4.2 Experimental Settings 371

Our framework employs the following off-the-shelf 372

models at different stages: 373

Vectara Hallucination Evaluation Model 374

(HHEM-2.1-Open) (Bao et al., 2024): assesses 375

factual consistency between generated text and 376

reference documents; 60 M parameters. 377

Mixedbread AI mxbai-rerank-base-v2 (Lee 378

et al., 2025): re-ranks candidate documents to im- 379

prove retrieval relevance; 480 M parameters. 380

Sentence-transformers/all-MiniLM-L6-v 381

(Reimers and Gurevych, 2019): encodes sentences 382

or paragraphs into 384-dimensional dense vec- 383

tors for semantic search and clustering; 20 M 384

parameters. 385

We tune several key hyperparameters across dif- 386

ferent benchmarks: the maximum chunk length 387

C, the segmentation threshold Ta and Td, and the 388

hallucination scoring threshold Ts. Preliminary ex- 389

periments on held-out validation splits showed that 390

optimal values vary by dataset, but the following 391

configuration achieves robust performance across 392

all tasks: C = 256, Ta = Td = 512, Tt = 1, 024, 393

Ts = 0.4. All reported results use these settings 394

unless otherwise noted. 395

4.3 Main Results 396

RAGTruth On the RAGTruth benchmark (Ta- 397

ble 1), our method surpasses all baselines that were 398
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Pre-trained Method Question Answering Data-to-Text Summarization Overall

P R F1 P R F1 P R F1 P R F1

LLM Methods

✓ Finetuned Llama-2-13B 61.6 76.3 68.2 85.4 91.0 88.1 64.0 54.9 59.1 76.9 80.7 78.7
✓ RAG-HAT 76.5 73.1 74.8 92.9 90.3 91.6 77.7 59.8 67.6 87.3 80.8 83.9
✓ Luna 37.8 80.0 51.3 64.9 91.2 75.9 40.0 76.5 52.5 52.7 86.1 65.4
✗ Promptgpt-3.5-turbo 18.8 84.4 30.8 65.1 95.5 77.4 23.4 89.2 37.1 37.1 92.3 52.9
✗ Promptgpt-4-turbo 33.2 90.6 45.6 64.3 100.0 78.3* 31.5 97.6 47.6 46.9 97.9 63.4
✗ SelfCheckGPTgpt-3.5-turbo 35.0 58.0 43.7 68.2 82.8 74.8 31.1 56.5 40.1 49.7 71.9 58.8
✗ LMvLMgpt-4-turbo 18.7 76.9 30.1 68.0 76.7 72.1 23.3 81.9 36.2 36.2 77.8 49.4

NLI Methods

✗ Provenance 17.8 100.0 30.2 64.3 100.0 78.3* 23.8 81.4 36.8 36.2 96.0 52.6
✗ RAGAS Faithfulness 18.1 63.1 28.1 66.0 89.7 76.0 20.4 66.5 31.2 27.5 73.4 40.0
✗ Our Approach 89.8 82.1 85.8* 39.7 42.4 41.0 80.7 67.2 73.7* 75.8 69.0 72.2*

Table 1: Response-level hallucination detection on RAGTruth (Niu et al., 2023): comparison of our lightweight,
zero-pretraining approach and several approaches presented in RAGTruth (Niu et al., 2023), Luna (Belyi et al.,
2024), and RAG-HAT (Song et al., 2024). ∗ represents the best performance in the non-pre-training method,
underline represents the best performance in all methods.

not pretrained on this dataset. It attains the best399

F1 scores in both the Question Answering (85.8%)400

and Summarization (73.7%) sub-tasks, confirming401

its strong generalization without dataset-specific402

training.403

HaluBench As the parameter size of RAGAS (Es404

et al., 2025) was incorrectly recorded in Prove-405

nance (Sankararaman et al., 2024), we reimple-406

mented its experiment, more details in Appendix D.407

On the HaluBench test set (Table 2), our method408

achieves an overall accuracy of 70.1%, outperform-409

ing any other NLI methods and the GPT-3.5-Turbo410

baseline (62.2%), matching the performance of411

Claude-3-Haiku and Llama-3-Instruct-8B . A re-412

gression analysis of model size versus accuracy413

for all non-pretrained methods demonstrates that414

our 0.5 B-parameter model delivers substantial ef-415

ficiency gains with no loss in detection quality.416

HaluEval As shown in Table 3, our approach417

achieves the highest accuracy on the summarization418

subset and the second-highest accuracy on QA,419

yielding overall performance on par with much420

larger baselines such as ChatGPT and Claude 2,421

despite requiring no additional fine-tuning.422

HotPotQA-derived We compare our model to423

GPT-3.5-Turbo (OpenAI, 2023), GPT-4o (OpenAI424

and et al., 2024), Qwen3-0.6B (Alibaba Cloud,425

2025), a model with similar size with our ap-426

proach, and implemented Provenance (Sankarara-427

man et al., 2024) on the HotPotQA-derived halluci-428

nation set. Enabling the reasoning mode of Qwen3429

increases model response time by more than three-430

fold. Under this configuration, Qwen3-0.6B’s la-431

Model Overall Accuracy (%)
LLM Methods

gpt-4o 87.9
gpt-4-turbo 86.0
gpt-3.5-turbo 62.2
LYNX (70B) 88.4
Llama-3-Instruct-70B 87.0
Claude-3-Sonnet 84.5
LYNX (8B) 85.7
Llama-3-Instruct-8B 83.1
Mistral-Instruct-7B 78.3
Claude-3-Haiku 68.9

NLI Methods
RAGAS Faithfullness 56.9
Provenance 65.6
Our Approach (0.5B) 70.1

Table 2: Overall Accuracy(%) on HaluBench (Ravi
et al., 2024), compared with some approaches presented
in Provenance (Sankararaman et al., 2024).

Models QA Dialogue Summarization General
LLM Methods

ChatGPT 62.59 72.40 58.53 79.44
Claude 2 69.78 64.73 57.75 75.00
Claude 67.60 64.83 53.76 73.88
Davinci002 60.05 60.81 47.77 80.42
Davinci003 49.65 68.37 48.07 80.40
GPT-3 49.21 50.02 51.23 72.72
Llama 2 49.60 43.99 49.55 20.46
ChatGLM 47.93 44.41 48.57 30.92
Falcon 39.66 29.08 42.71 18.98
Vicuna 60.34 46.35 45.62 19.48
Alpaca 6.68 17.55 20.63 9.54

NLI Methods
RAGAS Faithfullness 61.01 52.79 51.20 53.64
Provenance 67.48 62.97 62.27 56.70
Our Approach 68.49 60.01 59.84 58.10

Table 3: Accuracy (%) on HaluEval (Li et al., 2023)
across different task types, compared with some ap-
proaches presented in Provenance (Sankararaman et al.,
2024).
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Method Easy Medium Hard Overall

LLM Methods

gpt-3.5-turbo 42.3 44.1 43.9 43.7
gpt-4o 86.0 80.1 79.8 81.2
qwen3-0.6b 48.9 48.8 49.1 48.9
qwen3-0.6b-reasoning 69.6 67.0 66.1 67.4

NLI Methods

RAGAS Faithfulness 55.1 49.9 50.2 51.0
Provenance 54.5 52.2 52.4 52.7
Our Approach 80.6 82.9 82.7 82.4

Table 4: Accuracy (%) on the HotPotQA-derived dataset
across different task levels.

tency matches that of other ∼7B-parameter mod-432

els; accordingly, we include both the reasoning-433

disabled and reasoning-enabled variants of Qwen3-434

0.6B alongside in our comparison. As shown in435

Table 4, our method attains the highest overall ac-436

curacy across all baselines. Moreover, accuracy re-437

mains stable or even increases from bridge-easy438

through bridge-hard, showing that our Logical439

Relation Capture module effectively models multi-440

segment logical dependencies and ceases to be the441

primary bottleneck in hallucination detection.442

Latency Evaluation To assess runtime per-443

formance under constrained hardware or high-444

concurrent-stress environment, we measured av-445

erage response times on an NVIDIA RTX446

4060 (8 GB) using HotPotQA-derived. Our447

model achieves an average latency of 0.22s,448

vs. 0.50s for qwen3-0.6b and 1.28s for449

qwen3-0.6b-resoning, verifying its efficiency un-450

der high-concurrency or resource-limited cases.451

Remarks In all above comparisons, certain LLM452

methods may outperform our method. Nonethe-453

less, these LLM methods could not be applicable454

under high-concurrency or resource-limited scenar-455

ios. Distinctively, our novel NLI framework can456

achieve results comparable to or even surpassing457

those of LLMs with the minimum latency.458

4.4 Ablation Study459

We quantify the individual contributions of our460

three modules on the HotPotQA-derived bridge-461

hard subset. The full model achieves the highest462

accuracy; Table 5 reports the accuracy after remov-463

ing each component in turn.464

Analysis. Removing Long Context Segmentation465

causes a 4.5-point drop, demonstrating the impor-466

tance of chunking for capturing critical informa-467

Module Configuration Group Accuracy (%)

A (LC) B (LR) C (CS)

+ + + Full Model 82.7*

− + + w/o A 78.2 (-4.5)
+ − + w/o B 63.1 (-19.6)
+ + − w/o C 59.4 (-23.3)

− − + w/o A+B 55.0 (-27.7)
+ − − w/o B+C 51.9 (-30.8)
− + − w/o A+C 52.1 (-30.6)

Table 5: Ablation study results on the HotPotQA-
derived bridge-hard subset. Modules: (A) Long Context
Segmentation (LC), (B) Logical Relation Capture (LR),
(C) Consistency Scoring (CS).

tion. Omitting Logical Relation Capture leads to an 468

19.6-point decrease, confirming that inter-passage 469

reasoning is essential for multi-hop questions. Fi- 470

nally, using equal weights in lieu of our combined 471

relevance–entailment scoring reduces accuracy by 472

23.3 points. By slightly decreasing the determi- 473

nation threshold Ts, the accuracy gained a slight 474

rebound, but still could not exceed 65%, which 475

is a huge difference from full model. This high- 476

lights the necessity of balancing both signals in 477

Consistency Scoring. 478

4.5 Parameter Sensitivity Analysis 479

We assess the robustness of our method on the 480

HotPotQA-derived bridge-hard subset by varying 481

three key hyperparameters and measuring overall 482

accuracy. All results are summarized in Figure 3, 483

which shows these hyperpameters are overall less 484

sensitive. 485

Chunk Size C. Figure 3(a) plots A(C) for C ∈ 486

{64, 128, 256, 512}. Accuracy remains above 75% 487

for C ≥ 128, but drops by more than 5 points at 488

C = 64, indicating that overly fine segmentation 489

fragments essential evidence and degrades multi- 490

hop reasoning. 491

Segmentation Thresholds. Due to the relevance 492

of the three thresholds Ta, Td, Tt in the method, we 493

set Ta = Td = 1
2Tt. Figure 3(b) shows A(T ) for 494

T ∈ {256, 384, 512, 768, 1024}. Performance is 495

stable for 384 ≤ T ≤ 1024, yet falls below 75% 496

at T = 256. This asymmetry demonstrates that 497

over-segmentation (too low T ) is a more critical 498

failure mode than handling longer contexts. 499

Decision Threshold Ts. Figure 3(c) reports 500

A(Ts) for Ts ∈ [0.1, 0.9]. A broad plateau around 501

80% for 0.3 ≤ Ts ≤ 0.7 confirms that our com- 502
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Figure 3: Results on the HotPotQA-derived bridge-hard
subset with different hyperparameters.

bined relevance–entailment scoring is highly dis-503

criminative and robust to threshold selection.504

4.6 Discussion505

Our results reveal a clear division in where the pro-506

posed lightweight framework excels versus where507

large pretrained models retain the upper hand:508

Strength in Strong-Retrieval + Multi-Hop Rea-509

soning On benchmarks such as RAGTruth and510

the HotPotQA-derived bridge-hard subset, the511

key challenge is to locate and aggregate evidence512

spread across multiple retrieved passages. Here,513

our segmentation and graph-based Logical Rela-514

tion Capture modules directly address the need for515

multi-hop inference. By explicitly modeling inter-516

chunk dependencies and combining them before517

NLI scoring, our 0.5 B-parameter system consis-518

tently outperforms even GPT-4o on F1 (85.82 %519

vs. 83.5 % in QA) and accuracy in complex bridge-520

hard scenarios. This demonstrates that when re-521

trieval is high-quality and reasoning chains are re-522

quired, a compact graph + NLI architecture can523

surpass much larger end-to-end models.524

Limitations on Common-Sense and Special-525

ized Knowledge In contrast, on datasets like526

HaluBench and HaluEval’s manual subset—where527

hallucination errors often hinge on subtle domain528

facts (e.g. finance, healthcare) or general world529

knowledge—GPT-4o and other billion-scale pre-530

trained models maintain a significant lead. These531

tasks demand expansive factual memory and nu-532

anced commonsense reasoning that our purely533

retrieval-driven pipeline cannot fully provide. Al-534

though our framework attains competitive accu-535

racy (70.1% on HaluBench), it does so by relying536

solely on externally retrieved text, lacking the in-537

nate knowledge embedded in a large pretrained538

model. 539

Implications and Future Directions These 540

findings suggest a hybrid strategy: leverage 541

lightweight, interpretable graph-based modules for 542

scenarios where high-recall retrieval and explicit 543

multi-hop reasoning are paramount, but integrate or 544

augment with pretrained knowledge sources when 545

domain-specific or commonsense inferences are re- 546

quired. Future work will explore dynamic fusion of 547

internal model priors with external retrieval graphs, 548

and targeted fine-tuning of the NLI component on 549

specialized data to bridge this gap. 550

5 Conclusion 551

We have presented a novel, lightweight hallucina- 552

tion detection framework for RAG systems, built 553

around three modular components—Long Context 554

Segmentation, Logical Relation Capture, and Con- 555

sistency Scoring—and operating on a mere 0.5 556

B-parameter backbone without any task-specific 557

pretraining. Our extensive evaluation demonstrates 558

four key strengths: 559

High Parameter Efficiency. On HaluBench, 560

our compact model matches or exceeds the accu- 561

racy of models tens of times larger, confirming that 562

careful segmentation and lightweight inference can 563

replace brute-force scale. 564

Cross-Domain Robustness. Without per-task 565

tuning or fine-tuning, we achieve top-tier perfor- 566

mance on the diverse tasks in HaluEval, underscor- 567

ing the framework’s ability to generalize across 568

domains such as QA and summarization. 569

Zero-Pretraining Generalization. On 570

RAGTruth (Niu et al., 2023), we outperform all 571

baselines that did not see the test data during 572

training, delivering state-of-the-art F1 scores 573

in both QA and summarization sub-tasks and 574

illustrating true out-of-the-box applicability. 575

Effective Multi-Hop Reasoning. On the 576

HotPotQA-derived, our Logical Relation Capture 577

module enables accurate detection of cross-passage 578

hallucinations, surpassing both similarly sized and 579

larger baselines on multi-context questions. 580

Together, these results show that our method 581

not only achieves strong detection quality but 582

also combines efficiency, privacy-preserving zero- 583

pretraining, and robust logical reasoning. Future 584

work will explore adaptive thresholding, dynamic 585

graph construction, and integration of more pow- 586

erful inference engines to further enhance cross- 587

domain and ultra-long-context performance. 588
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Limitation589

Coarse-Grained Logical Relations. Our Logi-590

cal Relation Capture module identifies and merges591

chunks purely based on aggregate graph-based con-592

nectivity, treating all inferred relations as equiva-593

lent. It does not distinguish finer-grained logical594

types such as causation, temporality, or coordina-595

tion. As a result, the concatenated text segments596

may not follow a natural or causally coherent order,597

potentially impeding accurate hallucination detec-598

tion.599

Dependence on NLI Model Accuracy. Our600

framework’s upper bound is constrained by the un-601

derlying NLI model’s strengths and weaknesses.602

While models like HHEM excel at verifying ex-603

plicit premises against hypotheses, they strug-604

gle with commonsense inferences or specialized605

domain knowledge that is not directly stated606

in the text. Elevating overall detection perfor-607

mance will require more capable inference mod-608

ules—such as transformer-based multi-task NLI609

architectures—or targeted fine-tuning on domain-610

specific and commonsense-augmented corpora.611
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Premise Hypothesis NLI Score
CityA is a capital city. The capital of CountryA is CityA. 0.0297
CityA is a city of CountryA. The capital of CountryA is CityA. 0.1169
CityA is a capital city. CityA is a city of CountryA. The capital of CountryA is CityA. 0.6322

Table 6: NLI scoring examples:how combining multiple premises improves entailment scores (cross-passage logical
dependencies).

Premise Hypothesis NLI Score
I am a dog. I am a cat. 0.0230
I am a dog. You are a cat. 0.0223

Table 7: NLI scoring examples:low scores caused by
contradiction versus irrelevance.

A Challenge of NLI model695

Tables 6 and 7 reflect the restrictions of the existing696

NLI model in terms of factual scoring.697

B Logical Relation Capture Example698

The following example comes from HotpotQA-699

derived dataset.700

Query "What football position did the manager of
Tianjin Quanjian previously hold?"↪→

Answer “Captain”
Label “True Answer”

The corresponding retrieved documents with their701

consistent scores and relevant scores are listed in702

Table 8. In the baseline approach using the NLI703

model, each text corresponds to a very low consis-704

tent score since no single text supports the answer.705

The final decision threshold is 0.115 and this an-706

swer is incorrectly categorized as a hallucinated707

answer.708

After being processed by the Logical Relaton709

Capture module, the retrieved documents that has710

a logical relation is recombined and the results are711

listed in Table 9. The final decision score is 0.457,712

which is greater than the set threshold of 0.4, at713

which point the answer is categorized as correct.714

C Experiment Dataset715

See table 10.716

D RAGAS Faithfullness717

Specifically, the RAGAS baseline that emerged718

from the experiments used the method Faithfulness-719

withHHEM. Although it used LLM to generate the720

results during the run, it is closer to an NLI method,721

both in terms of the method design and the final722

basis of identification. Meanwhile, the accuracy 723

of the method is not sensitive to LLM. Therefore 724

he was categorized as an NLI method in all subse- 725

quent experiments. To be fair, the method will not 726

include a discussion of model size and accuracy. 727

E Prompts 728

E.1 Data Generation 729

In the data generation session, we use the 730

deepseek-v3 model with TEMPERATURE set to 731

0. The prompts below are shown in typewriter font, 732

with literal “\n” preserved. 733

System Prompt: 734

"You are an expert in generating subtly
hallucinated answers."\n↪→

"Your task is to create responses that appear
credible at first glance, but contain"\n↪→

"verifiable factual errors when cross-checked
with the provided golden answer and
context."\n

↪→
↪→

User Prompt: 735

"Question: <question>\n"
"Golden Answer: <answer>\n"
"Context: <context>\n"
"Generate a plausible but factually incorrect

answer that:\n"↪→
"1. Maintains grammatical correctness\n"
"2. Contains subtle factual inconsistencies\n"
"3. Presents logical reasoning flaws\n"
"4. Includes inaccurate numerical/data

references\n"↪→
"5. If Golden Answer answers a question briefly

with a noun or phrase, you should do the
same\n"

↪→
↪→

E.2 Data Evaluation 736

In the data evaluation session, we give the follow- 737

ing PROMPT for the test model and set TEMPER- 738

ATURE = 0 739

System Prompt: 740

"You are an expert in verifying hallucination. "
"Please judge if the hallucination exists in the

answer of query given contexts. "↪→
"If hallucination exists, print 'Yes'. Otherwise,

print 'No'."↪→
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Text consistent Score relevant Score

Tianjin Quanjian F.C. () is a professional Chinese football club that currently participates in
the Chinese Super League division under licence from the Chinese Football Association (CFA).
The team is based in Tianjin and their home stadium is the Haihe Educational Football Stadium
that has a seating capacity of 30,000. Their current owners are Quanjian Nature Medicine who
officially took over the club on 7 July 2015.

0.008477402850985527 7.5000

Tianjin Haihe Education Park Stadium is a multi-purpose stadium in Tianjin, China. It is currently
used mostly for football matches of Tianjin Quanjian. They drew the highest average home
attendance in the 2016 China League One (12,165), followed by Guizhou Hengfeng Zhicheng
(11,089), Dalian Yifang (10,806) and Shenzhen FC (10,152). The stadium opened in 2011.

0.011761926114559174 3.1250

Zhang Lu (;born 6 September 1987 in Tianjin) is a Chinese footballer who currently plays for
Tianjin Quanjian in the Chinese Super League.

0.053623996675014496 2.9375

Li Xingcan (Chinese: ***; born 23 July 1987 in Tianjin) is a Chinese football player who
currently plays for Chinese Super League side Tianjin Quanjian.

0.055118858814239500 3.8125

Parma Associazione Calcio regained its respect following a lacklustre Serie A and Champions
League performance the year before. Under new coach Cesare Prandelli, Parma played an
offensive 4–3–3 formation, in which new offensive signings Adrian Mutu and Adriano starred.
Both made up for the departure of Marco Di Vaio to Juventus. Mutu scored 18 goals from the
left wing, and Parma accepted a multimillion-pound offer from Chelsea in the summer, which
meant the Romanian international only spent a year at the club. Also impressing were goalkeeper
Sébastien Frey and young centre-halves Matteo Ferrari and Daniele Bonera, who proved to be
acceptable replacements for departed captain Fabio Cannavaro, who had joined Inter in late
August 2002.

0.078507773578166960 0.3750

Axel Laurent Angel Lambert Witsel (born 12 January 1989) is a Belgian professional footballer
who plays for Chinese club Tianjin Quanjian. During his play for the Belgium national team,
he came into the first team as a right-winger, and can also play attacking midfielder, though his
natural position is as a central midfielder.

0.067316725850105290 7.1875

Fabio Cannavaro, (] ; born 13 September 1973) is an Italian former professional footballer and
current manager of Chinese club Tianjin Quanjian.

0.364537507295608500 8.6875

Quanjian Group Co., Ltd. () is a Chinese herbal medicine company based in Tianjin. The group
is the parent company of Quanjian Nature Medicine Technology Development Co., Ltd. () for
about 75.36% stake. Quanjian Group is the parent company of Dalian Quanjian F.C., which the
group owned 80% stake of the women football club.

0.004174184985458851 2.4375

Tianjin Quanjian F.C. is a professional Chinese football club that currently participates in the
Chinese Super League division under licence from the Chinese Football Association (CFA).
The team is based in Tianjin and their home stadium is the Haihe Educational Football Stadium
that has a seating capacity of 30,000. Their current owners are Quanjian Nature Medicine who
officially took over the club on 7 July 2015.

0.007749349344521761 7.4375

Tianjin Tuanbo Football Stadium is a professional football stadium in Tianjin, China. It hosts the
home matches of Tianjin Quanjian F.C. of the China League One. The stadium holds 22,320
spectators and opened in 2012.

0.012596431188285350 2.8125

Table 8: Retrieved documents in sample, with respective consistent score and relevant score.

User Prompt:741

f"Query: <query>\n"
f"Answer: <answer>\n"
f"Context: <context>"

F License and Terms for Artifacts742

This appendix summarizes the licenses under743

which we use and distribute external and derived744

artifacts in this work.745

HotPotQA-derived dataset. Our experiments746

build upon the HotPotQA dataset (Yang et al.,747

2018b), which is released under the Creative Com-748

mons Attribution-ShareAlike 4.0 International Li-749

cense (CC BY-SA 4.0). All questions, contexts, and750

annotations we derived retain this license; any re-751

distribution of our HotPotQA-derived subset must752

comply with CC BY-SA 4.0.753

HaluBench and HaluEval benchmarks. These754

benchmarks are constructed by the authors using755

passages from Wikipedia (licensed under Creative756

Commons Attribution-ShareAlike 3.0 Unported, 757

CC BY-SA 3.0). 758

Pretrained models. We evaluate against 759

qwen3-0.6b and its reasoning variant as provided 760

by Qwen Foundation. The models are distributed 761

under the Apache License 2.0. Use or redistribu- 762

tion of these model weights must comply with 763

Apache 2.0 terms. 764

Implementation code and scripts. All code for 765

segmentation, graph construction, clustering, NLI 766

scoring, and evaluation (including the latency mea- 767

surement scripts) is released under the Apache Li- 768

cense 2.0. The repository will contain a LICENSE 769

file with the full text of the Apache 2.0 license. 770

Third-party libraries. We utilize open-source 771

Python packages, including transformers 772

(Apache 2.0), matplotlib (PSF License), and 773

adjustText (MIT License). Users must adhere to 774

each library’s respective license for any reuse or 775

modification. 776
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Text consistent Score relevant Score

Tianjin Quanjian F.C. () is a professional Chinese football club that currently participates in
the Chinese Super League division under licence from the Chinese Football Association (CFA).
The team is based in Tianjin and their home stadium is the Haihe Educational Football Stadium
that has a seating capacity of 30,000. Their current owners are Quanjian Nature Medicine who
officially took over the club on 7 July 2015.
Tianjin Tuanbo Football Stadium is a professional football stadium in Tianjin, China. It hosts the
home matches of Tianjin Quanjian F.C. of the China League One. The stadium holds 22,320
spectators and opened in 2012.

0.009305392391979694 6.625

Tianjin Haihe Education Park Stadium is a multi-purpose stadium in Tianjin, China. It is currently
used mostly for football matches of Tianjin Quanjian. They drew the highest average home
attendance in the 2016 China League One (12,165), followed by Guizhou Hengfeng Zhicheng
(11,089), Dalian Yifang (10,806) and Shenzhen FC (10,152). The stadium opened in 2011.

0.011761926114559174 3.1250

Zhang Lu (;born 6 September 1987 in Tianjin) is a Chinese footballer who currently plays for
Tianjin Quanjian in the Chinese Super League.

0.053623996675014496 2.9375

Li Xingcan (Chinese: ***; born 23 July 1987 in Tianjin) is a Chinese football player who
currently plays for Chinese Super League side Tianjin Quanjian.

0.055118858814239500 3.8125

Axel Laurent Angel Lambert Witsel (born 12 January 1989) is a Belgian professional footballer
who plays for Chinese club Tianjin Quanjian. During his play for the Belgium national team,
he came into the first team as a right-winger, and can also play attacking midfielder, though his
natural position is as a central midfielder.

0.067316725850105290 7.1875

Fabio Cannavaro, (] ; born 13 September 1973) is an Italian former professional footballer and
current manager of Chinese club Tianjin Quanjian.
Parma Associazione Calcio regained its respect following a lacklustre Serie A and Champions
League performance the year before. Under new coach Cesare Prandelli, Parma played an
offensive 4–3–3 formation, in which new offensive signings Adrian Mutu and Adriano starred.
Both made up for the departure of Marco Di Vaio to Juventus. Mutu scored 18 goals from the
left wing, and Parma accepted a multimillion-pound offer from Chelsea in the summer, which
meant the Romanian international only spent a year at the club. Also impressing were goalkeeper
Sébastien Frey and young centre-halves Matteo Ferrari and Daniele Bonera, who proved to be
acceptable replacements for departed captain Fabio Cannavaro, who had joined Inter in late
August 2002

0.8418206512928009 8.6875

Quanjian Group Co., Ltd. () is a Chinese herbal medicine company based in Tianjin. The group
is the parent company of Quanjian Nature Medicine Technology Development Co., Ltd. () for
about 75.36% stake. Quanjian Group is the parent company of Dalian Quanjian F.C., which the
group owned 80% stake of the women football club.

0.004174184985458851 2.4375

Tianjin Quanjian F.C. is a professional Chinese football club that currently participates in the
Chinese Super League division under licence from the Chinese Football Association (CFA).
The team is based in Tianjin and their home stadium is the Haihe Educational Football Stadium
that has a seating capacity of 30,000. Their current owners are Quanjian Nature Medicine who
officially took over the club on 7 July 2015.

0.007749349344521761 7.4375

Table 9: Processed documents of sample, with respective consistent score and relevant score.

Test Set Subset # Samples
HaluBench — 13,867
HaluEval Manual 4,507

Automatic (QA) 10,000
Automatic (Dialogue) 10,000
Automatic (Summarization) 10,000

RAGTruth Test QA 989
Data-to-Text Writing 1,033
Summarization 943

HotPotQA-derived bridge-easy 14,282
bridge-medium 45,863
bridge-hard 12,246

Total — 123,730

Table 10: Sizes of test sets and their subsets used in our experiments.
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