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Generalization Performance of Hypergraph Neural Networks
Anonymous Author(s)

Abstract
Hypergraph neural networks have been promising tools for han-

dling learning tasks involving higher-order data, with notable ap-

plications in web graphs, such as modeling multi-way hyperlink

structures and complex user interactions. Yet, their generalization

abilities in theory are less clear to us. In this paper, we seek to de-

velop margin-based generalization bounds for four representative

classes of hypergraph neural networks, including convolutional-

based methods (UniGCN), set-based aggregation (AllDeepSets),

invariant and equivariant transformations (M-IGN), and tensor-

based approaches (T-MPHN). Through the PAC-Bayes framework,

our results reveal the manner in which hypergraph structure and

spectral norms of the learned weights can affect the generalization

bounds, where the key technical challenge lies in developing new

perturbation analysis for hypergraph neural networks, which offers

a rigorous understanding of how variations in the model’s weights

and hypergraph structure impact its generalization behavior. Our

empirical study examines the relationship between the practical

performance and theoretical bounds of the models over synthetic

and real-world datasets. One of our primary observations is the

strong correlation between the theoretical bounds and empirical

loss, with statistically significant consistency in most cases.

Keywords
Graph Classification; Hypergraph Neural Networks; Learning The-

ory.
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1 Introduction
The web represents a vast, interconnected system comprising vari-

ous types of graphs, such as those formed by web pages [9], social

networks [19], and hyperlink networks [34]. Analyzing such web

graphs is crucial for tasks like search engine ranking [55], hyper-

link prediction [70], community detection [72], and user behavior

analysis [33]. Graph learning algorithms, such as Graph Neural

Networks (GNNs), have proven powerful in a variety of real-world

applications [2]. However, traditional GNNs are inherently limited

to modeling pairwise relationships. Hypergraph Neural Networks

(HyperGNNs) extend GNNs by modeling higher-order relationships
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through hyperedges that capture complex multi-way interactions

[72], making them more suitable for web-based applications.

In recent years, several advanced HyperGNN architectures have

been developed, including HGNN [22], HyperSAGE [3], K-GNN

[45], KP-GNN [21], and T-MPNN [59]. While empirical studies

have demonstrated the strong performance of these HyperGNNs,

rigorous theoretical analysis is necessary for gaining deeper in-

sights into these models. A well-researched focus is on examining

their expressiveness power, typically assessing the ability to distin-

guish between hypergraph structures or realize certain functions

[4, 21, 22, 63]. However, the expressive power of HyperGNNs does

not necessarily inform their generalization ability. To date, our un-

derstanding of the generalization performance of HyperGNNs is

still limited, which is the gap we aim to fill in this work.

In this paper, we seek to provide the very first theoretical ev-

idence of the generalization performance of HyperGNNs for hy-

pergraph classification. Through the PAC-Bayes framework, we

examine four representative HyperGNN structures: UniGCN [28],

AllDeepSets [10], M-IGN [28, 46], and T-MPHN [59]. These models

were selected for their unique architectural approaches: UniGCN

employs convolutional-based methods, AllDeepSets utilizes set-

based aggregation techniques, M-IGN incorporates invariant and

equivariant transformations, and T-MPHN leverages tensor-based

operations. While HyperGNNs often generalize GNNs in an imme-

diate manner, techniques of PAC-Bayes for GNNs [32, 38, 56] cannot

be directly applied in that feature aggregations in HyperGNNs must

be performed over large and heterogeneous sets of nodes, leading to

challenges in developing perturbation analysis. Consequently, new

analytical techniques are required to accommodate the aggregation

mechanisms inherent in HyperGNNs.

Building on the theoretical work, we conduct an empirical study

to assess the consistency between theoretical bounds and empirical

performance of HyperGNNs. Unlike previous studies that focus on

numerical comparisons of generalization bounds, we aim to directly

evaluate the alignment between theoretical bounds and model per-

formance, examining how well these bounds explain HyperGNNs’

behavior. Since the obtained theoretical results represent upper

bounds on generalization performance, this investigation focuses

on validating these findings and exploring whether they can offer

practical guidance for improving HyperGNNs’ performance.

The contributions can be summarized as follows.

• We develop a refined analysis on obtaining the perturba-

tion bound for HyperGNNs by decomposing the output

variation into two essential quantities: a) the upper bounds

on the maximum node representation and b) the maximum

variation of the layer’s output caused by the perturbed

weights.

• We derive generalization bounds that demonstrate the cor-

relation between the model generalization capacity and

several key model attributes, such as the spectral norm

of the parameters, the maximum hyperedge size, and the

maximum size of the hyperedges that share the same node.

1
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Figure 1: Consistency between empirical loss (Emp) and theo-
retical bounds (Theory). Each subgraph shows the empirical
loss, theoretical bound, and their curves via the Savitzky-
Golay filter [53] of 12 groups of datasets with UniGCN in
different layers.

• We conduct a detailed analysis of the empirical loss and

theoretical generalization bounds on datasets with varying

hypergraph structures. Our results show a consistent posi-

tive correlation between the empirical loss and theoretical

bounds, as depicted in Figure 1. Additionally, we observe

that training significantly enhances this alignment. We fur-

ther explore how different hypergraph structures impact

both empirical performance and theoretical bounds.

Organization. Sec 2 introduces the related works. The prelim-

inaries are provided in Sec 3. In Sec 4, we present the theoretical

results. The empirical studies are given in Sec 5. Further discussions

on technical proofs and additional details on the experiments can

be found in the appendix. To support reproducibility, the source

code and a subset of data are located in an anonymous repository
1
.

2 Related Works
HyperGNNs. The existing HyperGNNs can be categorized into

four classes:

• HyperGCNs. HyperGCNs bridge the gap between tra-

ditional GNNs and hypergraph structures by leveraging

hypergraph Laplacians, enabling the application of well-

established GCN techniques to capture higher-order inter-

actions [24, 28, 65]. Bai et al. [5] proposed a HyperGCN

model that learns from hypergraph structure and edge fea-

tures. Feng et al. [22] uses a Chebyshev polynomial to ap-

proximate the hypergraph Laplacian, leveraging the spec-

tral properties of hypergraphs. Additionally, Yadati et al.

[65] proposed an efficient technique to approximate hyper-

graph Laplacians by focusing on clique expansion, reducing

computational complexity while preserving the essential

structure of the hypergraph.

• HyperMPNNs. HyperMPNNs are significant for their abil-

ity to directly model complex dependencies in hypergraphs

through message-passing mechanisms, providing a flexible

framework to capture multi-way node relationships that are

not easily represented by simple graphs [28]. One popular

example includes HyperSAGE, which employs a two-layer

strategy combining both hyperedge-level and node-level

aggregation [3]. Attention-based variants of HyperMPNNs

use attention weights to prioritize messages from different

nodes or hyperedges [5, 71]. Structure-based HyperMPNNs

integrate structural features of hypergraphs directly into

the model’s embeddings [8, 21, 30, 49].

1
https://doi.org/10.5281/zenodo.13906016

• HyperGINs. HyperGINs are distinguished by their strong

expressive power, achieved by extending the concept of

Graph Isomorphism Networks (GINs) [62] to hypergraphs

and utilizing multiset functions, which preserves invari-

ance or equivariance to input transformations [26, 41]. For

instance, [46] combines the 𝑘-Weisfeiler-Lehman test with

GINs to develop 𝑘-GNN, further boosting expressive power.

However, despite their inherent expressiveness, the gener-

alization performance of these models remains unclear and

needs further investigation.

• Tensor-based HyperGNNs. These models leverage tensor

operations that provide a structured and effective means

of capturing the complexity of hypergraph interactions

[14, 51, 60]. Gao et al. [25] introduced a tensor representa-

tion that allows dynamic adjustments of hypergraph com-

ponents during learning. Building on this, Wang et al. [59]

advanced the approach by encoding hypergraph structures

using adjacency tensors and cross-node interaction tensors

through T-product operations, enabling richer and more

expressive data representations.

Theoretical aspects. The primary theoretical focus has been on

the expressive ability of HyperGNNs. Inspired by the relationship

between MPNNs and the 1-Weisfeiler-Leman (1-WL) test [62], a

natural approach to designing more expressive HyperGNNs is to

simulate higher-order WL tests [26, 28, 47]. One line of research

aims to develop a unified framework to enhance the expressive

power of HyperGNNs. For example, AllSets framework [10] ex-

tends the scope of existing HyperGNNs by employing two multiset

functions, coveringmodels like HCHA [5], HNHN [16], HyperSAGE

[3], and HyperGCNs [65]. Additionally, motivated by the success of

Subgraph GNNs [12], several studies have explored the structural

generalization capacity of higher-order GNNs [40, 52, 69], demon-

strating that certain HyperGNNs can generalize across graphs of

varying sizes after being trained on a limited set of graphs.

Generalization performance on GNNs. Several studies have
developed generalization bounds using classical statistical learning

frameworks, such as Vapnik–Chervonenkis (VC) dimension and

Rademacher complexity [20, 31, 54, 58]. Another approach lever-

ages kernel learning techniques via the Neural Tangent Kernel

(NTK) [6, 17], where the idea is to approximate a neural network

using a kernel derived from its training dynamics. Recent research

has focused on deriving norm-based bounds using the PAC-Bayes

framework [38]. Although these methods have been effective for

analyzing standard GNNs, they are not directly applicable to Hyper-

GNNs due to the complex higher-order interactions and non-linear

dependencies inherent in hypergraph structures.

3 Preliminaries
3.1 Hypergraphs
A hypergraph G = (V, E) is given by a set V = {𝑣1, 𝑣2, ..., 𝑣𝑁 }
of 𝑁 ∈ Z+ nodes and a set E = {𝑒1, 𝑒2, ..., 𝑒𝐾 } of 𝐾 ∈ Z+ hy-

peredges, where each hyperedge is a nonempty subset of V . We

use𝑀 :=max𝑘∈[𝐾 ] |𝑒𝑘 | to denote the maximum cardinality of hy-

peredges. For each node 𝑣𝑖 , its neighbor set N𝑖 consists of the

nodes that share at least one common hyperedge with 𝑣𝑖 , i.e.,

N𝑖 = {𝑣 𝑗 ∈ V \ {𝑣𝑖 }| ∃ 𝑒 ∈ E, {𝑣𝑖 , 𝑣 𝑗 } ⊆ 𝑒}; the degree of node 𝑣𝑖 is
2
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defined as |N𝑖 |, and let the maximum node degree be𝐷 :=max𝑖 |N𝑖 |.
We use 𝑟𝑖 = {𝑒 ∈ E| 𝑣𝑖 ∈ 𝑒} to denote the incident hyperedge set

of node 𝑣𝑖 ; the maximum cardinality of incident hyperedge sets

is denoted by 𝑅 :=max𝑖 |𝑟𝑖 |. The input hypergraph is associated

with a node feature matrix X ∈ R𝑁×𝑑
and an edge feature matrix

Z ∈ R𝐾×𝑑
with 𝑑 ∈ Z+, where X[𝑖, :] (resp., Z[𝑘, :]) denotes the

feature associated with node 𝑣𝑖 (resp., hyperedge 𝑒𝑘 ). Following

the common practice [48], we assume that ∥X[𝑖 :] ∥2 ≤ 𝐵2
and

∥Z[𝑘 :] ∥2 ≤ 𝐵2
for some constant 𝐵 ∈ R+

, where ∥·∥2 denotes the

𝑙2 norm. Furthermore, ∥·∥, ∥·∥𝐹 , and ∥·∥∞ denote the spectral norm,

Frobenius norm, and infinite norm for matrices, respectively. For

the convenience of readers, a summary of notations is provided in

Table 3 in the Appendix. The following operation will be frequently

used for describing HyperGNNs.

Definition 1 (Operation ⊗). Given a matrix A ∈ R𝑎×𝑏 and a

tensor B ∈ R𝑎×𝑏×𝑐 , the resulting matrix B ⊗ A ∈ R𝑎×𝑐 is defined
by (B ⊗ A) [𝑖, :] = A[𝑖, :]B[𝐼 , :, :] .

3.2 Hypergraph classification
We focus on the hypergraph classification task with 𝐶 ∈ Z+ la-

bels [𝐶] :={1, ...,𝐶}, where the input domain A consists of triplets

𝐴 = (G,X,Z). Suppose that the input-label samples follow a la-

tent distribution D over A × [𝐶]. We consider classifiers in the

form of 𝑓w : A → R𝐶 parameterized by w, where a prediction

by arg max𝑖 𝑓w (𝐴) [𝑖] for each input 𝐴 ∈ A. Given a parametric

space 𝐹 of classifiers and a training set 𝑆 = {(𝐴𝑖 , 𝑦𝑖 )} consisting of

𝑚 ∈ Z+ iid samples from D, our goal is to learn a classifier 𝑓w ∈ 𝐹
that can minimize the true error [48]:

LD (𝑓w) = E(𝐴,𝑦)∼D
[
1

(
𝑓w (𝐴) [𝑦] ≤ max

𝑗≠𝑦
𝑓w (𝐴) [ 𝑗]

)]
, (1)

where 1(·) ∈ {0, 1} is the indicator function. The empirical loss

L𝑆,𝛾 (𝑓w) we consider is the common used multiclass margin loss

[23, 35, 42, 48] with respect to a specified margin 𝛾 ∈ R+
:

L𝑆,𝛾 (𝑓w) =
1

𝑚

∑︁
(𝐴,𝑦) ∈𝑆

1

(
𝑓w (𝐴) [𝑦] ≤ 𝛾 + max

𝑗≠𝑦
𝑓w (𝐴) [ 𝑗]

)
. (2)

4 Generalization performance of HyperGNNs
In this section, we present the main results of this paper. We pro-

ceed by introducing the standard PAC-Bayes framework and then

present the generalization bounds for a representative HyperGNN

from each class discussed in Section 2.

4.1 The analytical framework
In the PAC-Bayes framework, given a prior distribution over the

hypothesis space, which refers to the weight space of the model,

the posterior distribution over model parameters is updated based

on the training data. This framework provides a generalization

bound for models that are drawn from the posterior distribution

[43, 44]. Building on this foundation, recent work has developed

margin-based generalization bounds for deterministic models by

introducing controlled random perturbations [42, 48]. In particu-

lar, the posterior distribution can be represented as the learned

parameters with an added random perturbation. As long as the

Kullback-Leibler (KL) divergence between the prior and posterior

distributions remains tractable, the standard PAC-Bayesian bound

can be derived, provided that the shift in the model’s output caused

by the perturbation is small [38, 42, 48].

Under such a learning framework, our analysis focuses on de-

riving generalization bounds for HyperGNNs by scrutinizing their

uniquemessage-passing schemes. Themain challenge lies in design-

ing suitable prior and posterior distributions that must meet three

critical conditions: (a) a tractable KL divergence, (b) adherence to

perturbation constraints, and (c) constructing a countable covering

of the hypothesis space, due to the fact that the standard framework

is typically tailored to one fixed model. The complex aggregation

mechanisms and multi-way interactions in HyperGNNs necessitate

a refined perturbation analysis to manage recursive dependencies

and inequalities effectively. Additionally, achieving a finite covering

is essential to making the union bound tractable in the PAC-Bayes

analysis, as it allows for the approximation of the infinite set of

possible weights with a finite subset. In addition, the perturbation

bounds also influence the covering size, requiring a precise design

that conforms to the specific format needed to derive the bound.

4.2 UniGCN
For HyperGCNs, we examine UniGCN [28] which adapts the stan-

dard GCN architecture for hypergraphs by integrating degree-based

normalization for nodes and hyperedges. UniGCN takes the hyper-

graph G and node feature X as input, with the initial node repre-

sentation 𝐻 (0) = X ∈ R𝑁×𝑑
. Suppose that the model has 𝐿 ∈ Z+

propagation steps. In each propagation step 𝑙 ∈ [𝐿], the model

computes the node representation 𝐻 (𝑙 ) ∈ R𝑁×𝑑𝑙
with 𝑑𝑙 ∈ Z+ by

𝐻 (𝑙 ) = C⊺
4
C⊺

3
ReLu

(
C⊺

2

(
𝜼 (𝑙 ) ⊗ (C⊺

1
𝐻 (𝑙−1) )

) )
,

where 𝜼 (𝑙 ) ∈ R𝐾×𝑑𝑙−1×𝑑𝑙
is defined by 𝜼 (𝑙 ) [ 𝑗, :] = W(𝑙 )

for 𝑗 ∈
[𝐾] with W(𝑙 ) ∈ R𝑑𝑙−1×𝑑𝑙

being the parameter in layer 𝑙 . The

matrices C1 ∈ R𝑁×𝐾 ,C2 ∈ R𝐾×𝑁
, and C3,C4 ∈ R𝑁×𝑁

encode the

hypergraph structure, as follows.

C1 [𝑖, 𝑗 ] :=

{
1 if 𝑣𝑖 ∈ 𝑒 𝑗
0 otherwise

, C2 [𝑖, 𝑗 ] :=

{
1/

√︁
𝑑𝑒𝑖 if 𝑒𝑖 ∈ 𝑟𝑖

0 otherwise

,

C3 [𝑖, 𝑗 ] :=

{
1/

√︁
|𝑁𝑖 | + 1 if 𝑖 = 𝑗

0 otherwise

, C4 [𝑖, 𝑗 ] :=

{
1 if 𝑣𝑖 ∈ 𝑁 𝑗

0 otherwise.
,

where 𝑑𝑒𝑖 =
1

|𝑒𝑖 |
∑
𝑣𝑗 ∈𝑒𝑖 |𝑁 𝑗 | + 1. The readout layer for the classifi-

cation task is defined as

UniGCNw (𝐴) = 1

𝑁
1𝑁𝐻 (𝐿)W(𝐿+1) ,

whereW(𝐿+1) ∈ R𝑑𝐿×𝐶 and 1𝑁 is an all-one vector. Let the maxi-

mum hidden dimension be ℎ :=max𝑙∈[𝐿] 𝑑𝑙 .
In order to examine the generalization capacity of UniGCN, the

following lemma, as a necessary step to establish the perturbation

condition, shows that its perturbation can be bounded in terms of

the spectral norm of the learned weights and hypergraph statistics.

Lemma 1. Consider UniGCNw with 𝐿 + 1 layers and parame-
ters w = (W(1) , . . . ,W(𝐿+1) ). For each w, any perturbation u =

(U(1) , . . . ,U(𝐿+1) ) on w such that max𝑖∈[𝐿+1]
∥U(𝑖 ) ∥
∥W(𝑖 ) ∥ ≤ 1

𝐿+1
, and

3
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each input 𝐴 ∈ A, we have

∥UniGCNw+u (𝐴) − UniGCNw (𝐴)∥2

≤ 𝑒𝐵(𝐷𝑅𝑀)𝐿
( 𝐿+1∏
𝑖=1

∥W(𝑖 ) ∥
) ( 𝐿+1∑︁

𝑖=1

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

)
.

Proof sketch. The main part of the proof is to analyze the

maximum change of the node representation Ψ𝑙 in 𝑙-layer caused
by the perturbation of parameters. Due to the Lipschitz property

of the ReLu function, Ψ𝑙 is bounded via a summation of two terms

that are linear, respectively, in a) Ψ𝑙−1
and b) the maximum node

representation in layer 𝑙 − 1, which we denote as Φ𝑙−1
. We then

derive the following recursive formula.

Ψ𝑙 ≤ CΨ𝑙−1
∥W(𝑙 ) + U(𝑙 ) ∥ + CΦ𝑙−1

∥U(𝑙 ) ∥,
where C = 𝐷𝑅𝑀 . Therefore, Ψ𝑙 can be recursively bounded if an

analytical form of Φ𝑙 is available. To this end, we observe that

{Φ1, ...,Φ𝐿} forms a geometric sequence, where the common ra-

tio depends on a) the spectral norm of weights on the previous

layer and b) the number of link connections between layers, which

are further decided by the hypergraph statistics. By solving the

recursive, we have

Φ𝑙 ≤ ∥W(𝑙 ) ∥𝐷𝑅𝑀Φ𝑙−1
.

Finally, combined with the mean readout function in the last layer,

we have the perturbation bound for UniGCN. □

With the above result, we have the generalization bound as

follows.

Theorem 1. For UniGCNw with 𝐿 + 1 layers and each 𝛿,𝛾 > 0,
with probability at least 1 − 𝛿 over a training set 𝑆 of size𝑚, for any
fixed w, we have

LD (UniGCNw) ≤ L𝑆,𝛾 (UniGCNw)

+ O
(√︄𝐿2𝐵2ℎ ln (𝐿ℎ) (𝑅𝑀𝐷)𝐿W1W2 + log

𝑚𝐿
𝜎

𝛾2𝑚

)
, (3)

where W1 =
∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥2 and W2 =

∑𝐿+1

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
.

Proof sketch. Due to the homogeneity of ReLu, the perturba-

tion bound will not change after weight normalization, and there-

fore, it suffices to consider the UniGCN where eachW(𝑖 )
is normal-

ized by a factor of 𝛽/∥W(𝑖 ) ∥ with 𝛽 = (∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥)1/𝐿+1

. The

advantage of doing so is that the weight in each layer now has

the same spectral norm, which is exactly 𝛽 . For such normalized

models, the generalization bound is proved by discussing cases

depending on the position of 𝛽 relative to

[𝐼1, 𝐼2] :=

[ ( 𝛾

2𝐵(𝐷𝑅𝑀)𝐿
)
1/𝐿+1

,
( 𝛾

√
𝑚

2𝐵(𝐷𝑅𝑀)𝐿
)
1/𝐿+1

]
.

If 𝛽 ≤ 𝐼1, the perturbation condition is satisfied trivially, thereby

implying Equation 3. If 𝛽 ≥ 𝐼2, Equation 3 follows from the ob-

servation that there exists prior 𝑃 and posterior 𝑄 such that the

regularization term in Equation 3 is always no less than one. For

𝛽 ∈ [𝐼1, 𝐼2], we partition [𝐼1, 𝐼2] into sufficiently small sub-intervals

such that each sub-interval admits 𝑃 and 𝑄 that can make the per-

turbation condition in the standard framework satisfied, i.e., Lemma

5 in Appendix. Finally, Theorem 1 is proved by taking the union

bound over the above cases. □

Remark 1. Considering other models within the HyperGCNs

category, we observe that the proposed approach remains applica-

ble due to the similarity in mechanisms with UniGCN. For exam-

ple, the powerful HyperGCN model, HGNN [22], uses a truncated

Chebyshev polynomial to approximate the hypergraph Laplacian,

allowing for efficient spectral filtering and the capture of higher-

order interactions within hypergraphs. We found that HGNN and

UniGCN share a similar framework for modeling relationships be-

tween vertices and hyperedges. Due to space limitations, the main

results for HGNN are provided in Sec C.10 in the Appendix.

4.3 AllDeepSets
For the HyperMPNNs, AllDeepSets is selected for its use of tech-

niques from DeepSets [68], incorporating layer transformations

that act as universal approximators for multiset functions. Given

the hypergraph G and features X and Z, the initial representa-

tion 𝐻 (0) ∈ R(𝑁+𝐾 )×𝑑
is computed by 𝐻 (0) [𝑖, :] = X[𝑖, :] for

𝑖 ∈ [𝑁 ] and 𝐻 (0) [𝑁 + 𝑘, :] = Z[𝑘, :] for 𝑘 ∈ [𝐾]. Suppose that

there are 𝐿 propagation steps. During each step 𝑙 ∈ [𝐿], the model

calculates the hidden representations 𝐻 (𝑙 ) ∈ R(𝑁+𝐾 )×𝑑𝑙−1
and

𝐻 (𝑙 ) ∈ R(𝑁+𝐾 )×𝑑𝑙
by

𝐻 (𝑙 ) = ReLu

(
𝜼 (𝑙 )

2
⊗

(
C⊺
𝑒

(
ReLu

(
𝜼 (𝑙 )

1
⊗ 𝐻 (𝑙−1) ) ) ) )

and

𝐻 (𝑙 ) = ReLu

(
𝜼 (𝑙 )

4
⊗

(
C⊺
𝑣

(
ReLu

(
𝜼 (𝑙 )

3
⊗ 𝐻 (𝑙 ) ) ) ) ),

where a) 𝜼 (𝑙 )
1
,𝜼 (𝑙 )

2
,𝜼 (𝑙 )

3
∈ R(𝑁+𝐾 )×𝑑𝑙−1×𝑑𝑙−1

, and the shape of

𝜼 (𝑙 )
4

∈ R(𝑁+𝐾 )×𝑑𝑙−1×𝑑𝑙
; b) 𝜼 (𝑙 )

𝑖
[𝑘, :] = 𝜼 (𝑙 )

𝑖
[ 𝑗, :] = W(𝑙 )

𝑖
for 𝑗 ≠ 𝑘

and 𝑖 ∈ {1, 2, 3, 4}, with W(𝑙 )
𝑖

being the learnable parameter; c)

C𝑒 ,C𝑣 ∈ {0, 1} (𝑁+𝐾 )×(𝑁+𝐾 )
are the fixed matrices as follows.

C𝑒 [𝑖, 𝑗] :=

{
1 if 𝑣𝑖 ∈ 𝑒 𝑗−𝑁 and 𝑖 = 𝑗

0 otherwise

, and

C𝑣 [𝑖, 𝑗] :=

{
1 if 𝑒𝑖−𝑁 ∈ 𝑟𝑖−𝑁 and 𝑖 = 𝑗

0 otherwise

.

The readout layer is given by

AllDeepSets(𝐴) = 1

𝑁 + 𝐾 1𝑁+𝐾𝐻
(𝐿)W𝐿+1,

whereW(𝐿+1) ∈ R𝑑𝐿×𝐶 and 1𝑁+𝐾 is an all-one vector. In summary,

the parameters are W(𝐿+1)
and W( 𝑗 )

𝑖
for 𝑖 ∈ {1, 2, 3, 4} and 𝑗 ∈

[𝐿]. Let the maximum hidden dimension be ℎ :=max𝑙∈[𝐿] 𝑑𝑙 . The
generalization bound follows from the perturbation analysis.

Lemma 2. Consider AllDeepSetsw of 𝐿 propagation steps with
parameters w =

(
W( 𝑗 )
𝑖
,W(𝐿+1) ) . For each w, any perturbation u =(

U( 𝑗 )
𝑖
,U(𝐿+1) ) on w such that max

( ∥U( 𝑗 )
𝑖

∥
∥W( 𝑗 )

𝑖
∥
,
∥U(𝐿+1) ∥
∥W(𝐿+1) ∥

)
≤ 1

4𝐿+1
, and

each input 𝐴 ∈ A, we have

∥AllDeepSetsw+u (𝐴) − AllDeepSetsw (𝐴)∥2

≤ C𝐴
( 𝐿∏
𝑗=1

𝜁 𝑗

) (
∥U(𝐿+1) ∥

)
,

4
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where C𝐴 = 30(4𝐿 + 2)𝑒𝐵𝐿(𝑀 + 1)𝐿 (𝑅 + 1)𝐿 and 𝜁 𝑗 =
∏

4

𝑖=1
∥W( 𝑗 )

𝑖
∥.

Theorem 2. For AllDeepSetsw with 𝐿 propagation steps and each
𝛿,𝛾 > 0, with probability at least 1 − 𝛿 over a training set 𝑆 of size𝑚,
for any fixed w, we have

LD ( AllDeepSetsw) ≤ L𝑆,𝛾 (AllDeepSetsw)+

O(

√︄
𝐿2𝐵2 (𝑅𝑀)𝐿ℎ ln (ℎ𝐿)W1W2 + log

𝑚𝐿
𝜎

𝛾2𝑚
),

where W1 =
∏𝐿
𝑗=1

(𝜁 𝑗 )2∥W(𝐿+1) ∥2, and

W2 =

𝐿∑︁
𝑗=1

∏
4

𝑖=1
∥W( 𝑗 )

𝑖
∥2

𝐹∏
4

𝑖=1
∥W( 𝑗 )

𝑖
∥2

+
∥W(𝐿+1) ∥2

𝐹

∥W(𝐿+1) ∥2

.

Remark 2. The challenge of obtaining the perturbation bound

lies in the structure of AllDeepSet that employs two multiset func-

tions. These two functions are represented as two types of aggre-

gation mechanisms, causing compounded sensitivity response to

the perturbation in weights. Consequently, the maximum change

of the node representation in layer 𝑙 , Ψ𝑙 , is recursively through

Ψ𝑙−1
and maximum node representation in layer 𝑙 − 1, Φ𝑙−1

, where

Ψ𝑙 is partially bounded by Φ𝑙−1
via a factor involving 𝜁𝑙 . In ad-

dition, in applying the normalization trick in the proof of The-

orem 1, we consider the AllDeepSet normalized by a factor of(
∥W(𝐿+1) ∥ · ∏𝐿

𝑗=1

∏
4

𝑖=1
∥W( 𝑗 )

𝑖
∥
)
1/(4𝐿+1)

. Accordingly, to obtain

the generalization bound, the necessary discussion cases of the

spectral norm of weights are decided by the interval as follows.

[𝐼1, 𝐼2] :=

[ ( 𝛾

2𝐵(𝑀 + 1) (𝑅 + 1)
)
1/4𝐿+1

,
( √

𝑚𝛾

2𝐵(𝑀 + 1) (𝑅 + 1)
)
1/4𝐿+1

]
.

Remark 3. For the other models in HyperMPNNs, HyperSAGE

can be analyzed using a similar approach to AllDeepSets because

(a) both models utilize a propagation mechanism that involves a

two-step aggregation between nodes and hyperedges, as seen in

AllDeepSets, and (b) their activation functions (i.e., identity func-

tions) are homogeneous which allows the normalization trick. In

contrast, obtaining generalization bounds for attention-based ag-

gregators (e.g., UniGAT [28] and AllSetTransformer [10]) presents

two major challenges. First, the dynamic and highly nonlinear

dependencies introduced by attention mechanisms require new

techniques to derive solvable recursive formulas for perturbation

bounds. Second, the use of the softmax function in these models,

which is inherently non-homogeneous, prevents the application of

standard normalization tricks. Therefore, our approach cannot be

directly applied to attention-based HyperGNNs.

4.4 M-IGN
Regarding HyperGINs, we focus on analyzing the M-IGN model,

which utilizes a set of fixed scalar values in each layer [28]. The

initial hyperedges representation 𝐻 (0) ∈ R𝐾×𝑑0
is given by

𝐻 (0) [𝑘, :] =
∑︁
𝑣𝑖 ∈𝑒𝑘

(X[𝑣𝑖 , :]) and 𝐻 (0) = ReLu(𝐻 (0)W0),

where W0 ∈ R𝑑×𝑑0
with 𝑑0 ∈ Z+. Suppose that there are 𝐿 ∈ Z+

propagation steps. In each step 𝑙 ∈ [𝐿], a hyperparameter 𝛼 (𝑙 ) ∈
[0, 1] is used to control the balance between the hyperedge feature

and the aggregated node feature from their neighbors. The model

computes the hidden hyperedge representation 𝐻 (𝑙 ) ∈ R𝐾×𝑑𝑙
with

𝑑𝑙 ∈ Z+ by

𝐻 (𝑙 ) [𝑘, :] = (1 + 𝛼 (𝑙 ) )𝐻 (𝑙−1) [𝑘, :] +
∑︁

𝑒𝑖 ∈𝑁 (𝑒𝑘 )
𝐻 (𝑙−1) [𝑖, :] and

𝐻 (𝑙 ) = ReLu(𝐻 (𝑙 )W(𝑙 ) ),

where a)W(𝑙 ) ∈ R𝑑𝑙−1×𝑑𝑙
, b) 𝑁 (𝑒𝑘 ) ⊆ E denotes the neighborhood

of 𝑒𝑘 , and c) 𝑁 (𝑒𝑘 ) = {𝑒 |𝑒 ∩ 𝑒𝑘 ≠ ∅}. Through an aggregation

process, the readout layer is computed by

𝐻 (𝐿+1) [𝑘, :] =
∑︁

𝑒𝑖 ∈𝑁 (𝑒𝑘 )
𝐻 (𝐿) [𝑖, :] and

M-IGN(𝐴) = 1

𝐾
1𝐾

(
ReLu(𝐻 (𝐿+1)W(𝐿+1) )

)
,

where W(𝐿+1) ∈ R𝑑𝐿+1×𝐶
and 1𝐾 is an all-one vector. Let the max-

imum hidden dimension be ℎ :=max𝑙∈[0,𝐿+1] 𝑑𝑙 . We now provide

the perturbation bound.

Lemma 3. Consider the M-IGNw of 𝐿 + 2 layers with parame-
ters w =

(
W(0) , . . . ,W(𝐿+1) ) . For each w, any perturbation u =(

U(0) , . . . ,U(𝐿+1) ) onw such that max𝑖∈{0}∪[𝐿+1]
( ∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

)
≤ 1

𝐿+2
,

and for each input 𝐴 ∈ A, we have

∥M-IGNw+u (𝐴)−M-IGNw (𝐴)∥2

≤ C𝐼1 (
𝐿+1∏
𝑖=0

∥W(𝑖 ) ∥)
( 𝐿+1∑︁
𝑖=0

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

)
,

where C𝐼1 = 2𝑒2𝑀𝐿+2𝐷𝐿+1𝐵𝐸 (1,𝐿) and 𝐸 (𝑖, 𝑗 ) =
∏𝑗

𝑘=𝑖
1 + 𝛼 (𝑘 ) .

Theorem 3. For M-IGNw with 𝐿 + 2 layers and each 𝛿,𝛾 > 0,
with probability at least 1 − 𝛿 over a training set 𝑆 of size𝑚, for any
fixed w, we have

LD (M-IGNw) ≤ L𝑆,𝛾 (M-IGNw) + O(

√︄
C𝐼2W1W2 + log

𝑚𝐿
𝛿

𝛾2𝑚
),

where a) C𝐼2 = (𝑀𝐷)𝐿𝐵2ℎ ln (𝐿ℎ) (𝐸 (1,𝐿) )2 with 𝐸 (𝑖, 𝑗 ) being de-
fined as

∏𝑗

𝑘=𝑖
1 + 𝛼 (𝑘 ) , b) W1 =

∏𝐿+1

𝑖=0
∥W(𝑖 ) ∥2, and c) W2 =∑𝐿+1

𝑖=0

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
.

Remark 4. The main challenge with M-IGN lies in its use of

layer-specific scalars for managing propagation, where parameter

variations across different layers lead to non-uniform propagation

behaviors. This non-uniformity complicates the derivation of the

recursive inequality for Ψ𝑙 , as the additional term introduced by

these parameters needs to be carefully reordered to ensure com-

patibility with the other terms. We then derive the generalization

bound by examining the interval of the spectral norm of weights,

specified as follows.

[𝐼1, 𝐼2] :=

[ ( 𝛾

2𝐸 (1,𝐿)𝑀𝐿+1𝐷𝐿𝐵

)
1/𝐿+2

,
( √

𝑚𝛾

2𝐸 (1,𝐿)𝑀𝐿+1𝐷𝐿𝐵

)
1/𝐿+2

]
.

Remark 5. The given approach can be extended to other Hyper-

GINs. Given the similarity in their propagation mechanisms, we can

leverage the same framework to analyze the generalization proper-

ties of these models, with adjustments to the recursive inequalities

to accommodate their specific layer-wise characteristics. For exam-

ple, in 𝑘-GNN [47], each layer aggregates structural information
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from interactions between nodes or subgraphs with layer-specific

scalars. These interactions result in a solvable recursive formula for

the perturbation bound, where the linear factor is directly repre-

sented by the substructure properties. This allows for a consistent

analysis of the model, similar to M-IGN.

4.5 T-MPHN
The tensor-based HyperGNN, T-MPHN [59] leverages high di-

mensional hypergraph descriptors and joint node interaction in-

herent in hyperedges for message passing. The model takes G
and node feature X as input, and the initial hidden node repre-

sentation 𝐻 (0) ∈ R𝑁×𝑑0
is computed by 𝐻 (0) = ReLu(W(0)X)

with W(0) ∈ R𝑑×𝑑0
. Suppose that there are 𝐿 ∈ Z+ propaga-

tion steps. For each node 𝑣𝑖 ∈ V , we denote its representation

in step 𝑙 by x(𝑙 )𝑣𝑖 ∈ R𝑑𝑙 . The model updates the node representation

x(𝑙
′ )

𝑣𝑖 ∈ R2𝑑𝑙−1
by

m(𝑙 )
𝑒𝑀 (𝑣𝑖 )

:= SUM

{U∈𝜋 ( ·) |𝜋 ( ·) ∈𝜋 (𝑒𝑀 (−𝑣𝑖 ) ) }

(
CNIU (𝐻 (𝑙−1) ))

)
,

m(𝑙 )
N𝑀 (𝑣𝑖 )

:=AVERAGE

𝑒𝑀 ∈𝐸𝑀 (𝑣𝑖 )

(
𝑎𝑒m

(𝑙−1)
𝑒𝑀 (𝑣𝑖 )

)
, and

x(𝑙
′ )

𝑣𝑖 = CONCAT

(
x(𝑙−1)
𝑣𝑖 ,m(𝑙 )

N𝑀 (𝑣𝑖 )
)
,

where a) 𝑒𝑀 (𝑣𝑖 ) represents the 𝑀𝑡ℎ
-order hyperedge, b) 𝜋 (·) de-

notes the sequence permutation function, c) CNIU (·) represents a
matrix operation for an ordered sequence U of indexes, d) 𝐸𝑀 (𝑣𝑖 )
indicates the𝑀𝑡ℎ

-order incident hyperedge of node 𝑣𝑖 , e) N𝑀 (𝑣𝑖 )
is the 𝑀𝑡ℎ

-order neighborhood of node 𝑣𝑖 , and f) 𝑎𝑒 denotes ad-

jacency value of hyperedge 𝑒 . The definitions of the above ter-

minologies are presented in Sec A.1 in the Appendix. Let 𝐺 (𝑙 ) =
(x(𝑙

′ )
𝑣1

, x(𝑙
′ )

𝑣2
, . . . , x(𝑙

′ )
𝑣𝑁 ). The model then calculates the hidden node

representation 𝐻 (𝑙 ) ∈ R𝑁×𝑑𝑙
by adding a row-wise normalization:

𝐻 (𝑙 ) = ReLu

(
W(𝑙 )𝐺 (𝑙 ) )

𝐻 (𝑙 ) =
( 𝐻 (𝑙 ) [1, ; ]
∥𝐻 (𝑙 ) [1, ; ] ∥2

, . . . ,
𝐻 (𝑙 ) [𝑁, ; ]

∥𝐻 (𝑙 ) [𝑁, ; ] ∥2

)
,

where W(𝑙 ) ∈ R2𝑑𝑙−1×𝑑𝑙
. The readout layer is defined as

T-MPHN(𝐴) = 1

𝑁
1𝑁𝐻 (𝐿)W(𝐿+1) ,

whereW(𝐿+1) ∈ R𝑑𝐿×𝐶 and 1𝑁 is an all-one vector. Let the maxi-

mum hidden dimension be ℎ :=max𝑙∈[𝐿] 𝑑𝑙 . We have the following

results for T-MPHN.

Lemma 4. Consider the T-MPHNw of 𝐿 + 1 layers with param-
eters w =

(
W(1) , . . . ,W(𝐿+1) ) . For each w, each perturbation u =(

U(1) , . . . ,U(𝐿+1) ) , and each input 𝐴 ∈ A, we have

∥T-MPHNw+u (𝐴) − T-MPHNw (𝐴)∥2 ≤ 2∥W(𝐿+1) ∥ + 3∥U(𝐿+1) ∥ .

Theorem 4. For T-MPHNw with 𝐿 + 1 layers and each 𝛿,𝛾 > 0,
with probability at least 1 − 𝛿 over a training set 𝑆 of size𝑚, for any
fixed w, we have

LD (T-MPHNw) ≤ L𝑆,𝛾 (T-MPHNw)+

O
(√√𝐿2ℎ lnℎ

∑𝐿+1

𝑖=1
∥W∥2

𝐹
+ log

𝑚𝐿
𝜎

𝛾2𝑚 + ∥W(𝐿+1) ∥2𝑚

)
.

Table 1: Bounds comparison. 𝐿 is the number of propagations.
Note thatW𝑝 andW𝑠 denote the parameter-dependent in the
bound, respectively, with their specific definitions varying
slightly depending on the model.

Model 𝐷 𝑀 𝑅 ℎ w

UniGCN O(𝐷𝐿 ) O (𝑀𝐿 ) O (𝑅𝐿 ) O (ℎ ln (𝐿ℎ) ) O (W𝑝W𝑠 )
AllDeepSet N/A O(𝑀𝐿 ) O (𝑅𝐿 ) O (ℎ ln (ℎ) ) O (W𝑝W𝑠 )
M-IGN O(𝐷𝐿 ) O (𝑀𝐿 ) N/A O(ℎ ln (𝐿ℎ) ) O (W𝑝W𝑠 )

T-MPHN N/A N/A N/A O(ℎ ln(ℎ) ) O (
∑∥W∥2

𝐹

∥W(𝐿+1) ∥2
)

HGNN O(𝐷 𝐿
2 ) O (𝑀𝐿 ) O (𝑅𝐿 ) O (ℎ ln (𝐿ℎ) ) O (W𝑝W𝑠 )

Remark 6. Due to the tensor-based representations involving com-

plex node interactions through advanced computational operations,

deriving the recursive formula for Ψ𝑙 in T-MPHN is challenging.

However, we found that the row-wise normalization results in Ψ𝑙−1

being bounded by the Euclidean distance between two normalized

vectors. Consequently, both Ψ𝑙−1
and Φ𝑙−1

are upper-bounded by

a constant. The perturbation bound follows immediately by incor-

porating the mean readout function in the last layer. Different from

the previous models, the perturbation bound here is always satisfied

without any assumption on the spectral norm of perturbations and

weights. Altogether, the generalization bound is derived by consid-

ering three cases of the weights respective to [𝐼1, 𝐼2] :=

[
𝛾
2
,
𝛾
√
𝑚

2

]
.

Remark 7. For other tensor-based HyperGNNs, the underlying

mechanisms can vary significantly from one model to another,

making it difficult to apply our method uniformly. For instance, the

TNHH [60] uses outer product aggregationwith partially symmetric

CP decomposition, which differs from the approach used in T-

MPHN. The key challenge lies in obtaining a solvable recursive

formula for the perturbation bound. In particular, the THNN’s

outer product pooling generates high-order tensor interactions

among nodes representations, causing perturbations to propagate

multiplicatively rather than additively; this results in perturbation

effects that are non-linear and involve higher-degree terms, making

linear approximations ineffective. And it prevents the recursive

propagation of perturbations. Therefore, our current method is not

directly applicable to these models, and each must be analyzed

individually to account for their unique aggregation method.

4.6 Discussion
The generalization bounds of the discussed models depend reason-

ably on a) the properties on the hypergraphs (i.e., 𝐷 , 𝑅, and𝑀), b)

the hidden dimension ℎ, c) the number of propagation steps 𝐿, and

d) the spectral norm of learned parameters. We summarize such

relationships in Table 1. In addition, UniGCN can be seen as the

application of GCN architecture. For a graph classification task, if

we treat the given graphs as hypergraphs with 𝑀 = 1 and 𝑅 = 1,

we can obtain the following term within the Big-O notation in the

Theorem 1:

(√︂𝐿2𝐵2ℎ ln (𝐿ℎ)W1W2+log
𝑚𝐿
𝜎

𝛾2𝑚

)
, which aligns with the

result in [38].
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Figure 2: Consistency between empirical loss (Emp) and the-
oretical bounds (Theory). Each subgroup labeled by [graph
type, model, 𝑟2, 𝑟4, 𝑟6] shows the empirical loss, theoretical
bound, and their curves via Savitzky-Golay filter [53] and
models (i.e., UniGCN, M-IGN, and AllDeepSets), where each
figure plots the results of synthetic datasets (i.e., SBM) and
real datasets (i.e., DBLP and Collab); the figures, from left
to right, show the results with 2, 4 and 6 propagation steps,
where 𝑟2, 𝑟4, and 𝑟6 ∈ [−1, 1] are the Pearson correlation coef-
ficients between the two sets of points in each figure – higher
𝑟 indicating stronger positive correlation.

5 Experiments
Our empirical study explores three questions: Q1) Does the em-

pirical error follow the trends given by the theoretical bounds?

Q2) How does training influence the degree to which the empirical

error consistently aligns with the theoretical trends? Q3) How do

the properties of the hypergraphs and statistics on HyperGNNs

influence the empirical performance?

5.1 Settings
We conduct hypergraph classification experiments over a) two real-

world datasets DBLP-v1 [50] and COLLAB[66], b) twelve synthetic

datasets generated based on the Erdos–Renyi (ER) [27] model, and

c) twelve synthetic datasets generated based on the Stochastic Block

Model (SBM) [1]. The synthetic datasets are generated with diverse

hypergraph statistics (i.e., 𝑁 ,𝑀 , and 𝑅). For each dataset, we gen-

erate a pool of input-label (𝐴,𝑦) pairs using the HyperPA method

[15, 36, 37], known for its ability to replicate realistic hypergraph

Table 2: Results of empirical loss (Emp) and theoretical bound
(Theory). Each dataset is labeled by [𝑁,𝑀, 𝑅,max (𝐷)].

ER L [200,20,20,166] [200,20,40,166] [600,60,60,587]

Emp Theory Emp Theory Emp Theory

UniGCN
2 0.01 6.46E+08 0.07 1.07E+09 0.17 2.80E+10

4 0.08 2.79E+14 0.01 1.35E+15 0.18 3.81E+17

6 0.08 5.66E+19 0.04 5.41E+20 0.12 8.79E+24

M-IGN
2 0.01 2.55E+12 0.03 2.10E+12 0.19 2.53E+14

4 0.03 6.35E+19 0.03 7.74E+19 0.35 9.13E+23

6 0.01 8.36E+26 0.03 7.07E+26 0.29 1.25E+33

AllDeepSet
2 0.00 1.04E+08 0.05 1.56E+09 0.26 1.39E+09

4 0.03 5.21E+12 0.04 4.39E+12 0.27 1.01E+14

6 0.05 4.82E+15 0.03 2.51E+16 0.25 2.18E+18

patterns, and the Wrap method [39, 64, 67] a standard method for

generating label-specific features. The random train-test-valid split

ratio is 0.5-0.3-0.2. The implementation of the considered models is

adapted from their original code [11, 28, 59], with the propagation

step 𝐿 being selected from {2, 4, 6, 8}. For each model on a given

dataset, we examine the empirical loss and the theoretical gener-

alization bound. The empirical loss is calculated either using the

optimal Monte Carlo algorithm [13], which guarantees an estima-

tion error of no more than 𝜖 = 10% with a probability of at least

𝛿 = 90%, or by averaging over multiple runs. The details of the

bound calculations can be found in Sec D.2 in the Appendix. In par-

ticular, a model with random weights refers to one with randomly

initialized parameters that have not undergone training, and under

this setting, the empirical loss is calculated by averaging over five

runs. The complete details are provided in Sec D.1 in the Appendix,

including dataset statistics, sample generation, training settings,

and test settings.

5.2 Results and observations
Consistency between theory and practice. Figure 2 together
with Figures 4, 5, and 6 in Sec D.1 in the Appendix depicts the

correlation between the empirical loss and theoretical bounds. We

observe that the theoretical bounds indeed inform the empirical

loss to a satisfactory extent with trained models; the Pearson corre-

lation coefficients are mostly well above 0.0 and even close to 1.0

in many cases (e.g., Figures 2(a)-mid, (b)-mid, and (c)-mid). Such

an observation is promising in the sense that it is arguably over-

ambitious to expect that the empirical loss matches perfectly with

the theoretical bounds. However, we also observed corners where

such a correlation is not strong (e.g., Figures 4 (a)-left and (b)-right);

interestingly, such cases are mostly associated with T-MPHN, and

one possible reason is that the row-wise normalization can intro-

duce scale variations across different layers. This scaling effect may

lead to more stable outputs but also makes it challenging for the

theoretical bounds to accurately reflect the empirical loss.

The impact on training. Figures 3 and 4 show the correlation

obtained of the considered models with both trained and random

weights. The results reveal an improvement in the alignment be-

tween the theoretical bounds and the empirical loss of models with

trained parameters, compared to those with random weights (e.g.,
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Figure 3: Each subgroup, labeled by [𝐿, 𝑟1, 𝑟2], presents the consistency results on ER datasets for UniGCN (top row) and
AllDeepSets (bottom row) with trained (left with 𝑟1) and random parameters (right with 𝑟2).

Figures 3 (d) and (e)). One possible reason for this improvement is

the use of L2 regularization during training. For instance, the bound

of UniGCN calculated by Equation 3, consists of two parts: the em-

pirical loss (left term) and the complexity term (right term). The

empirical loss (Equation 2), is typically smaller than the complexity

term, which includes the KL divergence between the posterior and

prior distributions over the model parameters and depends on the

spectral norm of weights. L2 regularization reduces this complexity

by penalizing large weights, thereby decreasing the KL divergence.

This reduction enhances the alignment between the empirical loss

and the theoretical bounds, resulting in a relatively small value of

bounds that more accurately captures the model’s generalization

performance.

Statistics on hypergraphs.We examine the impact of hyper-

graph properties on the empirical performance and theoretical

bounds. Table 2 reports the results on datasets associated with ER

and SBM graphs. Results for other models and datasets can be found

in Sec F in the Appendix. In general, the empirical results indicate

clear patterns where changes in the complexity of hypergraphs

significantly impact the model performance, echoing the theoreti-

cal bounds. We observe that for each of 𝑅,𝑀 , and 𝐷 , when these

values are smaller, their variation has less impact on the loss. For

instance, the empirical loss across the three models shows minimal

fluctuation on the first two datasets in Table 2, compared to the

more significant variation observed on the last two datasets in Table

8. Regarding 𝑅, the results show that its impact on M-IGN is less

than that of other models. Finally, larger 𝐷 often leads to larger

empirical loss on each model (e.g., the last column in Table 2).

The number of propagation steps. We compare the perfor-

mance of the considered HyperGNNs with different propagation

steps. For datasets with smaller statistics, having more layers may

result in larger loss increases (e.g., the results on UniGCN in the

first dataset); in contrast, for datasets with larger statistics, complex

models (i.e., larger 𝑙) produce better performance (e.g., the results

on UniGCN in the last dataset in Table 2). Sharing the same spirit

of the principle of Occam’s razor, we see that a shallow model is

sufficient for simpler tasks but lacks the ability to deal with complex

hypergraphs, which has also been observed by existing works [7].

6 Conclusion and Futher Discussions
In this paper, we develop margin-based generalization bounds using

the PAC-Bayes framework for four hypergraph models: UniGCNs,

AllDeepSets, M-IGNs, and T-MPHN. These models were selected

for their distinct approaches to leveraging hypergraph structures,

enabling a comprehensive analysis of different architectures. Our

empirical study reveals a positive correlation between the theo-

retical bounds and the empirical loss, suggesting that the bounds

effectively capture the generalization behavior of these models.

Node classification task.Our study primarily focused on deriv-

ing generalization bounds for the hypergraph classification problem.

Besides, the node classification task [18, 61] is important in hyper-

graph learning, with high relevance to web graph applications, i.e.,

user behavior prediction. While node classification focuses on pre-

dicting labels for individual nodes, it shares underlying principles

with hypergraph classification, allowing our method to be naturally

extended. In particular, we treat each node’s output as a sub-neural

network and analyze the generalization behavior of each node in-

dividually. The overall generalization bound for the model then

follows from applying a union bound over all nodes and classes.

More details including the problem statement and generalization

bound on HyperGNNs can be found in Sec E in the Appendix.

Future works. Several directions for future research remain to

be explored.

• Our paper focuses onHyperGNNs based on ReLu activation.

One interesting future direction is to explore margin-based

bound for HyperGNNs with non-homogeneous activation

functions.

• Another important future direction is to derive generaliza-

tion bounds for HyperGNNs using classical frameworks like

the Vapnik–Chervonenkis (VC) dimension and Rademacher

complexity.

• The experiments reveal a positive correlation between the

theoretical bound and empirical performance, we can fur-

ther investigate the degree of such correlation in theory, to

systematically analyze the varying levels of consistency be-

tween empirical loss and theoretical bounds across different

models, such as T-MPHN.
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Appendix
A Notations and Definitions
We summarize the notations used throughout the paper in Table 3.

Table 3: Summary of notations.

Notations Meaning

G the hypergraph

V the node set

𝑁 the number of nodes

E the hyperedge set

𝐾 the number of hyperedges

N𝑖 the neighbor set of node 𝑣𝑖

X the node features matrix

Z the hyperedge features matrix

𝑑 the feature size of node and hyperedges

𝐵 the 𝑙2 norm bound of node and hyperedge features

𝑀 the maximum hyperedge size

𝑅 the maximum incident hyperedge set size

𝐷 the maximum node degree

X[𝑖, :] the 𝑖𝑡ℎ row of matrix X
𝑑𝑒 the degree of hyperedge 𝑒

𝜖 the hyperparameter

𝑒𝑀 the𝑀𝑡ℎ
-order hyperedge

E𝑀 (𝑣𝑖 ) the𝑀𝑡ℎ
-order incident hyperedge of node 𝑣𝑖

N𝑀 (𝑣𝑖 ) the𝑀𝑡ℎ
-order neighborhood of node 𝑣𝑖

𝑎𝑒 the adjacency value of hyperedge 𝑒

T the matrix of the hyperedge weight

J the incident matrix

𝑆 the set of training data

𝑚 the size of training data

𝐶 the number of classes

𝑦 the hypergraph label

D the distribution over sample space

𝐴 the input 𝐴 = (G,X,Z)
𝐹 the hypothesis space

𝛾 the margin

LD the multiclass margin generalization loss

L𝑆,𝛾 the multiclass margin empirical loss

𝑃 the prior distribution over the learned parameters

𝑄 the posterior distribution over the perturbed parameters

ℎ the maximum hidden dimension

𝐿 the number of propagation steps

A.1 Terminologies used in T-MPHN
Recall that in the architecture of T-MPHN, each propagation step

computes the hidden representation of nodes. We introduce the

related terminologies in the T-MPHN in the following.

Definition 2 (𝑀𝑡ℎ-order Hyperedge[59]). Given a hypergraph

G = (V, E) with the order 𝑀 , for any hyperedge 𝑒 ∈ E, its 𝑀𝑡ℎ
-

order hyperedge set 𝑒𝑀 is given by

𝑒𝑀 =

{
{𝑒}, 𝑖 𝑓 |𝑒 | = 𝑀
span

𝑀 (𝑒), 𝑖 𝑓 |𝑒 | < 𝑀
,

where

span
𝑀 (𝑒) = {𝑒′ |unique(𝑒′) = 𝑒, |𝑒′ | = 𝑀},
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where unique(𝑒′) = 𝑒 means the distinct elements in 𝑒′ is the same

as 𝑒 , and |𝑒′ | is the number of (possibly nonunique) elements in 𝑒′.
Notice that the size of span

𝑀 (𝑒) is equal to
(𝑀−1

|𝑒 |−1

)
.

Definition 3 (𝑀𝑡ℎ-order Neighborhood of A Node[59]). Given

a hypergraph G = (V, E) with the order 𝑀 , for any node 𝑣 ∈ V ,

its𝑀𝑡ℎ
-order incidence edge set is

𝐸𝑀 (𝑣) = {𝑒𝑀 |𝑒 ∈ E, 𝑣 ∈ 𝑒}.
Then the𝑀𝑡ℎ

-order neighborhood of 𝑣 is defined as

N𝑀 (𝑣) :={𝜋 (𝑒𝑀 (−𝑣)) |𝑒𝑀 ∈ 𝐸𝑀 (𝑣)},
where 𝑒𝑀 (−𝑣) deletes exactly one node of 𝑣 from each𝑀𝑡ℎ

-order

hyperedge in 𝑒𝑀 , and 𝜋 (·) represents permutation of the remaining

nodes.

Definition 4 (Adjacency Value 𝑎𝑒 [59]). Given an adjacency ten-

sor of a hypergraph, the adjacency value 𝑎𝑒 associated with a hy-

peredge 𝑒 is a function of ( |𝑒 |, 𝑀):

𝑎𝑒 =
|𝑒 |∑ |𝑒 |

𝑖=0
(−1)𝑖

( |𝑒 |
𝑖

)
( |𝑒 | − 𝑖)𝑀

.

B Analytical Framework of PAC-Bayes
This section discusses the theoretical framework underlying the

derivation of margin-based generalization bounds. The following

lemma, adapted from the work of Neyshabur et al. [48], establishes a

probabilistic upper bound on the generalization error of a predictor

parameterized by weights, using the PAC-Bayes framework. This

result quantifies how the empirical performance of themodel relates

to its expected performance on unseen data while incorporating

the impact of weight perturbations. The bound leverages the KL

divergence between the prior and posterior distributions over the

model parameters, along with a condition that ensures stability

under perturbations.

Lemma 5. [48] Consider a predictor 𝑓w (𝐴) : A → R𝐶 parame-
terized by w. Let 𝑃 be any distribution over w that is independent of
the training data, and 𝑄 be any perturbation distribution over u. For
each 𝛾, 𝛿 > 0, with probability no less than 1 − 𝛿 over a training set 𝑆
of size𝑚, for each fixed w∗, we have

LD (𝑓w∗ ) ≤ L𝑆,𝛾 (𝑓w∗ ) + 4

√︄
KL(w∗ + u| |w) + ln

6𝑚
𝛿

𝑚 − 1

, (4)

where u ∼ 𝑄 and w ∼ 𝑃 , provided that we have the following
perturbation condition for each w

Pr

u∼𝑄

[
max

𝐴∈A
∥ 𝑓w+u (𝐴) − 𝑓w (𝐴)∥∞ <

𝛾

4

]
≥ 1

2

.

C Proofs
C.1 Proof of Lemma 1
The proof of Lemma 1 includes two parts. We first analyze the

maximum node representation among each layer except the readout

layer. After adding the perturbation u to the weight w, for each

layer 𝑙 ∈ [𝐿 + 1], we denote the perturbed weightsW(𝑙 ) +U(𝑙 )
. We

define 𝜽 ∈ R𝐾×𝑑𝑙−1×𝑑𝑙
as the perturbation tensors. In particular

𝜽 (𝑙 ) [𝑘, :] = 𝜽 (𝑙 ) [ 𝑗, :] = U(𝑙 ) ∈ R𝑑𝑙−1×𝑑𝑙
when 𝑗 ≠ 𝑘 . We then

can derive an upper bound on the 𝑙2 norm of the maximum node

representation in each layer. Let 𝑤∗
𝑙
= arg max𝑖∈[𝑁 ] ∥𝐻 (𝑙 ) [𝑖, :] ∥2

and Φ𝑙 = ∥𝐻 (𝑙 ) [𝑤∗
𝑙
, :] ∥2.

Φ𝑙 = ∥C⊺
4
C⊺

3
ReLu

(
C⊺

2

(
𝜼 (𝑙 ) ⊗ (C⊺

1
𝐻 (𝑙−1) )

) )
[𝑤∗
𝑙
, :] ∥2

= ∥
𝑁∑︁
𝑖=1

C⊺
4
[𝑤∗
𝑙
, 𝑖]

(
C⊺

3
ReLu

(
C⊺

2

(
𝜼 (𝑙 ) ⊗ (C⊺

1
𝐻 (𝑙−1) )

) ) )
[𝑖, :] ∥2

=






 𝑁∑︁
𝑖=1

C⊺
4
[𝑤∗
𝑙
, 𝑖]

( 𝑁∑︁
𝑗=1

C⊺
3
[𝑖, 𝑗]ReLu

(
C⊺

2

(
𝜼 (𝑙 ) ⊗ (C⊺

1
𝐻 (𝑙−1) )

) )
[ 𝑗, :]

)
[𝑖, :]







2

≤





 𝑁∑︁
𝑖=1

C⊺
4
[𝑤∗
𝑙
, 𝑖]

( 𝑁∑︁
𝑗=1

C⊺
3
[𝑖, 𝑗]

(
C⊺

2

(
𝜼 (𝑙 ) ⊗ (C⊺

1
𝐻 (𝑙−1) )

) )
[ 𝑗, :]

)
[𝑖, :]







2

=






 𝑁∑︁
𝑖=1

C⊺
4
[𝑤∗
𝑙
, 𝑖]

( 𝑁∑︁
𝑗=1

C⊺
3
[𝑖, 𝑗]

( 𝑁∑︁
𝑘=1

C⊺
2
[ 𝑗, 𝑘]

(
𝜼 (𝑙 )

⊗ (C⊺
1
𝐻 (𝑙−1) )

)
[𝑘, :]

)
[ 𝑗, :]

)
[𝑖, :]







2

=






 𝑁∑︁
𝑖=1

C⊺
4
[𝑤∗
𝑙
, 𝑖]

( 𝑁∑︁
𝑗=1

C⊺
3
[𝑖, 𝑗]

( 𝑁∑︁
𝑘=1

C⊺
2
[ 𝑗, 𝑘]

(
(C⊺

1
𝐻 (𝑙−1) )W(𝑙 ) [𝑘, :]

) )
[ 𝑗, :]

)
[𝑖, :]







2

=






 𝑁∑︁
𝑖=1

C⊺
4
[𝑤∗
𝑙
, 𝑖]

( 𝑁∑︁
𝑗=1

C⊺
3
[𝑖, 𝑗]

( 𝑁∑︁
𝑘=1

C⊺
2
[ 𝑗, 𝑘]

(
W(𝑙 ) (

𝑁∑︁
𝑚=1

C⊺
1
[𝑘,𝑚]𝐻 (𝑙−1)W(𝑙 ) [𝑚, :])

) )
[ 𝑗, :]

)
[𝑖, :]







2

Since C⊺
1
[𝑘, :] has at most𝑀 of value 1 entries. We have

Φ𝑙 ≤





 𝑁∑︁
𝑖=1

C⊺
4
[𝑤∗
𝑙
, 𝑖]

( 𝑁∑︁
𝑗=1

C⊺
3
[𝑖, 𝑗]

( 𝑁∑︁
𝑘=1

C⊺
2
[ 𝑗, 𝑘]

(
W(𝑙 )𝑀Φ𝑙−1

) )
[ 𝑗, :]

)
[𝑖, :]







2

SinceC⊺
2
[ 𝑗, :] has at most 𝑅 non-zero entries, which can be bounded

by 1 based on the definition of C2. We have

Φ𝑙 ≤ ∥
𝑁∑︁
𝑖=1

C⊺
4
[𝑤∗
𝑙
, 𝑖]

(
𝑅
(
W(𝑙 )𝑀Φ𝑙−1

) )
[𝑖, :] ∥2

≤ ∥W(𝑙 ) ∥𝐷𝑅𝑀Φ𝑙−1
≤ (𝐷𝑅𝑀)𝑙𝐵

𝑙∏
𝑖=1

∥W(𝑖 ) ∥

(5)

Let C = 𝐷𝑅𝑀 . The second step is calculating the upper bound of

the variation in the model’s output given the perturbed parameters.
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Let 𝐻
(𝑙 )
w+u (𝐴) and 𝐻

(𝑙 )
w (𝐴) be the 𝑙-layer output with parameter

w and perturbed parameter w + u, respectively. For 𝑙 ∈ [𝐿], let
Δ𝑙 = ∥𝐻 (𝑙 )

w+u (𝐴) − 𝐻
(𝑙 )
w (𝐴)∥2. We define Ψ𝑙 = max𝑖∈[𝑁 ] ∥Δ𝑙 [𝑖, :

] ∥2 = max𝑖 ∥ ˆ𝐻 (𝑙 ) [𝑖, :] −𝐻 (𝑙 ) [𝑖, :] ∥2, where �̂�
(𝑙 )

is perturbed model.

Let 𝑣∗(𝑙 ) = arg max𝑖 ∥Δ𝑙 [𝑖, :] ∥2. Therefore, we have

Ψ(𝑙 ) = max

𝑖
∥�̂� (𝑙 ) [𝑖, :] − 𝐻 (𝑙 ) [𝑖, :] ∥2

= max

𝑖




C⊺
4
C⊺

3
ReLu

(
C⊺

2

(
(𝜼 (𝑙 ) + 𝜽 (𝑙 ) ) ⊗ (C⊺

1
�̂� (𝑙−1) )

) )
[𝑖, :]

− C⊺
4
C⊺

3
ReLu

(
C⊺

2

(
𝜼 (𝑙 ) ⊗ (C⊺

1
𝐻 (𝑙−1) )

) )
[𝑖, :]





2

= max

𝑖




C⊺
4
C⊺

3
ReLu

(
C⊺

2

(
(𝜼 (𝑙 ) + 𝜽 (𝑙 ) ) ⊗ (C⊺

1
�̂� (𝑙−1) )

)
− C⊺

2

(
𝜼 (𝑙 ) ⊗ (C⊺

1
𝐻 (𝑙−1) )

) )
[𝑖, :]





2

(6)

≤ max

𝑖




C⊺
4
C⊺

3

(
C⊺

2

(
(𝜼 (𝑙 ) + 𝜽 (𝑙 ) ) ⊗ (C⊺

1
�̂� (𝑙−1) )

)
− C⊺

2

(
𝜼 (𝑙 ) ⊗ (C⊺

1
𝐻 (𝑙−1) )

) )
[𝑖, :]





2

(Lipschitz property of ReLu)

= max

𝑖




C⊺
4
C⊺

3
C⊺

2

( (
(𝜼 (𝑙 ) + 𝜽 (𝑙 ) ) ⊗ (C⊺

1
�̂� (𝑙−1) )

)
−

(
𝜼 (𝑙 ) ⊗ (C⊺

1
𝐻 (𝑙−1) )

) )
[𝑖, :]





2

= max

𝑖




C⊺
4
C⊺

3
C⊺

2

( (
(C⊺

1
�̂� (𝑙−1) )

)
(W(𝑙 ) + U(𝑙 ) )

−
(
(C⊺

1
𝐻 (𝑙−1) )W(𝑙 ) ) ) [𝑖, :]




2

≤ max

𝑖
∥C⊺

4
C⊺

3
C⊺

2
C⊺

1

(
(�̂� (𝑙−1) − 𝐻 (𝑙−1) ) (W(𝑙 ) + U(𝑙 ) ) [𝑖, :] ∥2

+ ∥C⊺
4
C⊺

3
C⊺

2
C⊺

1

(
𝐻 (𝑙−1)U(𝑙 ) ) [𝑖, :] ∥2

≤ max

𝑖
∥C⊺

4
C⊺

3
C⊺

2
C⊺

1

(
Δ𝑙 (W(𝑙 ) + U(𝑙 ) ) [𝑖, :] ∥2 + CΦ𝑙−1

∥U(𝑙 ) ∥

≤ CΨ𝑙−1
∥W(𝑙 ) + U(𝑙 ) ∥ + CΦ𝑙−1

∥U(𝑙 ) ∥ (7)

We let 𝑎𝑙−1
= C∥W(𝑙 ) + U(𝑙 ) ∥ and 𝑏𝑙−1

= CΦ𝑙−1
∥U(𝑙 ) ∥. Then

Ψ𝑙 ≤ 𝑎𝑙−1
Ψ𝑙−1

+ 𝑏𝑙−1
for 𝑙 ∈ [𝐿]. Using recursive, we have

Ψ𝑙 ≤
𝑙−1∏
𝑖=1

𝑎𝑖Ψ1 +
𝑙−1∑︁
𝑚=1

𝑏𝑚
( 𝑙−1∏
𝑛=𝑚+1

𝑎𝑛
)

Since Ψ0 = 0, we can simplified the Equation 6 as follows,

Ψ𝑙 ≤
𝑙−1∑︁
𝑖=0

𝑏𝑖
( 𝑙−1∏
𝑗=𝑖+1

𝑎 𝑗
)

=

𝑙−1∑︁
𝑖=0

CΦ𝑖 ∥U(𝑖+1) ∥
( 𝑙∏
𝑗=𝑖+2

C∥W( 𝑗 ) + U( 𝑗 ) ∥
)

=

𝑙−1∑︁
𝑖=0

C𝑙−𝑖Φ𝑖 ∥U(𝑖+1) ∥
( 𝑙∏
𝑗=𝑖+2

∥W( 𝑗 ) + U( 𝑗 ) ∥
)

≤
𝑙−1∑︁
𝑖=0

C𝑙−𝑖
(
C𝑖𝐵

𝑖∏
𝑘=1

∥W(𝑘 ) ∥
)
∥U(𝑖+1) ∥

( 𝑙∏
𝑗=𝑖+2

∥W( 𝑗 ) + U( 𝑗 ) ∥
)

≤ 𝐵

𝑙−1∑︁
𝑖=0

C𝑙
( 𝑖∏
𝑘=1

∥W(𝑘 ) ∥
)
∥U(𝑖+1) ∥

( 𝑙∏
𝑗=𝑖+2

∥W( 𝑗 ) ∥
(
1 + 1

𝐿 + 1

) )

= 𝐵

𝑙−1∑︁
𝑖=0

C𝑙
( 𝑖+1∏
𝑘=1

∥W(𝑘 ) ∥
) ∥U(𝑖+1) ∥
∥W(𝑖+1) ∥

( 𝑙∏
𝑗=𝑖+2

∥W( 𝑗 ) ∥
(
1 + 1

𝐿 + 1

) )
= 𝐵C𝑙

( 𝑙∏
𝑖=1

∥W(𝑖 ) ∥
) 𝑙∑︁
𝑖=1

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

(
1 + 1

𝐿 + 1

)𝑙−𝑖
Finally, we need to consider the readout layer. We have

|Δ𝐿+1 |2 =




 1

𝑁
1𝑁 �̂� (𝐿) (W(𝐿+1) + U(𝐿+1) )

− 1

𝑁
1𝑁𝐻 (𝐿+1) (W(𝐿+1) )





2

≤ 1

𝑁




1𝑁 (𝐻 (𝐿+1) ′ − 𝐻 (𝐿+1) ) (W(𝐿+1)

+ U(𝐿+1) )





2

+ 1

𝑁
∥1𝑁𝐻 (𝐿+1)U𝐿+1∥2

≤ 1

𝑁
∥1𝑁Δ𝐿 (W(𝐿+1) + U(𝐿+1) )∥2 +

1

𝑁
∥1𝑁𝐻 (𝐿)U(𝐿+1) ∥2

≤ 1

𝑁
∥W(𝐿+1) + U(𝐿+1) ∥

( 𝑁∑︁
𝑖=1

|Δ𝐿+1 [𝑖, :] |2
)

+ 1

𝑁
∥U(𝐿+1) ∥

( 𝑁∑︁
𝑖=1

|𝐻 (𝐿) [𝑖, :] |2
)

≤ Ψ𝐿 ∥W(𝐿+1) + U(𝐿+1) ∥ + Φ𝐿 ∥U(𝐿+1) ∥

≤ 𝐵C𝐿
( 𝐿+1∏
𝑖=1

∥W(𝑖 ) ∥
) (

1 + 1

𝐿 + 1

)𝐿+1
[ 𝐿∑︁
𝑖=1

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥(

1 + 1

𝐿 + 1

)−𝑖 + ∥U(𝐿+1) ∥
∥W(𝐿+1) ∥

(
1 + 1

𝐿 + 1

)−(𝐿+1) ]
≤ 𝑒𝐵C𝐿

( 𝐿+1∏
𝑖=1

∥W(𝑖 ) ∥
) [ 𝐿+1∑︁
𝑖=1

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

]
Therefore, we conclude the bound in Lemma 1.

C.2 Proofs of Theorem 1
Given the perturbation bound in Lemma 1, to obtain the gener-

alization bounds by applying Lemma 5, we need to design the

prior P and posterior Q by satisfying the perturbation condition

for every possible w. Due to the homogeneity of ReLu, the per-

turbation bound will not change after weight normalization. We

consider a transformation of UniGCN with the normalized weights

W̃(𝑖 ) = 𝛽

∥W(𝑖 ) ∥W
(𝑖 )
, where 𝛽 = (∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥)1/(𝐿+1)

. Hence we

have the norm equal across layers, i.e., ∥W(𝑖 ) ∥ = 𝛽 . Therefore, the
space of w is presented by all possible values of 𝛽 . According to the

generalization bound in Lemma 5, we find that the space of 𝛽 can

be partitioned into three parts such that each part admits a finite

design of 𝑃 and 𝑄 that meets the perturbation condition. To see
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this, we first recall the generalization bound in Lemma 5 as follows.

LD (𝑓w) ≤ L𝑆,𝛾 (𝑓w) + 4

√︄
KL(w∗ + u| |w) + ln

6𝑚
𝛿

𝑚 − 1

, (8)

There are two terms in the right hand. Since the LD (𝑓w) is in
range [0, 1], we then consider three cases: 1) L𝑆,𝛾 (𝑓w) = 1, 2)√︃

KL(w∗+u | |w)+ln
6𝑚
𝛿

𝑚−1
> 1, and 3)L𝑆,𝛾 (𝑓w)+4

√︃
KL(w∗+u | |w)+ln

6𝑚
𝛿

𝑚−1
∈

[0, 1]. Significantly, the equation will be directly satisfied for values

of 𝛽 that meet the first two cases. Therefore, for these values of 𝛽 , we

only need to specify one group of 𝑃 and𝑄 to satisfy the perturbation

condition outlined in Lemma 5. However, when dealing with 𝛽

values that fall within the third case, it is necessary to determine

the specific values of 𝑃 and𝑄 that satisfy the perturbation condition

for each 𝛽 . Altogether, we separate the proof into three parts for

three ranges of 𝛽 .

First case.We start from the first case with L𝑆,𝛾 (𝑓w) = 1. In the

proof of UniGCN’s perturbation bound in Lemma 1, the maximum

node representation can be bounded by (𝐷𝑅𝑀)𝐿𝐵∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥. If

𝛽 <
( 𝛾

2𝐵 (𝐷𝑅𝑀 )𝐿
)
1/𝐿+1

, then for any input 𝐴 and any 𝑗 ∈ [𝑁 ], we
have UniGCN(𝐴) [ 𝑗] ≤ 𝛾

2
. To see this, we have

UniGCNw (𝐴) = W(𝐿+1)𝐻 (𝐿)

≤ ∥W(𝐿+1) ∥ max

𝑖
∥𝐻 (𝐿) [𝑖, :] ∥2 = ∥W(𝐿+1) ∥Φ𝐿

= 𝐵(𝐷𝑅𝑀)𝐿
𝐿+1∏
𝑖=1

∥W(𝑖 ) ∥ ≤ 𝐵(𝐷𝑅𝑀)𝐿𝛽𝐿+1 ≤ 𝛾

2

Therefore, by the definition in Equation 2, we always have L𝑆,𝛾 = 1.

Then, we design distributions 𝑃 and 𝑄 to satisfy the perturbation

condition specified in Lemma 5 by using the perturbation bound in

Lemma 1 such that

Pr

u

[
max

𝐴∈A
∥UniGCNw+u (𝐴) − UniGCNw (𝐴)∥2 <

𝛾

4

]
≥ 1

2

.

Following that, we consider 𝑃 and 𝑄 both follow the multivariate

Gaussian distributions N(0, 𝜎2𝐼 ). Based on the work in [57], we

have following bound for matrix U𝑖 ∈ Rℎ×ℎ where U𝑖 ∼ N(0, 𝜎2𝐼 )
with ℎ ∈ Z+,

Pr

U𝑖∼N(0,𝜎2𝐼 )

[
∥U𝑖 ∥ > 𝑡

]
≤ 2ℎ𝑒−𝑡

2/2ℎ𝜎2

(9)

One can obtain the spectral norm bound as follows by taking the

union bound over all layers.

Pr

U𝑖∼𝑄

[
∥U1∥ ≤ 𝑡 & ∥U2∥ ≤ 𝑡 . . .&∥U𝐿+1∥ ≤ 𝑡

]
≥1 −

𝐿+1∑︁
𝑖=1

Pr

[
∥U𝑖 ∥

]
≥1 − 2(𝐿1)ℎ𝑒

−𝑡2

2ℎ𝜎2

Setting 1 − 2(𝐿 + 1)ℎ𝑒
−𝑡2

2ℎ𝜎2 = 1

2
, we have 𝑡 = 𝜎

√︁
2ℎ ln (4ℎ(𝐿 + 1)).

This implies that the probability that the spectral norm of the per-

turbation of any layer no larger than 𝜎
√︁

2ℎ ln (4ℎ(𝐿 + 1)) is at least

1

2
. Combining with Lemma 1, let I = 𝑒𝐵(𝐷𝑅𝑀)𝐿 , we have

max

𝐴∈A
∥UniGCNw+u (𝐴) − UniGCNw (𝐴)∥2

≤I
𝐿1∏
𝑖=1

∥W(𝑖 ) ∥
( 𝐿1∑︁
𝑖=1

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

)
≤ I𝛽𝐿+1

( 𝐿+1∑︁
𝑖=1

∥U(𝑖 ) ∥
𝛽

)
=I𝛽𝐿

( 𝐿1∑︁
𝑖=1

∥U(𝑖 ) ∥
)
I𝛽𝐿 (𝐿 + 1)𝜎

√︁
2ℎ ln (4ℎ(𝐿 + 1)) < 𝛾

4

,

By letting 𝜎 =
𝛾

4I𝛽𝐿 (𝐿+1)
√

2ℎ ln (4ℎ (𝐿+1) )
, we hold the perturbation

condition in Lemma 5. Remember that we have one conditions in

Lemma 1 which is
∥U(𝑖 ) ∥
∥W(𝑖 ) ∥ < 1

𝐿1

for 𝑖 ∈ [𝐿1]. This assumption also

holds when 𝛽 <
( 𝛾

2𝐵 (𝐷𝑅𝑀 )𝐿
)
1/𝐿+1

, where

∥U∥ (𝑖 ) ≤ 𝜎
√︁

2ℎ ln 4ℎ(𝐿 + 1) ≤ 𝛽

𝐿 + 1

=⇒ 𝛾

4𝐵𝐷𝐿𝑅𝐿𝑀𝐿
≤ 𝛽𝐿+1

Therefore, we can calculate the KL divergence between w + u and

𝑃 .

KL(w + u∥𝑃) ≤ |w|2
2𝜎2

≤ O(
𝐵2𝐷𝐿𝑅𝐿𝑀𝐿𝐿2ℎ ln (ℎ𝐿)∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥2

𝛾2

𝐿+1∑︁
𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2

).

Therefore, following the Lemma 5, we have

Lemma 6. Given a UniGCNw (𝐴) : A → R𝐶 with 𝐿 + 1 layers
parameterized byw. Given the training set of size𝑚, for each 𝛿,𝛾 > 0,
for any w such that 𝛽 <

( 𝛾

2𝐵 (𝐷𝑅𝑀 )𝐿
)
1/𝐿+1, we have

LD (UniGCNw) ≤L𝑆,𝛾 (UniGCNw)+ (10)

O
(√︄𝐿2𝐵2ℎ ln (𝐿ℎ) (𝑅𝑀𝐷)𝐿W1W2 + log

𝑚
𝜎

𝛾2𝑚

)
,

(11)

whereW1 =
∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥2 and W2 =

∑𝐿+1

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
.

Second Case. We then consider the values of 𝛽 that satisfy√︃
KL(w∗+u | |w)+ln

6𝑚
𝛿

𝑚−1
> 1. In order to obtain the KL term, we first

need to construct the distribution of 𝑃 and 𝑄 . Following the strat-

egy used in the first case, We choose 𝑃 and 𝑄 both following the

multivariate Gaussian distributions N(0, 𝜎2𝐼 ). And to satisfy the

perturbation condition in Lemma 5, we have

𝜎 =
𝛾

4I𝛽𝐿 (𝐿 + 1)
√︁

2ℎ ln (4ℎ(𝐿 + 1))
.

Therefore, when calculating the term inside the big-O notation in

the Equation 10, if 𝛽 >
( 𝛾

√
𝑚

2𝐵 (𝐷𝑅𝑀 )𝐿
)
1/𝐿+1

we have√√√√
𝐿2𝐵2ℎ ln (𝐿ℎ) (𝑅𝑀𝐷)𝐿 ∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥2

2

∑𝐿+1

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
+ log

𝑚𝐿
𝜎

𝛾2𝑚

>

√√√
𝐿2ℎ ln (𝐿ℎ) (𝑅𝑀𝐷)𝐿 ∑𝐿+1

𝑖=1

∥w(𝑖 ) ∥2

𝐹

∥w(𝑖 ) ∥2

4

≥ 1,

13
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1624

where ∥W(𝑖 ) ∥2

𝐹
> ∥W(𝑖 ) ∥2

and we typically choose ℎ ≥ 2 and

𝐿 ≥ 2. Therefore, we have

Lemma 7. Given a UniGCNw (𝐴) : A → R𝐶 with 𝐿 + 1 layers
parameterized byw. Given the training set of size𝑚, for each 𝛿,𝛾 > 0,

for any w such that 𝛽 >
( 𝛾

√
𝑚

2𝐵 (𝐷𝑅𝑀 )𝐿
)
1/𝐿+1, we have

LD (UniGCNw) ≤L𝑆,𝛾 (UniGCNw)+

O
(√︄𝐿2𝐵2ℎ ln (𝐿ℎ) (𝑅𝑀𝐷)𝐿W1W2 + log

𝑚
𝜎

𝛾2𝑚

)
,

where W1 =
∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥2 and W2 =

∑𝐿+1

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
.

Third Case.We now consider the case where 𝛽 in the following

range, denoted as B.{
𝛽 |𝛽 ∈

[ ( 𝛾

2𝐵(𝐷𝑅𝑀)𝐿
)
1/𝐿+1

,
( 𝛾

√
𝑚

2𝐵(𝐷𝑅𝑀)𝐿
)
1/𝐿+1

]}
.

We observe that if 𝛽 falls in a grid of size
1

2𝐿+2

( 𝛾

2𝐵 (𝐷𝑅𝑀 )𝐿
)
1/𝐿+1

,

one group of 𝑃 and 𝑄 is able to make the perturbation condition

in Lemma 5 satisfied. To see this, for a 𝛽 ∈ B, we assume a
˜𝛽 such

that
˜𝛽 ∈ B and |𝛽 − ˜𝛽 | ≤ 1

𝐿+1
𝛽 . Then we have

|𝛽 − ˜𝛽 | ≤ 1

𝐿 + 1

𝛽

=⇒ (1 − 1

𝐿 + 1

)𝛽 ≤ ˜𝛽 ≤ (1 + 1

𝐿 + 1

)𝛽

=⇒ (1 − 1

𝐿 + 1

)𝐿+1𝛽𝐿+1 ≤ ˜𝛽𝐿+1 ≤ (1 + 1

𝐿 + 1

)𝐿+1𝛽𝐿+1

=⇒ 1

𝑒
𝛽𝐿+1 ≤ ˜𝛽𝐿+1 ≤ 𝑒𝛽𝐿+1

(12)

Given
˜𝛽 , suppose that w̃ and ũ are the corresponding parameters

and perturbation in UniGCN. Therefore, to satisfy the perturbation

condition, we have

max

𝐴∈A
∥UniGCNw̃+ũ (𝐴) − UniGCNw̃ (𝐴)∥2

≤I
𝐿+1∏
𝑖=1

∥W̃(𝑖 ) ∥
( 𝐿1∑︁
𝑖=1

∥Ũ(𝑖 ) ∥
∥W̃(𝑖 ) ∥

)
≤ I ˜𝛽𝐿+1

( 𝐿+1∑︁
𝑖=1

∥Ũ(𝑖 ) ∥
˜𝛽

)
=I ˜𝛽𝐿

( 𝐿+1∑︁
𝑖=1

∥Ũ(𝑖 ) ∥
)
≤ 𝑒I𝛽𝐿 (𝐿 + 1)�̃�

√︁
2ℎ ln (4ℎ(𝐿 + 1)) ≤ 𝛾

4

,

where we let �̃� ≤ 𝛾

4𝑒I𝛽𝐿 (𝐿+1)
√

2ℎ ln (4ℎ (𝐿+1) )
, to make the pertur-

bation condition is satisfied. Same for 𝛽 , we have

max

𝐴∈A
∥ UniGCNw̃+ũ (𝐴) − UniGCNw̃ (𝐴)∥

≤I
𝐿+1∏
𝑖=1

∥W̃(𝑖 ) ∥
( 𝐿1∑︁
𝑖=1

∥Ũ(𝑖 ) ∥
∥W̃(𝑖 ) ∥

)
≤I𝛽𝐿 (𝐿 + 1)𝜎

√︁
2ℎ ln (4ℎ(𝐿 + 1)) ≤ 𝛾

4

,

where we let 𝜎 ≤ 𝛾

4I𝛽𝐿 (𝐿+1)
√

2ℎ ln (4ℎ (𝐿+1) )
to satisfy the perturba-

tion condition. We find that when 𝛽 and ˜𝛽 satisfying |𝛽− ˜𝛽 | ≤ 1

𝐿+1
𝛽 ,

they can share same 𝜎 with value
𝛾

4𝑒I𝛽𝐿 (𝐿+1)
√

2ℎ ln (4ℎ (𝐿+1) )
and

obtain same generalization bound by simply apply the Lemma

5. Therefore, if we can find a covering size of B within the grid

1

2𝐿+2

( 𝛾

2𝐵 (𝐷𝑅𝑀 )𝐿
)
1/𝐿+1

, then we can get a bound which holds for

all 𝛽 ∈ B.The grid size is given by |𝛽 − ˜𝛽 | ≤ 1

𝐿+1
𝛽 hold is |𝛽 − ˜𝛽 | ≤

1

𝐿+1

( 𝛾

2𝐵 (𝐷𝑅𝑀 )𝐿
)
1/𝐿+1

. Hence, dividing the range of B by the grid

size, we have the covering size 𝑛 = ((
√
𝑚𝐷𝑅)

1

𝐿+1 − 1) (2𝐿 + 1). We

denote the event of the generalization bound in one grid as 𝐸𝑖 . We

then have

Pr[𝐸1& . . .&𝐸𝑛] = 1 − Pr[∃𝑖 ,¬𝐸𝑖 ] ≥ 1 −
𝑛∑︁
𝑖

Pr[¬𝐸𝑖 ] ≥ 1 − 𝑛𝛿.

We obtain the following lemma within third case.

Lemma 8. Given a UniGCNw (𝐴) : A → R𝐶 with 𝐿 + 1 layers
parameterized byw. Given the training set of size𝑚, for each 𝛿,𝛾 > 0,
with probability at least 1 − 𝛿 over the training set of size𝑚, for any
w such that 𝛽 ∈ B, we have

LD (UniGCNw) ≤ L𝑆,𝛾 (UniGCNw)+

O
(√︄𝐿2𝐵2ℎ ln (𝐿ℎ) (𝑅𝑀𝐷)𝐿W1W2 + log

𝑚𝐿𝐷𝑅
𝜎

𝛾2𝑚

)
,

whereW1 =
∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥2 and W2 =

∑𝐿+1

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
.

Altogether, combining three cases, we conclude the theorem 1.

C.3 Proof of Lemma 2
Similar to the proof of Lemma 1, this proof includes two parts.

We add perturbation 𝑢 to the weight𝑤 and denote the perturbed

weights byW(𝑙 )
𝑖

+U(𝑙 )
𝑖

where 𝑖 ∈ {1, 2, 3, 4}. We can drive an upper

bound on the 𝑙2 norm of the maximum tuple representation among

each node in the layer. For 𝑙 ∈ [𝐿], let

�̄�∗
𝑙
= arg max

𝑖∈ (𝑁+𝐾 )
|𝐻 (𝑙 ) [𝑖, :] |2, Φ̄𝑙 = ∥𝐻 (𝑙 ′ ) [�̄�∗

𝑙
, :] ∥2,

𝑤∗
𝑙
= arg max

𝑖∈ (𝑁+𝐾 )
|𝐻 (𝑙 ) [𝑖, :] |2, and Φ𝑙 = ∥𝐻 (𝑙 ) [𝑤∗

𝑙
, :] ∥2 .

We then have

Φ̄𝑙 = ∥ReLu
(
𝜼 (𝑙 )

2
⊗

(
C𝑒

(
ReLu

(
𝜼 (𝑙 )

1
⊗ 𝐻 (𝑙−1) ) ) ) ) [�̄�∗

𝑙
, :] ∥2

= ∥ReLu
(
𝜼 (𝑙 )

2
⊗

(
C𝑒

(
ReLu

(
𝜼 (𝑙 )

1
⊗ 𝐻 (𝑙−1) ) ) ) [�̄�∗

𝑙
, :]

)
∥2

≤ ∥𝜼 (𝑙 )
2

⊗
(
C𝑒

(
ReLu

(
𝜼 (𝑙 )

1
⊗ 𝐻 (𝑙−1) ) ) ) [�̄�∗

𝑙
, :] ∥2

= ∥
(
C𝑒

(
ReLu

(
𝜼 (𝑙 )

1
⊗ 𝐻 (𝑙−1) ) ) )W(𝑙 )

2
[�̄�∗
𝑙
, :] ∥2

≤ ∥
(
C𝑒

(
𝜼 (𝑙 )

1
⊗ 𝐻 (𝑙−1)W(𝑙 )

2
[�̄�∗
𝑙
, :, :]

) )
∥2

≤ ∥C𝑒
(
𝜼 (𝑙 )

1
⊗ 𝐻 (𝑙−1)W(𝑙 )

2

)
[�̄�∗
𝑙
, :, :] ∥2

≤ ∥
𝑁+𝐾∑︁
𝑘=1

𝐶𝑒 [�̄�∗
𝑙
, 𝑘]

(
𝜼 (𝑙 )

1
⊗ 𝐻 (𝑙−1)W(𝑙 )

2
[𝑘, :]

)
∥2

= ∥
𝑁+𝐾∑︁
𝑘=1

𝐶𝑒 [�̄�∗
𝑙
, 𝑘]

(
𝐻 (𝑙−1)W(𝑙 )

1
W(𝑙 )

2
[𝑘, :]

)
∥2

(13)
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1725
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1727

1728
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1739

1740

≤ ∥
𝑁+𝐾∑︁
𝑘=1

𝐶𝑒 [�̄�∗
𝑙
, 𝑘]

(
Φ𝑙−1

W(𝑙 )
1

W(𝑙 )
2

)
∥2

≤ ∥(𝑃 + 1)
(
Φ𝑙−1

W(𝑙 )
1

W(𝑙 )
2

)
∥2

≤ (𝑃 + 1)∥W(𝑙 )
1

∥∥W(𝑙 )
2

∥Φ𝑙−1
(14)

Similarly, we have

Φ𝑙 = ∥ReLu
(
𝜼 (𝑙 )

4
⊗

(
C𝑣

(
ReLu

(
𝜼 (𝑙 )

3
⊗ 𝐻 (𝑙−1) ) ) ) ) [𝑤∗

𝑙
, :] ∥2

(15)

≤ ∥
𝑁+𝐾∑︁
𝑘=1

𝐶𝑣 [𝑤∗
𝑙
, 𝑘]

(
𝐻 (𝑙−1)W(𝑙 )

3
W(𝑙 )

4
[𝑘, :]

)
∥2

≤ ∥
𝑁+𝐾∑︁
𝑘=1

𝐶𝑣 [𝑤∗
𝑙
, 𝑘]

(
Φ𝑙−1

W(𝑙 )
3

W(𝑙 )
4

)
∥2

≤ ∥(𝑀 + 1)
(
Φ̄𝑙−1

W(𝑙 )
3

W(𝑙 )
4

)
∥2

≤ (𝑀 + 1)∥W(𝑙 )
3

∥∥W(𝑙 )
4

∥Φ̄𝑙 (16)

Combined with Equation 13, we have

Φ𝑙 ≤ (𝑀 + 1) (𝑃 + 1)∥W(𝑙 )
4

∥∥W(𝑙 )
3

∥∥W(𝑙 )
2

∥∥W(𝑙 )
1

∥Φ𝑙−1

≤ (C𝐴)𝑙𝐵
𝑙∏
𝑖=1

∥W(𝑖 )
4

∥∥W(𝑖 )
3

∥∥W(𝑖 )
2

∥∥W(𝑖 )
1

∥,
(17)

where C𝐴 = (𝑀 +1) (𝑃 +1). Let 𝜁𝑙 = ∥W(𝑙 )
4

∥∥W(𝑙 )
3

∥∥W(𝑙 )
2

∥∥W(𝑙 )
1

∥.
Given the input𝐴, we use Δ𝑙 to denote the change in the output. We

define Ψ𝑙 = max𝑖∈ (𝑁+𝐾 )
��Δ𝑙 [𝑖, :]��2 = max𝑖

���̂� (𝑙 ) [𝑖, :] − 𝐻 (𝑙 ) [𝑖, :]
��
2
,

where �̂� (𝑙 )
is perturbed model. Let 𝑣∗(𝑙 ) = arg max𝑖 |Δ(𝑙 ) [𝑖, :] |2. We

define𝜽 (𝑙 )
1
, 𝜽 (𝑙 )

2
, 𝜽 (𝑙 )

3
∈ R(𝑁+𝐾 )×𝑑𝑙−1×𝑑𝑙−1

and𝜽 (𝑙 )
4

∈ R(𝑁+𝐾 )×𝑑𝑙−1×𝑑𝑙

where𝜽 (𝑙 )
𝑖

[𝑘, :] = 𝜽 (𝑙 )
𝑖

[ 𝑗, :] = U(𝑙 )
𝑖

when 𝑗 ≠ 𝑘 , where 𝑖 ∈ {1, 2, 3, 4}.
We then bound the max change of the tuple representation before

the readout layers.

Ψ𝑙 = max

𝑖
∥�̂� (𝑙 ) [𝑖, :] − 𝐻 (𝑙 ) [𝑖, :] ∥2

=




ReLu( (
𝜼 (𝑙 )

4
+ 𝜽 (𝑙 )

4

)
⊗

(
C⊺
𝑣

(
ReLu

( (
𝜼 (𝑙 )

3
+ 𝜽 (𝑙 )

3

)
⊗ ˆ̄𝐻 (𝑙 ) ) ) ) )

[𝑣∗
𝑙
, :] − ReLu

(
𝜼 (𝑙 )

4
⊗

(
C⊺
𝑣

(
ReLu

(
𝜼 (𝑙 )

3
⊗ 𝐻 (𝑙 ) ) ) ) ) [𝑣∗

𝑙
, :]





2

≤



( (𝜼 (𝑙 )

4
+ 𝜽 (𝑙 )

4

)
⊗

(
C⊺
𝑣

(
ReLu

( (
𝜼 (𝑙 )

3
+ 𝜽 (𝑙 )

3

)
⊗ ˆ̄𝐻 (𝑙 ) ) ) ) ) [𝑣∗

𝑙
, :]

−
(
𝜼 (𝑙 )

4
⊗

(
C⊺
𝑣

(
ReLu

(
𝜼 (𝑙 )

3
⊗ 𝐻 (𝑙 ) ) ) ) ) [𝑣∗

𝑙
, :]





2

(Lipschitz property of ReLu)

≤



( (C⊺

𝑣 �̂�
(𝑙 ′ ) [𝑣∗

𝑙
, :]

)
(W(𝑙 )

2
+ U(𝑙 )

2
) (W(𝑙 )

1
+ U(𝑙 )

1
)−(

C⊺
𝑣 𝐻

(𝑙 ) [𝑣∗
𝑙
, :]

)
W(𝑙 )

2
W(𝑙 )

1

)



2

Let us replace the
ˆ̄𝐻 (𝑙 )

to �̂� (𝑙−1)
and 𝐻 (𝑙 )

to 𝐻 (𝑙−1)
, we have

Ψ𝑙 ≤



( (C⊺

𝑣 C
⊺
𝑒 �̂�

(𝑙−1) [𝑣∗
𝑙
, :]

)
(W(𝑙 )

4
+ U(𝑙 )

4
) (W(𝑙 )

3
+ U(𝑙 )

3
)

(W(𝑙 )
2

+ U(𝑙 )
2

) (W(𝑙 )
1

+ U(𝑙 )
1

)

−
(
C⊺
𝑣 C

⊺
𝑒 𝐻

(𝑙−1) [𝑣∗
𝑙
, :]

)
W(𝑙 )

4
W(𝑙 )

3
W(𝑙 )

2
W(𝑙 )

1

)



2

≤



( (C⊺

𝑣 C
⊺
𝑒 �̂�

(𝑙−1) [𝑣∗
𝑙
, :]

)
−

(
C⊺
𝑣 C

⊺
𝑒 𝐻

(𝑙−1) [𝑣∗
𝑙
, :]

) )
(W(𝑙 )

4
+ U(𝑙 )

4
) (W(𝑙 )

3
+ U(𝑙 )

3
) (W(𝑙 )

2
+ U(𝑙 )

2
) (W(𝑙 )

1
+ U(𝑙 )

1
)

+
(
C⊺
𝑣 C

⊺
𝑒 𝐻

(𝑙−1) [𝑣∗
𝑙
, :]

)
U(𝑙 )

4
U(𝑙 )

3
U(𝑙 )

2
U(𝑙 )

1





2

+ 14

4𝐿 + 1

Φ𝑙−1
𝜁𝑙

≤ (𝑀 + 1) (𝑃 + 1)Ψ𝑙−1
∥W(𝑙 )

4
+ U(𝑙 )

4
∥∥W(𝑙 )

3
+ U(𝑙 )

3
∥

∥W(𝑙 )
2

+ U(𝑙 )
2

∥∥W(𝑙 )
1

+ U(𝑙 )
1

∥

+ (𝑀 + 1) (𝑃 + 1)Φ𝑙−1
∥U(𝑙 )

4
∥∥U(𝑙 )

3
∥∥U(𝑙 )

2
∥∥U(𝑙 )

1
∥

+ 14

4𝐿 + 1

(𝑀 + 1) (𝑃 + 1)Φ𝑙−1
𝜁𝑙

To simplify, we let

𝜆𝑙 = ∥W(𝑙 )
4

+ U(𝑙 )
4

∥∥W(𝑙 )
3

+ U(𝑙 )
3

∥∥W(𝑙 )
2

+ U(𝑙 )
2

∥∥W(𝑙 )
1

+ U(𝑙 )
1

∥

𝜅𝑙 = ∥U(𝑙 )
4

∥∥U(𝑙 )
3

∥∥U(𝑙 )
2

∥∥U(𝑙 )
1

∥

We define 𝑎𝑙−1
= C𝐴𝜆𝑙 and 𝑏𝑙−1

= C𝐴Φ𝑙−1
𝜅𝑙 + 14

4𝐿+1
C𝐴Φ𝑙−1

𝜁𝑙 .

Then Ψ𝑙 ≤ 𝑎𝑙−1
Ψ𝑙−1

+ 𝑏𝑙−1
for 𝑙 ∈ [𝐿]. Using recursive, we have

Ψ𝑙 ≤
∏𝑙−1

𝑖=1
𝑎𝑖Ψ0 +

∑𝑙−1

𝑖=0
𝑏𝑖

( ∏𝑙−1

𝑗=𝑖+1
𝑎 𝑗

)
. In addition, we let 𝑐 = 14

4𝐿+1
.

Since Ψ0 = 0, we have

Ψ𝑙 ≤
𝑙−1∑︁
𝑖=0

𝑏𝑖
( 𝑙−1∏
𝑗=𝑖+1

𝑎 𝑗
)

= 𝐵

𝑙−1∑︁
𝑖=0

(
C𝐴𝜅𝑖+1Φ𝑖 + 𝑐C𝐴𝜁𝑖+1Φ𝑖

) ( 𝑙−1∏
𝑗=𝑖+1

C𝐴𝜆 𝑗+1

)
= 𝐵

𝑙−1∑︁
𝑖=0

(
C𝑖+1

𝐴 𝜅𝑖+1 (
𝑖∏
𝑗=1

𝜁 𝑗 ) + 𝑐C𝑖+1

𝐴 𝜁𝑖+1 (
𝑖∏
𝑗=1

𝜁 𝑗 )
) ( 𝑙∏
𝑗=𝑖+2

C𝐴𝜆 𝑗
)

= 𝐵

𝑙−1∑︁
𝑖=0

(
C𝑖+1

𝐴 (
𝑖∏
𝑗=1

𝜁 𝑗 ) + 𝑐C𝑖+1

𝐴

𝜁𝑖+1

𝜅𝑖+1

(
𝑖∏
𝑗=1

𝜁 𝑗 )
)
(𝜅𝑖+1)

( 𝑙∏
𝑗=𝑖+2

C𝐴𝜆 𝑗
)

= 𝐵

𝑙−1∑︁
𝑖=0

(
C𝑖+1

𝐴 (
𝑖+1∏
𝑗=1

𝜁 𝑗 ) + 𝑐C𝑖+1

𝐴

𝜁𝑖+1

𝜅𝑖+1

(
𝑖+1∏
𝑗=1

𝜁 𝑗 )
)
(𝜅𝑖+1

𝜁𝑖+1

)
( 𝑙∏
𝑗=𝑖+2

C𝐴𝜆 𝑗
)

(18)

Since ∥U∥ ≤ 1

4𝐿+1
∥W∥, we have 𝜆𝑙 ≤ (1 + 1

4𝐿+1
)4𝜁𝑙 . Therefore

Ψ𝑙 ≤ 𝐵

𝑙−1∑︁
𝑖=0

(
C𝑖+1

𝐴 (
𝑖+1∏
𝑗=1

𝜁 𝑗 ) + 𝑐C𝑖+1

𝐴

𝜁𝑖+1

𝜅𝑖+1

(
𝑖+1∏
𝑗=1

𝜁 𝑗 )
)
(𝜅𝑖+1

𝜁𝑖+1

)
( 𝑙∏
𝑗=𝑖+2

𝜁 𝑗
)

·
(
C𝑙−𝑖−2

𝐴 (1 + 1

4𝐿 + 1

)4(𝑙−𝑖−2) )
= 𝐵C𝑙−1

𝐴 (
𝑙∏
𝑖=1

𝜁𝑖 )
𝑙∑︁
𝑖=1

(𝜅𝑖
𝜁𝑖

+ 𝑐
)
(1 + 1

4𝐿 + 1

)4(𝑙−𝑖−1)

Since
𝜅𝑖
𝜁𝑖

≤ ( 1

4𝐿+1
)4 < 𝑐 with 𝐿 ≥ 1, therefore we have

Ψ𝑙 ≤ 2𝑐𝐵C𝑙−1

𝐴 (
𝑙∏
𝑖=1

𝜁𝑖 )
𝑙∑︁
𝑖=1

(1 + 1

4𝐿 + 1

)4(𝑙−𝑖−1)

≤ 2𝑐𝑒𝐵𝑙C𝑙−1

𝐴 (
𝑙∏
𝑖=1

𝜁𝑖 ) ((1 + 1

4𝐿 + 1

)4𝐿+1 ≤ 𝑒 and C𝐴 > 1)
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The last step is finding the readout layer’s final perturbation

bound. Let 𝑁 ′ = 𝑁 + 𝐾 , then we have

|Δ𝐿+1 |2 =




 1

𝑁 ′ 1𝑁 ′�̂� (𝐿) (W(𝐿+1) + U(𝐿+1) ) (19)

− 1

𝑁 ′ 1𝑁 ′𝐻 (𝐿) (W(𝐿+1) )





2

≤ 1

𝑁 ′




1𝑁 ′ (𝐻 (𝐿+1) ′ − 𝐻 (𝐿+1) ) (W(𝐿+1)

+ U(𝐿+1) )
��
2
+ 1

𝑁 ′
��1𝑁 ′𝐻 (𝐿+1)U𝐿+1





2

≤ 1

𝑁 ′




1𝑁 ′Δ𝐿 (W(𝐿+1) + U(𝐿+1) )
��
2

(20)

+ 1

𝑁 ′
��1𝑁 ′𝐻 (𝐿)U(𝐿+1)





2

≤ 1

𝑁 ′ ∥W
(𝐿+1) + U(𝐿+1) ∥

( 𝑁 ′∑︁
𝑖=1

|Δ𝐿+1 [𝑖, :] |2
)

+ 1

𝑁 ′ ∥U
(𝐿) ∥

( 𝑁 ′∑︁
𝑖=1

|𝐻 (𝐿) [𝑖, :] |2
)

(21)

≤ Ψ𝐿 ∥W(𝐿+1) + U(𝐿+1) ∥ + Φ𝐿 ∥U(𝐿+1) ∥

≤ 2𝑒𝐵𝐿(1 + 1

4𝐿 + 1

)C𝐿𝐴
( 𝐿∏
𝑖=1

𝜁𝑖
)
∥W(𝐿+1) ∥

(
𝑐 + ∥U(𝐿+1) ∥

∥W(𝐿+1) ∥
)

≤ 2𝑒𝐵𝐿(1 + 1

4𝐿 + 1

)C𝐿𝐴
( 𝐿∏
𝑖=1

𝜁𝑖
)
(15(4𝐿 + 1))∥U(𝐿+1) ∥

(Equation 17) (22)

Therefore, we can conclude the bound in Lemma 2.

C.4 Proof of Theorem 2
We first normalize AllDeepSets with 𝛽 = (∏𝐿

𝑖=𝑗 𝜁 𝑗 · ∥W𝐿+1∥)1/𝐿2
,

where 𝐿2 = 4𝐿 + 1. Again, we have the norm equal across layers as

𝛽 . We consider the prior distribution 𝑃 following the normal dis-

tribution N(0, 𝜎2𝐼 ). Similarly, random perturbation U ∼ N(0, 𝜎2𝐼 ),
denoted as distribution 𝑄 . We want the value of 𝜎 to be based on

𝛽 . We choose to use some approximation
˜𝛽 of 𝛽 and guarantee

that each value of 𝛽 can be covered by some
˜𝛽 . Specifically, we let

|𝛽 − ˜𝛽 | ≤ 1

𝐿2

𝛽 . According to Lemma 5, we wish to have

Pr

u

[
max

𝐴∈A
∥AllDeepSetsw+u (𝐴) − AllDeepSetsw (𝐴)∥2

]
≥ 1

2

.

Based on the work in [57], let 1 − 2𝐿2ℎ𝑒
−𝑡2

2ℎ𝜎2 = 1 − 1

2
. Then we

have 𝑡 = 𝜎
√︁

2ℎ ln (4ℎ𝐿2). Combining with Lemma 2, we will show

that with probability at least
1

2
, for any input, we aim to have

max𝐴∈A ∥AllDeepSetsw+u (𝐴) − AllDeepSetsw (𝐴)∥2 <
𝛾
4
. Let I =

2𝑒𝐵𝐿(1 + 1

𝐿2

) (15𝐿2)C𝐿𝐴 , where C𝐴 = (𝑅 + 1) (𝑀 + 1). Following
Equation 19 we have

max

𝐴∈A
| AllDeepSetsw+u (𝐴) − AllDeepSetsw (𝐴) |2

≤ I(
𝐿∏
𝑗=1

𝜁 𝑗
)
∥U(𝐿+1) ∥ ≤ 𝑒I ˜𝛽𝐿2−1𝜎

√︁
2ℎ ln (4ℎ𝐿2) <

𝛾

4

,

Then we let 𝜎 =
𝛾

4𝑒I ˜𝛽𝐿2
−1

√
2ℎ ln (4ℎ𝐿2 )

to satisfy the condition in

Lemma 5. We first consider the case of a fixed 𝛽 . Given a 𝛽 , we

can calculate the KL divergence with the distribution 𝑃 and 𝑄 and

obtain the PAC-Bayes bound for 𝐹 as follows.

KL(w + u∥𝑃) ≤ |w|2
2𝜎2

≤O
(𝐵2C𝐴2𝐿𝐿4ℎ ln (ℎ𝐿2)

∏𝐿2

𝑖=1
∥W(𝑖 ) ∥2

𝛾2

𝐿2∑︁
𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2

)
.

Following the Lemma 5, for a fixed
˜𝛽 where |𝛽 − ˜𝛽 | ≤ 1

𝑙
𝛽 , given

training data 𝑆 with size 𝑅, then with probability at least 1 − 𝛿 , for
𝛿,𝛾 > 0 and any w, we have the following bound.

LD,0 (𝐹w) ≤ ˆL𝑆,𝛾 (𝐹w)+ (23)

O
(√√√√𝐿4𝐵2ℎ ln (ℎ𝐿2)C2𝐿

𝐴

∏𝐿2

𝑖=1
∥W(𝑖 ) ∥2

∑𝐿2

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
+ log

𝑚
𝜎

𝛾2𝑚

)
,

(24)

As we discussed above, we need to consider all possible choices

of
˜𝛽 such that it can cover any value of 𝛽 . Then we can obtain

the generalization bound. We found that we only need to consider

values of 𝛽 in the following range,( 𝛾

2𝐵C𝐿
𝐴

)
1/𝐿2 ≤ 𝛽 ≤

( √𝑚𝛾
2𝐵C𝐿

𝐴

)
1/𝐿2

(25)

If 𝛽 <
( 𝛾

2𝐵C𝐿

)
1/𝐿2

, then for any input instance 𝐴 ∈ A, we have

∥𝐹 (𝐴) [𝑖] ∥2 ≤ 𝛾
2
based on the Equation 17. We stated it in the

following.

AllDeepSetsw (𝐴) = W(𝐿+1)𝐻 (𝐿) ≤ ∥W(𝐿+1) ∥ max

𝑖
|𝐻 (𝐿) [𝑖, :] |

= ∥W(𝐿+1) ∥Φ𝐿

= 𝐵C𝐿𝐴 ∥W
(𝐿+1) ∥

𝐿∏
𝑗=1

𝜁 𝑗 ≤ 𝐵C𝐿𝐴𝛽
𝐿2 ≤ 𝛾

2

Following the definition of margin loss in Equation 1, wewill always

haveL𝑆,𝛾 (𝑓𝑤) = 1. In addition, regarding the assumption in Lemma

2 that
∥U(𝑖 ) ∥
∥W(𝑖 ) ∥ < 1

𝐿2

for 𝑖 ∈ [𝐿2]. This assumption will be satisfied

when this lower bound holds, where

∥U(𝑖 ) ∥ ≤ 𝜎
√

2ℎ ln 4ℎ ≤ 𝛽

𝐿2

=⇒ 𝛾

30𝑒𝐵𝐿2C𝐿𝐴
≤ 𝛽𝐿2

Since we have the lower bound that
𝛾

2𝐵C𝐿
𝐴

≤ 𝛽𝐿2
, the above state-

ment will always be satisfied. Regarding the upper bound, if 𝛽𝐿2 >√
𝑚𝛾

2𝐵C𝐿
𝐴

, it is easily to get L𝑆,𝛾 (𝑓w) ≥ 1 when calculates the term

inside the big-O notation in Equation 10.√√√√
𝐿4𝐵2ℎ lnℎC2𝐿

𝐴

∏𝐿2

𝑖=1
∥W(𝑖 ) ∥2

∑𝐿2

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
+ log

𝑚𝐿
𝜎

𝛾2𝑚

≥

√√√
𝐿4ℎ lnℎ

∑𝐿2

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2

4

≥ 1,
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where ∥W(𝑖 ) ∥2

𝐹
> ∥W(𝑖 ) ∥2

. Therefore,LD,0 (𝐹w) is always bounded
by 1. As a result, we should only consider 𝛽 in the above range.

Since |𝛽− ˜𝛽 | ≤ 1

𝑙
𝛽 , we have |𝛽− ˜𝛽 | ≤ 1

𝐿2

( √𝑚𝛾
2𝐵C𝐿

𝐴

)
1/𝐿2

. Thus, we use a

cover of size
𝑙
2
(𝑚1/2(𝐿2 ) − 1) with radius

1

𝐿2

( 𝛾

2𝐵C𝐿
𝐴

)
1/𝐿2

. Therefore,

by taking a union bound over all possible
˜𝛽 , we conclude the bound

in Theorem 2.

C.5 Proof of Lemma 3
Let 𝐴𝑒 ∈ {0, 1}𝐾×𝐾

be the adjacency matrix between hyperedges.

Let 𝐵 be a diagonal matrix with size 𝐾 .

A𝑒 [𝑖, 𝑗] :=

{
1 if 𝑒𝑖 ∈ 𝑁 (𝑒 𝑗 )
0 otherwise

. B[𝑖, 𝑗] :=

{
1 if 𝑖 = 𝑗

0 otherwise

.

For the layer 𝑙 ∈ [1, 𝐿] , we can rewrite 𝐻 (𝑙 )
as follows,

𝐻 (𝑙 ) = ReLu

(
W(𝑙 ) ((1 + 𝛼 (𝑙 ) )𝐵 +𝐴𝑒

)
𝐻 (𝑙−1) )

(26)

We can drive an upper bound on the 𝑙2 norm of the maximum node

representation. For 𝑙 ∈ [0, 𝐿], let 𝑤∗
𝑙
= arg max𝑖∈[𝐾 ] |𝐻 (𝑙 ) [𝑖, :] |2

and Φ𝑡 = |𝐻 (𝑙 ) [𝑤∗
𝑙
, :] |2. Let 𝐿 (𝑙 ) = (1 + 𝛼 (𝑙 ) )𝐵 +𝐴𝑒 , we have

Φ𝑙 = ∥ReLu
(
𝐿 (𝑙 )𝐻 (𝑙−1)W(𝑙 ) ) [𝑤∗

𝑙
, :] ∥2

= ∥ReLu
(
𝐿 (𝑙 )𝐻 (𝑙−1)W(𝑙 ) [𝑤∗

𝑙
, :]

)
∥2

≤ ∥𝐿 (𝑙 )𝐻 (𝑙−1)W(𝑙 ) [𝑤∗
𝑙
, :] ∥2 ≤ 𝑀𝐷 (1 + 𝛼 (𝑙 ) )Φ𝑙−1

∥W(𝑙 ) ∥

≤ (𝑀𝐷)𝑙−1Φ1

𝑙∏
𝑖=1

(1 + 𝛼 (𝑖 ) )∥W(𝑖 ) ∥

≤ 𝐸 (1,𝑙 )𝑀𝑙𝐷𝑙−1𝐵

𝑙∏
𝑖=0

∥W(𝑖 ) ∥,

(27)

where 𝐸 (𝑖, 𝑗 ) =
∏𝑗

𝑘=𝑖
(1 + 𝛼𝑘 ). For 𝑙 ∈ [𝐿], Let

𝑣∗
𝑙
= arg max

𝑖∈[𝐾 ]
∥�̂� (𝑙 ) [𝑖, :] − 𝐻 (𝑙 ) [𝑖, :] ∥2,

where �̂� (𝑙 )
denotes the layer output with perturbed weights. Then

let Ψ𝑙 = ∥�̂� (𝑙 ) [𝑣∗
𝑙
, :] −𝐻 (𝑙 ) [𝑣∗

𝑙
, :] ∥2. We then bound the max change

of the node representation before the readout layers as

Ψ𝑙 =



ReLu(

𝐿 (𝑙 )�̂� (𝑙−1)W(𝑙 ) ) [𝑣∗
𝑙
, :]−

ReLu

(
𝐿 (𝑙 )𝐻 (𝑙−1)W(𝑙 ) ) [𝑣∗

𝑙
, :]





2

=




ReLu(
𝐿 (𝑙 )�̂� (𝑙−1)W(𝑙 ) [𝑣∗

𝑙
, :] − 𝐿 (𝑙 )𝐻 (𝑙−1)W(𝑙 ) [𝑣∗

𝑙
, :]

)



2

≤



(𝐿 (𝑙 )�̂� (𝑙−1) [𝑣∗

𝑙
, :] − 𝐿 (𝑙 )𝐻 (𝑙−1) [𝑣∗

𝑙
, :]

) (
W(𝑙 ) + U(𝑙 ) )

+ 𝐿 (𝑙 )𝐻 (𝑙−1)U(𝑙 ) [𝑣∗𝑡 , :]





2

≤ 𝑀𝐷 (1 + 𝛼 (𝑙 ) )Ψ𝑙−1
∥W(𝑙 ) + U(𝑙 ) ∥ +𝑀𝐷 (1 + 𝛼 (𝑙 ) )Φ𝑙−1

∥U(𝑙 )
2

∥

To simplify, we let 𝑎𝑙−1
= 𝑀𝐷 (1 + 𝛼 (𝑙 ) )∥W(𝑙 ) + U(𝑙 ) ∥ and 𝑏𝑙−1

=

𝑀𝐷 (1 + 𝛼 (𝑙 ) )Φ𝑙−1
∥U(𝑙 ) ∥. We have Ψ𝑙 ≤ 𝑎𝑙−1

Ψ𝑙−1
+ 𝑏𝑙−1

. For

𝑙 ∈ [0, 𝐿], Ψ𝑙 ≤ ∏𝑙−1

𝑖=0
𝑎𝑖Ψ0 + ∑𝑙−1

𝑖=0
𝑏𝑖

( ∏𝑙−1

𝑗=𝑖+1
𝑎 𝑗

)
. Since Ψ0 ≤

∥U(0)𝐻 (0) ∥2 ≤ 𝐵𝑀 ∥U(0) ∥ and input difference is 0, we have

𝑙−1∏
𝑖=0

𝑎𝑖Ψ1 ≤ 𝑀𝑙𝐷𝑙−1𝐸 (1,𝑙 )𝐵∥U(0) ∥
𝑙−1∏
𝑖=1

∥W(𝑖 ) + U(𝑖 ) ∥

≤ 𝑀𝑙𝐷𝑙−1𝐸 (1,𝑙 )𝐵∥U(0) ∥
𝑙−1∏
𝑖=1

(1 + 1

𝑙
)∥W(𝑖 ) ∥

Since 1 + 1

𝐿+2
> 1 and ∥U∥ ≤ (1 + 1

𝐿+2
)∥W∥, we have

𝑙−1∏
𝑖=0

𝑎𝑖Ψ1 ≤ 𝑒𝑀𝑙𝐷𝑙−1𝐸 (1,𝑙 )𝐵
𝑙−1∏
𝑖=0

∥W(𝑖 ) ∥ (28)

For the second term in Ψ𝑙 , we have

𝑙−1∑︁
𝑖=0

𝑏𝑖
( 𝑙−1∏
𝑗=𝑖+1

𝑎 𝑗
)
=

𝑙−1∑︁
𝑖=0

𝑏𝑖
( 𝑙−1∏
𝑗=𝑖+1

𝑎 𝑗
)

=

𝑙−1∑︁
𝑖=0

𝑀𝐷 (1 + 𝛼 (𝑖+1) )Φ𝑖 ∥U(𝑖+1) ∥
( 𝑙−1∏
𝑗=𝑖+1

𝑀𝐷 (1 + 𝛼 ( 𝑗+1) )

∥W( 𝑗+1) + U( 𝑗+1) ∥
)

≤ 𝑀𝑙+1𝐷𝑙𝐵𝐸 (1,𝑙 )
𝑙−1∑︁
𝑖=0

( 𝑖∏
𝑗=0

∥W(𝑖 ) ∥
)
∥U(𝑖+1) ∥

( 𝑙−1∏
𝑗=𝑖+1

∥W( 𝑗+1) + U( 𝑗+1) ∥
)

≤ 𝑀𝑙+1𝐷𝑙𝐵𝐸 (1,𝑙 )
𝑙−1∑︁
𝑖=0

( 𝑖+1∏
𝑗=0

∥W( 𝑗 ) ∥
) ∥U(𝑖+1) ∥
∥W(𝑖+1) ∥

𝑙∏
𝑗=𝑖+2

(1 + 1

𝐿 + 2

)∥W( 𝑗 ) ∥

= 𝑀𝑙+1𝐷𝑙𝐵𝐸 (1,𝑙 )
𝑙∏
𝑖=0

∥W(𝑖 ) ∥
𝑙∑︁
𝑖=1

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

(1 + 1

𝐿 + 2

)𝑙−𝑖 (29)

Combining, we have

Ψ𝑙 ≤ 𝑒𝑀𝑙+1𝐷𝑙𝐵𝐸 (1,𝑙 )
𝑙∏
𝑖=0

∥W(𝑖 ) ∥
𝑙∑︁
𝑖=1

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

(1 + 1

𝐿 + 2

)𝑙−𝑖

Let C = 𝑒𝑀𝐿+1𝐷𝐿𝐵𝐸 (1,𝐿) . we can bound the change of M-IGN’s

output with and without the weight perturbation as follows.

Ψ𝐿+1 =
�� 1

𝐾
1𝐾𝐴𝑒�̂� (𝐿) (W𝑙+1 + U(𝐿+1) ) − 1

𝐾
1𝐾𝐴𝑒𝐻 (𝐿+1)W(𝐿+1) ��

2

≤ 1

𝐾
∥1𝐾𝐴𝑒 (�̂� (𝐿+1) − 𝐻 (𝐿+1) ) (W(𝐿+1) + U(𝐿+1) )∥2

+ 1

𝐾
∥1𝐾𝐴𝑒𝐻 (𝐿+1)U(𝐿+1) ∥2

≤ 𝑀𝐷Ψ𝐿 ∥W(𝐿+1) + U(𝐿+1) ∥ +𝑀𝐷Φ𝐿 ∥U(𝐿+1) ∥

≤ 𝑒𝑀𝐷C
𝐿+1∏
𝑖=0

∥W(𝑖 ) ∥
𝐿∑︁
𝑖=0

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

.
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C.6 Proof of Theorem 3
Similar to the proof process of the Theorem 1, this proof involves

two parts. First, we aim to establish the maximum permissible

perturbation that fulfills the specified margin condition 𝛾 . Second,

based on Lemma 5, we then use the perturbation to calculate the

KL-term and obtain the bound. We let 𝐿3 = 𝐿 + 2. We consider

𝛽 = (∏𝐿+1

𝑖=0
∥W(𝑖 ) ∥)1/𝐿3

. We normalize the weights as
𝛽

∥W(𝑖 ) ∥W
(𝑖 )

for 𝑖 ∈ [𝐿3]. Then we assume the same spectral norm across layers,

𝑖 .𝑒 ., ∥W(𝑖 ) ∥ = 𝛽 for 𝑖 ∈ [𝐿3]. We again consider the prior distri-

bution 𝑃 following the normal distribution N(0, 𝜎2𝐼 ). Similarly,

random perturbation U ∼ N(0, 𝜎2𝐼 ). According to Lemma 5, we

aim to have

Pr

u

[
max

𝐴∈A
∥M-IGNw+u (𝐴) − M-IGNw (𝐴)∥2 <

𝛾

4

]
≥ 1

2

.

Based on the work in [57], we let 1 − 2𝑙ℎ𝑒
−𝑡2

2ℎ𝛿2 = 1

2
, we have 𝑡 =

𝜎
√

2ℎ ln 4ℎ𝑙 . Combining with Lemma 2, we will show that with

probability at least
1

2
, for any input, we aim to have

max

𝐴∈A
∥M-IGNw+u (𝐴) − M-IGNw (𝐴)∥2 <

𝛾

4

.

Let I = 𝑒2𝑀𝐿+2𝐷𝐿+1𝐵𝐸 (1,𝐿) , then we have

max

𝐴∈A
∥M-IGNw+u (𝐴) − M-IGNw (𝐴)∥2 ≤ 𝛾

4

≤ I
𝐿3∏
𝑖=0

∥W(𝑖 ) ∥
( 𝐿3∑︁
𝑖=0

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

)
≤ I𝛽𝐿3

( 𝐿3∑︁
𝑖=0

∥U(𝑖 ) ∥
𝛽

)
= I𝛽𝐿3−1

( 𝐿3∑︁
𝑖=0

∥U(𝑖 ) ∥
)

≤ I𝛽𝐿3−1𝐿3𝜎
√︁

2ℎ ln 4ℎ𝐿3

≤ 𝑒I ˜𝛽𝐿3−1𝐿3𝜎
√︁

2ℎ ln 4ℎ𝐿3 <
𝛾

4

,

Then we let 𝜎 =
𝛾

4𝑒I ˜𝛽𝐿3
−1𝐿3

√
2ℎ ln 4ℎ𝐿3

to satisfy the condition in

Lemma 5. We first consider the case of a fixed 𝛽 . Given a 𝛽 , we can

calculate the KL divergence with the distribution 𝑃 and w + u and

obtain the PAC-Bayes bound for 𝐹 as follows.

KL(w + u∥𝑃) ≤ |w|2
2𝜎2

≤ O(
𝐶

∏𝐿3

𝑖=0
∥W(𝑖 ) ∥2

𝛾2

𝐿3∑︁
𝑖=0

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2

),

where𝐶 = 𝑒4 (𝐵𝐿)2 (𝑀𝐷)𝐿 (𝐸 (2,𝐿) )2ℎ ln (ℎ𝐿). Following the Lemma

5, for a fixed
˜𝛽 where |𝛽 − ˜𝛽 | ≤ 1

𝑙
𝛽 , given training data 𝑆 with size

𝑅, then with probability at least 1 − 𝛿 , for 𝛿,𝛾 > 0 and any w, we

have the following bound.

LD,0 (𝐹w) ≤ ˆL𝑆,𝛾 (𝐹w)

+ O
(√√√√𝐶

∏𝐿3

𝑖=0
∥w(𝑖 ) ∥2

∑𝐿3

𝑖=0

∥w(𝑖 ) ∥2

𝐹

∥w(𝑖 ) ∥2
+ log

𝑚
𝜎

𝛾2𝑚

)
,

(30)

where𝐶 = 𝑒4 (𝐵𝐿)2 (𝑀𝐷)𝐿 (𝐸 (2,𝐿) )2ℎ ln (ℎ𝐿). Aswe discussed above,
we need to consider all possible choices of

˜𝛽 such that it can cover

any value of 𝛽 . Then we can obtain the PAC-Bayes bound. We found

that we only need to consider values of 𝛽 in the following range,

( 𝛾

2𝐸 (1,𝐿)𝑀𝐿+1𝐷𝐿𝐵

)
1/𝐿3 ≤ 𝛽 ≤

( √
𝑚𝛾

2𝐸 (1,𝐿)𝑀𝐿+1𝐷𝐿𝐵

)
1/𝐿3

(31)

If 𝛽 <
( 𝛾

2𝐸 (1,𝐿)𝑀𝐿+1𝐷𝐿𝐵

)
1/𝐿3

, then for any input instance𝐴 ∈ A, we

have |𝐹 (𝐴) [𝑖] |2 ≤ 𝛾
2
based on the Equation 27. We stated it in the

following.

𝐻 (𝐿3 ) (𝐴) = 𝐴𝑒𝐻 (𝐿3−1)W(𝐿3 ) ≤ ∥W(𝐿3 ) ∥𝐴𝑒 max

𝑖
∥𝐻 (𝐿3−1) [𝑖, :] ∥2

≤ 𝐸 (1,𝐿)𝑀𝐿+1𝐷𝐿𝐵

𝑙∏
𝑖=0

∥W(𝑖 ) ∥ = 𝐸 (1,𝐿)𝑀𝐿+1𝐷𝐿𝐵𝛽𝐿3 ≤ 𝛾

2

Following the definition of margin loss in Equation 1, wewill always

haveL𝑆,𝛾 (𝑓w) = 1. In addition, regarding the assumption in Lemma

2 that
∥U(𝑖 ) ∥
∥W(𝑖 ) ∥ < 1

𝐿3

for 𝑖 ∈ [𝑙]. This assumption will be satisfied

when this lower bound holds, where

∥U(𝑖 ) ∥ ≤ 𝜎
√︁

2ℎ ln 4ℎ𝐿3 ≤ 𝛽

𝐿3

Since we have the lower bound that
𝛾

2𝐸 (1,𝐿)𝑀𝐿+1𝐷𝐿𝐵
≤ 𝛽𝐿3

, the

above statement will always be satisfied. Regarding the upper

bound, if 𝛽𝐿3 >

√
𝑅𝛾

2𝐸 (1,𝐿)𝑀𝐿+1𝐷𝐿𝐵
, it is easily to get L𝑆,𝛾 (𝑓w) ≥ 1

when calculates the term inside the big-O notation in Equation 30.

Therefore,LD,0 (𝑓w) is always bounded by 1. As a result, we should
only consider 𝛽 in the above range. To hold our assumption that

|𝛽− ˜𝛽 | ≤ 1

𝐿3

𝛽 , we need to have |𝛽− ˜𝛽 | ≤ 1

𝐿3

( √
𝑚𝛾

2𝐵 (𝑀𝐷 )𝐿𝐸 (2,𝐿)
)
1/𝐿3

. We

use a cover of size
𝑙
2
(𝑚1/2𝐿3 −1) with radius 1

𝐿3

( 𝛾

2𝐵 (𝑀𝐷 )𝐿𝐸 (2,𝐿)
)
1/𝐿3

.

That is, given a fixed �̃�, we have an event in Equation 10 that hap-

pened with probability 1 − 𝛿 . We need to cover all possible 𝛽 that

is number of
𝑙
2
(𝑚1/2𝐿3 − 1) such event happened. Therefore, by

taking a union bound, we conclude the bound in Theorem 3.

C.7 Proof of Lemma 4
Given the input 𝐴, for 𝑙 ∈ [𝐿], let 𝐻 (𝑙 )

𝑤+𝑢 and 𝐻
(𝑙 )
𝑤 (𝐴) be the 𝑙-

layer output with parameter 𝑤 and perturbed parameter 𝑤 + 𝑢,
respectively. Use Δ𝑙 to denote the change in the output. We define

Ψ𝑙 = max𝑖∈ (𝑁 ) ∥Δ𝑙 [𝑖, :] ∥2 = max𝑖 ∥�̂� (𝑙 ) [𝑖, :] − 𝐻 (𝑙 ) [𝑖, :] ∥2, where

�̂� (𝑙 )
:= 𝐻

(𝑙 )
w+u (𝐴) and 𝐻 (𝑙 )

:= 𝐻
(𝑙 )
w (𝐴).

Let 𝑣∗(𝑙 ) = arg max𝑖 ∥Δ(𝑙 ) [𝑖, :] ∥2. Since after each propagation

step, T-MPHN includes a row-wise normalization. We can first

bound the Ψ𝑙 by 2 for any 𝑙 ∈ [𝐿]. In particular, let𝐴[𝑖, :] and 𝐵 [𝑖, :]
be two non-zero row vectors.We define the normalized vectors𝐴[𝑖, :
] =

𝐴[𝑖,:]
∥𝐴[𝑖,:] ∥2

and �̂� [𝑖, :] =
𝐵 [𝑖,:]

∥𝐵 [𝑖,:] ∥2

. The expression of interest is

∥𝐴[𝑖, :]−�̂� [𝑖, :] ∥2, which represents the Euclidean distance between

these two unit vectors. The upper bound for this expression is 2,

which is achieved when the vectors are completely opposite in
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direction. Therefore, considering the last readout layer, we have

|Δ𝐿+1 |2 = ∥ 1

𝑁
1𝑁 �̂� (𝐿) (W(𝐿+1) + U(𝐿+1) ) − 1

𝑁
1𝑁𝐻 (𝐿) (W(𝐿+1) )∥2

≤ 1

𝑁




1𝑁 (�̂� (𝐿) − 𝐻 (𝐿) ) (W(𝐿+1) + U(𝐿+1) )

+ 1

𝑁
1𝑁𝐻 (𝐿)U(𝐿+1)





2

≤ 1

𝑁
∥W(𝐿+1) + U(𝐿+1) ∥

( 𝑁∑︁
𝑖=1

∥Δ𝐿 [𝑖, :] ∥2

)
+ 1

𝑁
∥U(𝐿+1) ∥

( 𝑁∑︁
𝑖=1

∥𝐻 (𝐿) [𝑖, :] ∥2

)
≤ Ψ𝐿 ∥W(𝐿+1) + U(𝐿+1) ∥ + ∥U(𝐿+1) ∥

≤ 2∥W(𝐿+1) ∥ + 3∥U(𝐿+1) ∥

C.8 Proof of Theorem 4
The proof involves two parts. First, we aim to establish the maxi-

mum permissible parameter perturbation that fulfills the specified

margin condition 𝛾 . Second, based on Lemma 5, we use the pertur-

bation to calculate the KL-term and obtain the bound. To simplify,

we let 𝐿4 = 𝐿+1. We consider 𝛽 =
( ∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥

) 1

𝐿
4 . We normalize

the weights as
𝛽

∥W𝑖 ∥W
𝑖
, where 𝑖 ∈ [𝐿4]. Therefore, we assume the

norm is equal across layers, 𝑖 .𝑒 ., ∥W𝑖 ∥ = 𝛽 .
Consider the prior distribution 𝑃 = N(0, 𝜎2

n𝐼 ) and the random

perturbation U ∼ N(0, 𝜎2

n𝐼 ), denoted as distribution 𝑄 . Notice that

the prior and the perturbation are the same with the same 𝜎 . We

want the value of 𝜎 to be based on 𝛽 . However, we cannot use the

learned parameter𝑤 . We then choose to use some approximation

˜𝛽 of 𝛽 and guarantee that each value of 𝛽 can be covered by some

˜𝛽 . Let |𝛽 − ˜𝛽 | ≤ 1

𝐿4

𝛽 . According to Lemma 5, for any input 𝐴, we

havemax𝐴∈A | max𝐴∈A ∥T-MPHNw+u (𝐴)−T-MPHNw (𝐴)∥2 <
𝛾
4
.

Then we have

max

𝐴∈A
| T-MPHNw+u (𝐴) − T-MPHNw (𝐴) |

≤2∥W(𝐿+1) ∥ + 3∥U(𝐿+1) ∥ ≤ 2

1 − 1

𝐿4

˜𝛽 + 3𝜎
√

2ℎ ln 4ℎ <
𝛾

4

,

Then we let 𝜎 =
𝛾𝐿−8𝐿4

˜𝛽

12𝐿
√

2ℎ ln 4ℎ
to satisfy the condition in Lemma

5. Remember that we have one conditions in Lemma 4 which is

∥U(𝑖 ) ∥ ≤ 𝛾 for 𝑖 ∈ [𝐿4]. Given the value of 𝜎 , the assumption

indicates that 𝛽 ≥ 0, which is always satisfied. We first consider

the case of a fixed 𝛽 . Given a 𝛽 , we can calculate the KL divergence

with the distribution 𝑃 and w + u and obtain the PAC-Bayes bound

for 𝐹 as follows.

KL(w + u∥𝑃) ≤ |w|2
2𝜎2

=
144𝐿2ℎ ln(4ℎ)
(𝛾𝐿 + 8𝐿4

˜𝛽)2

𝐿4∑︁
𝑖=1

∥W(𝑖 ) ∥2

𝐹

≤ O( ℎ lnℎ

(𝛾 − ∥W(𝐿4 ) ∥)2

𝐿4∑︁
𝑖=1

∥W(𝑖 ) ∥2

𝐹 ) .

Following the Lemma 5, for a fixed
˜𝛽 where |𝛽 − ˜𝛽 | ≤ 1

𝑙
𝛽 , given

training data 𝑆 with size 𝑅, then with probability at least 1 − 𝛿 , for

𝛿,𝛾 > 0 and any w, we have the following bound.

LD,0 (𝑓w) ≤ ˆL𝑆,𝛾 (𝑓w) + O
(√√ℎ lnℎ

∑𝐿4

𝑖=1
∥W(𝑖 ) ∥2

𝐹
+ log

𝑚
𝜎

𝑚(𝛾 − ∥W(𝐿4 ) ∥)2

)
, (32)

As we discussed above, we need to consider all possible choices

of
˜𝛽 such that it can cover any value of 𝛽 . Then we can obtain the

PAC-Bayes bound. We found that we only need to consider values

of 𝛽 in the following range.

𝛾

2

≤ 𝛽 ≤ 𝛾
√
𝑚

2

. (33)

If 𝛽 <
𝛾
2
, then for any input instance 𝐴, we have |𝐹 (𝐴) [𝑖] |2 ≤ 𝛾

2

based on the Lemma 4. We stated it in the following.

∥T-MPHN(𝐴)∥2 = ∥W(𝐿4 ) ∥ = 𝛽 ≤ 𝛾

2

Following the definition of margin loss in Equation 1, wewill always

have
ˆL𝑆,𝛾 (𝑓w) = 1. Meanwhile, if 𝛽 ≥ 𝛾

√
𝑚

2
, we can easily get

L𝑆,𝛾 (𝑓w) ≥ 1 when calculating the term inside the big-O notation

in Equation 10.√√
ℎ lnℎ

∑𝐿4

𝑖=1
∥W(𝑖 ) ∥2

𝐹
+ log

𝑚
𝜎

𝑚(𝛾 − ∥W(𝐿4 ) ∥)2

≥

√√
ℎ lnℎ

∑𝐿4

𝑖=1
∥W(𝑖 ) ∥2 + log

𝑚
𝜎

𝑚(𝛾)2

≥ 1,

where ∥W(𝑖 ) ∥2

𝐹
> ∥W(𝑖 ) ∥2

2
. Therefore,LD,0 (𝑓w) is always bounded

by 1. Since we have the upper bound, the above statement will al-

ways be satisfied. As a result, we should only consider 𝛽 in the above

range, see Equation 33. We have an assumption that |𝛽 − ˜𝛽 | ≤ 1

𝐿4

𝛽 .

Thus, we use a cover of size (
√
𝑚 − 1)𝐿4 with radius

𝛾

2𝐿4

. That is,

given a fixed
˜𝛽 , we have an event in Equation 32 that happened with

probability 1 − 𝛿 . We need to cover all possible 𝛽 that is a number

of (
√
𝑚 − 1)𝐿4 such event happened. Therefore, we conclude the

bound in Theorem 4 by taking a union bound.

C.9 Main results on HGNN+
HGNN+ performs spectral hypergraph convolution by using the

hypergraph Laplacian, which models the relationships between

vertices and hyperedges [24]. The model adopts various strate-

gies to generate Hyperedge groups that capture different types

of relationships or correlations in the data, (i.e., 𝑘-Hop neighbor

group or feature-based group). Specifically, given 𝑧 ∈ Z+ hyperedge

groups {E1, . . . , E𝑧 } where E𝑖 ⊆ E for 𝑖 ∈ [𝑧], the incident matrix

J ∈ {0, 1}𝑁×𝑝
is given by J = J1 | . . . |J𝑧 , where | is matrix concate-

nation operation, J𝑖 ∈ {0, 1}𝑁×𝑝𝑖
and 𝑝 =

∑
𝑖∈[𝑧 ] 𝑝𝑖 . For each J𝑖 , its

entries J𝑖 (𝑣, 𝑒) equal to 1 if 𝑣 ∈ 𝑒 for 𝑣 ∈ V and 𝑒 ∈ E𝑖 ; Otherwise 0.

The model takes G, the node features X and the diagonal matrix of

hyperedge weights T ∈ R𝐾×𝐾
as input. The initial representation

is 𝐻 (0) ∈ R𝑁×𝑑0
. Suppose that there are 𝐿 ∈ Z+ propagation steps.

In each step 𝑙 ∈ [𝐿], the hidden representation 𝐻 (𝑙 ) ∈ R𝑑𝑙−1×𝑑𝑙
is

calculated by

𝐻 (𝑙 ) = ReLu(D−1

𝑣 JTD−1

𝑒 J⊺𝐻 (𝑙 )W(𝑙 ) ),

where W(𝑙 ) ∈ R𝑑𝑙−1×𝑑𝑙
. D𝑣 ∈ R𝑁×𝑁

and D𝑒 ∈ R𝐾×𝐾
are diagonal

matrices of the vertex and hyperedge degree, respectively. The

readout layer is defined as HGNN+(𝐴) = 1

𝑁
1𝑁𝐻 (𝐿)W(𝐿+1)

, where
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W(𝐿+1) ∈ R𝑑𝐿×𝐶 and 1𝑁 is an all-one vector. Let the maximum

hidden dimension beℎ :=max𝑙∈[𝐿] 𝑑𝑙 . We have the following results

for HGNN+.

Lemma 9. Consider the HGNN+ with 𝐿 + 1 layers and parame-
ters w = (W(1) , . . . ,W(𝐿+1) ). For each w, each perturbation u =

(U(1) , . . . ,U(𝐿+1) ) on w such that max𝑖∈[𝐿+1]
| |𝑈 (𝑖 ) | |
| |𝑊 (𝑖 ) | | ≤

1

𝐿+1
, and

each input 𝐴 ∈ S, we have
∥HGNN+w+u (𝐴) − HGNN+w (𝐴)∥2 ≤

≤ 𝑒𝐵(𝐶𝐷
1

2 𝑅𝑀)𝐿 (
𝐿+1∏
𝑖=1

| |𝑊 (𝑖 ) | |) (
𝐿+1∑︁
𝑖=1

| |U(𝑖 ) | |
| |W(𝑖 ) | |

),

where 𝐶 = max𝑖 T𝑖𝑖 .

Proof. The proof includes two parts. We first analyze the max-

imum node representation among each layer except the readout

layer. After adding the perturbation u to the weight w, for each

layer 𝑙 ∈ [𝐿 + 1], we denote the perturbed weightsW(𝑙 ) +U(𝑙 )
. We

define 𝜽 ∈ R𝐾×𝑑𝑙−1×𝑑𝑙
as the perturbation tensors. In particular

𝜽 (𝑙 ) [𝑘, :] = 𝜽 (𝑙 ) [ 𝑗, :] = U(𝑙 ) ∈ R𝑑𝑙−1×𝑑𝑙
when 𝑗 ≠ 𝑘 . We then can

derive an upper bound on the 𝑙2 norm of the maximum node rep-

resentation in each layer. Let𝑤∗
𝑙
= arg max𝑖∈[𝑁 ] ∥𝐻 (𝑙 ) [𝑖, :] ∥2 and

Φ𝑙 = ∥𝐻 (𝑙 ) [𝑤∗
𝑙
, :] ∥2.

Φ𝑙 = ∥ReLu(D−1

𝑣 JTD−1

𝑒 J⊺𝐻 (𝑙 )W(𝑙 ) ) [𝑤∗
𝑙
, :] ∥2

≤ ∥D−1

𝑣 JTD−1

𝑒 J⊺𝐻 (𝑙 )W(𝑙 ) [𝑤∗
𝑙
, :] ∥2

= ∥D−1

𝑣 JTD−1

𝑒 J⊺𝐻 (𝑙 ) [𝑤∗
𝑙
, :] ∥2∥W(𝑙 ) ∥

= ∥
𝑁∑︁
𝑖=1

D−1

𝑣 JTD−1

𝑒 J⊺ [𝑤∗
𝑙
, 𝑖]𝐻 (𝑙−1) [𝑖, :] ∥2∥W(𝑙 ) ∥

≤
𝑁∑︁
𝑖=1

D−1

𝑣 JTD−1

𝑒 J⊺ [𝑤∗
𝑙
, 𝑖] ∥𝐻 (𝑙−1) [𝑖, :] ∥2∥W(𝑙 ) ∥

≤
𝑁∑︁
𝑖=1

D−1

𝑣 JTD−1

𝑒 J⊺ [𝑤∗
𝑙
, 𝑖]Φ𝑙−1

∥W(𝑙 ) ∥

Since we have

∥D−1

𝑣 JTD−1

𝑒 J⊺ ∥∞ = max

𝑖∈𝑁

𝑁∑︁
𝑗=1

|D−1

𝑣 JTD−1

𝑒 J⊺ [𝑖, 𝑗] |

We denote A = D−1

𝑣 JTD−1

𝑒 J⊺ and for each entry, we have

A𝑖 𝑗 =
[
D−1

𝑣 JTD−1

𝑒 J⊺
]
𝑖 𝑗

=
1

𝑑𝑣 (𝑖)
[
JTD−1

𝑒 J⊺
]
𝑖 𝑗

=
1

𝑑𝑣 (𝑖)

𝑝∑︁
𝑒=1

J𝑖𝑒

(
𝑡 (𝑒)
𝑑𝑒 (𝑒)

)
J𝑗𝑒 ,

where a) J𝑖𝑒 = 1 if vertex 𝑖 is incident to hyperedge 𝑒 , and 0 oth-

erwise; b) J𝑗𝑒 = 1 if vertex 𝑗 is incident to hyperedge 𝑒 , and 0

otherwise. The product J𝑖𝑒J𝑗𝑒 equals 1 if both vertices 𝑖 and 𝑗 are

incident to hyperedge 𝑒 , and 0 otherwise. Thus,

A𝑖 𝑗 =
1

𝑑𝑣 (𝑖)
∑︁
𝑒∈E𝑖 𝑗

𝑡 (𝑒)
𝑑𝑒 (𝑒)

,

where E𝑖 𝑗 = {𝑒 ∈ E | 𝑖 ∈ 𝑒 and 𝑗 ∈ 𝑒}. We calculate the sum over

all columns 𝑗 for a fixed row 𝑖 .

𝑁∑︁
𝑗=1

A𝑖 𝑗 =
1

𝑑𝑣 (𝑖)

𝑁∑︁
𝑗=1

∑︁
𝑒∈E𝑖 𝑗

𝑡 (𝑒)
𝑑𝑒 (𝑒)

=
1

𝑑𝑣 (𝑖)
∑︁
𝑒∋𝑖

𝑡 (𝑒)
𝑑𝑒 (𝑒)

· 𝑑𝑒 (𝑒)

=
1

𝑑𝑣 (𝑖)
∑︁
𝑒∋𝑖

𝑡 (𝑒).

The infinity norm of the matrix A is the maximum absolute row

sum.

∥A∥∞ = max

𝑖∈𝑁

𝑁∑︁
𝑗=1

��A𝑖 𝑗 ��
= max

𝑖∈𝑁

𝑁∑︁
𝑗=1

A𝑖 𝑗 (since A𝑖 𝑗 ≥ 0)

= max

𝑖∈𝑁

(
1

𝑑𝑣 (𝑖)
∑︁
𝑒∋𝑖

𝑡 (𝑒)
)
≤ 𝐷

1

2 max

𝑖
T𝑖𝑖 .

Let C = 𝐷
1

2 𝑅𝑀 max𝑖 T𝑖𝑖 . Therefore, we have

Φ𝑙 ≤
𝑁∑︁
𝑖=1

D−1

𝑣 JTD−1

𝑒 J⊺ [𝑤∗
𝑙
, 𝑖]Φ𝑙−1

∥W(𝑙 ) ∥

≤ (𝐷
1

2 𝑅𝑀 max

𝑖
T𝑖𝑖 )𝑙𝐵

𝑙∏
𝑖=1

∥W(𝑖 ) ∥

Finally, we need to consider the readout layer. We have

|Δ𝐿+1 |2 =




 1

𝑁
1𝑁 �̂� (𝐿) (W(𝐿+1) + U(𝐿+1) )

− 1

𝑁
1𝑁𝐻 (𝐿+1) (W(𝐿+1) )





2

≤ 1

𝑁




1𝑁 (𝐻 (𝐿+1) ′ − 𝐻 (𝐿+1) ) (W(𝐿+1)

+ U(𝐿+1) )





2

+ 1

𝑁
∥1𝑁𝐻 (𝐿+1)U𝐿+1∥2

≤ 1

𝑁
∥1𝑁Δ𝐿 (W(𝐿+1) + U(𝐿+1) )∥2 +

1

𝑁
∥1𝑁𝐻 (𝐿)U(𝐿+1) ∥2

≤ 1

𝑁
∥W(𝐿+1) + U(𝐿+1) ∥

( 𝑁∑︁
𝑖=1

|Δ𝐿+1 [𝑖, :] |2
)

+ 1

𝑁
∥U(𝐿+1) ∥

( 𝑁∑︁
𝑖=1

|𝐻 (𝐿) [𝑖, :] |2
)

≤ Ψ𝐿 ∥W(𝐿+1) + U(𝐿+1) ∥ + Φ𝐿 ∥U(𝐿+1) ∥

≤ 𝐵C𝐿
( 𝐿+1∏
𝑖=1

∥W(𝑖 ) ∥
) (

1 + 1

𝐿 + 1

)𝐿+1
[ 𝐿∑︁
𝑖=1

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥(

1 + 1

𝐿 + 1

)−𝑖 + ∥U(𝐿+1) ∥
∥W(𝐿+1) ∥

(
1 + 1

𝐿 + 1

)−(𝐿+1) ]
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≤ 𝑒𝐵C𝐿
( 𝐿+1∏
𝑖=1

∥W(𝑖 ) ∥
) [ 𝐿+1∑︁
𝑖=1

∥U(𝑖 ) ∥
∥W(𝑖 ) ∥

]
Therefore, we conclude the bound in Lemma 9. □

Theorem 5. For HGNN+ parametered by w with 𝐿 + 1 layers and
each 𝛿,𝛾 > 0, with probability at least 1 − 𝛿 over a training set 𝑆 of
size𝑚, for any fixed w, we have

LD (HGNN+w) ≤ L𝑆,𝛾 (HGNN+w)+

O(

√√
𝐿2𝐵2ℎ ln (𝐿ℎ) (𝐶𝐷

1

2 𝑅𝑀)𝐿W1W2 + log
𝑚𝐿
𝜎

𝛾2𝑚
),

whereW1 =
∏𝐿+1

𝑖=1
| |W(𝑖 ) | |2,W2 =

∑𝐿+1

𝑖=1

| |W(𝑖 ) | |2
𝐹

| |W(𝑖 ) | |2 .

Proof. We consider a transformation of HGNN+ with the nor-

malized weights W̃(𝑖 ) = 𝛽

∥W(𝑖 ) ∥W
(𝑖 )

, where

𝛽 = (
𝐿+1∏
𝑖=1

∥W(𝑖 ) ∥)1/(𝐿+1) .

Therefore we have the norm equal across layers, i.e., ∥W(𝑖 ) ∥ = 𝛽 .
The proof can be separated into three parts for three ranges of 𝛽 .

• First case. 𝛽 that satisfy L𝑆,𝛾 (𝑓w) = 1.

• Second case. 𝛽 that satisfy

√︃
KL(w∗+u | |w)+ln

6𝑚
𝛿

𝑚−1
> 1.

• Third case. 𝛽 in the following range, denoted as B.{
𝛽 |𝛽 ∈

[ ( 𝛾

2𝐵(𝐷
1

2 𝑅𝑀𝑡max)𝐿
)
1/𝐿+1

,
( 𝛾

√
𝑚

2𝐵(𝐷
1

2 𝑅𝑀𝑡max)𝐿
)
1/𝐿+1

]}
.

Similar to the idea in the proof of the Theorem 1, combining three

cases, we conclude the theorem 5. □

C.10 Main results on HGNN
HGNN performs spectral hypergraph convolution by using the

hypergraph Laplacian. Given the hypergraph G, the incident matrix

J ∈ {0, 1}𝑁×𝐾
is defined as J(𝑣, 𝑒) equal to 1 if 𝑣 ∈ 𝑒 for 𝑣 ∈ V

and 𝑒 ∈ E; Otherwise 0. The model takes G, the node features X
and the diagonal matrix of hyperedge weights T ∈ R𝐾×𝐾

as input.

The initial representation is 𝐻 (0) ∈ R𝑁×𝑑0
. Suppose that there

are 𝐿 ∈ Z+ propagation steps. In each step 𝑙 ∈ [𝐿], the hidden

representation 𝐻 (𝑙 ) ∈ R𝑑𝑙−1×𝑑𝑙
is calculated by

𝐻 (𝑙 ) = ReLu(D− 1

2

𝑣 JTD−1

𝑒 J⊺D
− 1

2

𝑣 𝐻 (𝑙 )W(𝑙 ) ),

where W(𝑙 ) ∈ R𝑑𝑙−1×𝑑𝑙
. D𝑣 ∈ R𝑁×𝑁

and D𝑒 ∈ R𝐾×𝐾
are diagonal

matrices of the vertex and hyperedge degree, respectively. The

readout layer is defined as HGNN(𝐴) = 1

𝑁
1𝑁𝐻 (𝐿)W(𝐿+1)

, where

W(𝐿+1) ∈ R𝑑𝐿×𝐶 and 1𝑁 is an all-one vector. Let the maximum

hidden dimension beℎ :=max𝑙∈[𝐿] 𝑑𝑙 . We have the following results

for HGNN.

Lemma 10. Consider the HGNN with 𝐿 + 1 layers and parame-
ters w = (W(1) , . . . ,W(𝐿+1) ). For each w, each perturbation u =

(U(1) , . . . ,U(𝐿+1) ) on w such that max𝑖∈[𝐿+1]
| |𝑈 (𝑖 ) | |
| |𝑊 (𝑖 ) | | ≤

1

𝐿+1
, and

each input 𝐴 ∈ S, we have

∥HGNNw+u (𝐴) − HGNNw (𝐴)∥2 ≤

≤ 𝑒𝐵(𝐶1/2𝐷1/2𝑅𝑀)𝐿 (
𝐿+1∏
𝑖=1

| |𝑊 (𝑖 ) | |) (
𝐿+1∑︁
𝑖=1

| |U(𝑖 ) | |
| |W(𝑖 ) | |

),

where 𝐶 = max𝑖 T𝑖𝑖 .

Theorem 6. For HGNN parametered by w with 𝐿 + 1 layers and
each 𝛿,𝛾 > 0, with probability at least 1 − 𝛿 over a training set 𝑆 of
size𝑚, for any fixed w, we have

LD (HGNNw) ≤ L𝑆,𝛾 (HGNNw)

+ O(

√√
𝐿2𝐵2ℎ ln (𝐿ℎ) (𝐶𝐷

1

2 𝑅𝑀)𝐿W1W2 + log
𝑚𝐿
𝜎

𝛾2𝑚
),

whereW1 =
∏𝐿+1

𝑖=1
| |W(𝑖 ) | |2 andW2 =

∑𝐿+1

𝑖=1

| |W(𝑖 ) | |2
𝐹

| |W(𝑖 ) | |2 .

D Additional materials for experiments
D.1 Experiment settings
Sample generation for real dataset. Table 5 shows the statistics
on real datasets. DBLP-v1 consists of bibliography data in computer

science. The papers in DBLP-v1 are represented as a graph, where

each node denotes a paper ID or a keyword and each edge denotes

the citation relationship between papers or keyword relations. COL-

LAB is a scientific collaboration dataset where in each graph, the

researcher and its collaborators are nodes and an edge indicates

collaboration between two researchers. Note that these datasets are

benchmarks for graph classification tasks. To satisfy our experiment

task, we construct the hyperedge using attribute-based hypergraph

generation methods [29]. In particular, for DBLP-v1, we let each

hyperedge include the node paper ID node and its related keywords

nodes. For COLLAB, we let the hyperedge include all researchers

who appear in the same work.

Sample generation for synthetic dataset. Table 4 shows the
statistics on synthetic datasets. The basic graphs are randomly

generated using the Erdos–Renyi (ER) [27] model and the Stochas-

tic Block Model (SBM) [1] with 24 different settings, varying by

the number of nodes, edge probability, and number of blocks. We

generate a pool of 1000 basic graphs for each setting and form

hypergraphs using a variation of the HyperPA method with dif-

ferent statistics (i.e., 𝑁,𝑀, 𝑅) [15]. The number of classes is set to

3, and hypergraph labels are randomly assigned. Then we use the

Wrap method to generate the label-specific features using the node

structure information as input [67].

Training settings. All the experiments are trained with 2 ×
NVIDIA RTX A4000. We use SGD as the optimizer for the model

AllDeepSets and Adam as the optimizer for UniGCNs, M-GINs,

T-MPHN, and HGNN+. For all datasets, the random train-test-valid

split ratio is 0.5-0.3-0.2. We set the hidden dimension ℎ = 64. The

learning rate is chosen from {0.002, 0.01}. The batch size is 20

and the number of epochs is 100. We evaluate our models in four

different propagation steps: 2, 4, 6, and 8. The 𝛾 in margin loss is

set to 0.25.

Testing settings. The empirical loss for UniGCN, M-IGN, and

AllDeepSets on synthetic datasets is computed using the optimal
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Table 4: Statistics on the synthetic dataset

Dataset ER1 ER2 ER3 ER4 ER5 ER6 ER7 ER8 ER9 ER10 ER11 ER12

N 200 200 200 200 400 400 400 400 600 600 600 600

max(K) 200 200 200 200 400 399 399 400 600 600 600 600

max(M) 20 20 40 40 40 40 60 60 60 60 80 80

max(R) 20 40 20 40 40 60 40 60 60 80 60 80

max(D) 166 166 199 199 375 376 399 399 587 584 599 599

Dataset SBM1 SBM2 SBM3 SBM4 SBM5 SBM6 SBM7 SBM8 SBM9 SBM10 SBM11 SBM12

N 200 200 200 200 400 400 400 400 600 600 600 600

max(K) 200 200 200 200 400 399 400 400 600 600 597 600

max(M) 20 20 40 40 40 40 60 60 60 60 80 80

max(R) 20 40 20 40 40 60 40 60 60 80 60 80

max(D) 165 163 199 199 374 377 399 399 586 587 599 599

Table 5: Statistics on the real dataset

Dataset max(N) max(K) max(M) max(R) max(D) features sample size classes

DBLP_v1 39 39 9 16 32 5 560 2

COLLAB 76 37 17 19 53 5 1000 3

Monte Carlo algorithm [13]. On real datasets, their empirical loss

is calculated by averaging the results over five runs, due to the

limited sample size. For T-MPHN, the empirical loss is calculated by

averaging over five runs on both synthetic and real datasets. The

results of all models with random parameters on synthetic data are

obtained by averaging across five test datasets randomly selected

from the sample pool. Additionally, for each subgraph shown in

Figures 2 and 3, the corresponding experiments are conducted in-

cluding synthetic and real datasets, with each subfigure displaying

the results from twelve different datasets (synthetic graph datasets

with models of trained parameters) and ten repeated runs (real

graph datasets with models with random parameters). In particular,

in Figure 3, we report the optimal results over ten repeated experi-

ments in each subgraph on models with both trained and random

parameters. In Figures 5 and 6, the experiments are performed on

real datasets, with each subfigure depicting the results from a single

dataset repeated ten times.

D.2 Bounds calculation
We compute the bound values for the learned model saved at the

end of the training. In particular, for the considered models, we

compute the following quantities.

𝐵UniGCN = L𝑆,𝛾 (UniGCNw )+√√√√
32𝑒4𝐵2𝐷𝑅𝑀𝐿 (𝐿1 )2ℎ ln (4ℎ (𝐿1 ) )W1W2 + log

𝑚 ( 𝐿1

2
(𝑚1/(𝐿

1
) −1) )

𝛿

𝛾2𝑚

𝐵
AllDeepSets

= L𝑆,𝛾 (AllDeepSetsw )+

√√√√
32𝑒4𝐵2C2𝐿 (𝐿2 )2ℎ ln (4ℎ (𝐿2 ) )W1W2 + log

𝑚 ( 𝐿2

2
(𝑚1/2(𝐿

2
) −1)

𝛿

𝛾2𝑚

𝐵M-IGN = L𝑆,𝛾 (M-IGNw )+√√√
32𝑒8 (𝑀𝐷 )2𝐿𝐵2𝐸 (2,𝐿)W1W2 + log

𝑚 ( 𝐿+2

2
(𝑚1/2(𝐿+2) −1)

𝛿

𝛾2𝑚

𝐵T-MPHN = L𝑆,𝛾 (T-MPHNw ) +

√︄
144𝐿2ℎ lnℎ

∑𝐿+1

𝑖=1
∥W∥2

𝐹
+ log

𝑚𝐿
𝜎

𝛾2𝑚 + ∥W(𝐿+1) ∥2𝑚
,

where 𝐿 + 1 = 𝐿 + 1, 𝐿2 = 2𝐿 + 1, C = max(𝑀,𝑅) . W1 =
∏𝐿∗

𝑖=1
∥W(𝑖 ) ∥2

2
,

and W2 =
∑𝐿∗

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2

2

.

E Further discussion on node classification task
Consider the user behavior prediction problem in a social network, where

the goal is to predict whether a user will take a specific action (e.g., share a

post, like content, or make a purchase). Given pairs representing the initial

status of each user, which refers to the set of features or attributes associated

with each user at the beginning of the observation period, and their final

behavior, we aim to learn a predictor from these pairs to forecast future user

behavior based on new user status data. Formally, we follow the notation

used in the hypergraph classification task, where we are given a hypergraph

G = (V, E) and node features X, representing the initial status of the

users. The input domain is defined as A, containing all pairs 𝐴 = (G,X) ,
and the output domain is R𝑁 ×𝐶

, where 𝐶 ∈ Z+
indicates the number of

behavior types. Our objective is to learn a predictor 𝑓 : A → R𝑁 ×𝐶
from

𝑚 samples, such that for new user status, the true error LD is minimized,

assuming the input pairs follow a distribution D. We define the true error

over distribution D as

LD (𝑓w ) = E𝐴∼D

[
1

𝑁

𝑁∑︁
𝑖

1

(
𝑓w (𝑣) [𝑦𝑣 ] ≤ max

𝑗≠𝑦𝑣
𝑓w (𝑣) [ 𝑗 ]

)]
,
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and the empirical margin loss over the labeled nodes 𝑆 = { (𝑣𝑖 , 𝑦𝑣𝑖 ) } as

L𝑆,𝛾 (𝑓w ) =
1

𝑚𝑁

𝑚∑︁
𝑖=1

𝑁∑︁
𝑖=1

1

(
𝑓w (𝑣𝑖 ) [𝑦𝑣𝑖 ] ≤ 𝛾 + max

𝑗≠𝑦𝑣𝑖

𝑓w (𝑣𝑖 ) [ 𝑗 ]
)
,

The following is the generalization bound on the behavior prediction

task with UniGCN.

Theorem 7. For UniGCNw with 𝐿 + 1 layers, and for each 𝛿,𝛾 > 0, with
probability at least 1 − 𝛿 over a training set 𝑆 of size𝑚, for any fixed w, we
have

LD (𝑓w ) ≤ L𝑆,𝛾 (𝑓w )

+O
(√√√𝐿2𝐵2ℎ ln(𝐿ℎ) (𝑅𝑀𝐷 )𝐿W1W2 + ln(𝑚𝑁 ) + ln

(
𝑚𝐿
𝜎

)
𝛾2𝑚

)
,

where W1 =
∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥2 and W2 =

∑𝐿+1

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
.

Proof. The proof follows from extending the generalization bound for

hypergraph classification to the node classification setting, accounting for

the per-node analysis, and applying a union bound over all nodes and

classes.

First, consider a class F consisting of functionsUniGCNw (𝑣) : A → R𝐶
.

Each function in F corresponds to a node’s prediction. Then we can apply

the generalization bound results given by Theorem 1, we have

LD (UniGCNw (𝑣) ) ≤ L𝑆,𝛾 (UniGCNw (𝑣) )

+ O
(√︄𝐿2𝐵2ℎ ln (𝐿ℎ) (𝑅𝑀𝐷 )𝐿W1W2 + log

𝑚𝐿
𝜎

𝛾2𝑚

)
,

where W1 =
∏𝐿+1

𝑖=1
∥W(𝑖 ) ∥2

and W2 =
∑𝐿+1

𝑖=1

∥W(𝑖 ) ∥2

𝐹

∥W(𝑖 ) ∥2
.

Since we have 𝑁 nodes in each sample and𝑚 samples, the total num-

ber of events (i.e., the bounds holding for each node in each sample) is

𝑚𝑁 . To ensure that the generalization bound holds simultaneously for all

nodes across all samples with probability at least 1 − 𝛿 , we apply the union

bound. We set the failure probability for each event to 𝛿 ′ = 𝛿
𝑚𝑁

. The failure

probability 𝛿 ′ appears inside a logarithmic term in the concentration in-

equalities used to derive the generalization bound. Specifically, the ln

(
1

𝛿 ′

)
term becomes

ln

(
1

𝛿 ′

)
= ln

(
𝑚𝑁

𝛿

)
= ln(𝑚𝑁 ) + ln

(
1

𝛿

)
.

Since the bound in single now holds for all nodes in all samples with

probability at least 1 − 𝛿 , we can sum over all nodes to obtain the overall

bound. Therefore, we have our results. □

F Additional results
Table 6 shows the results on real datasets. Table 7 report the results of

HGNN models on synthetic datasets. Table 8 shows the additional results

on synthetic datasets. Table 9 and Table 10 report the results of T-MPHN

models on synthetic datasets. Table 10 reports the results of T-MPHNmodels

on synthetic datasets. Figure 4 displays the additional results on consistency

between empirical loss and theoretical bounds. Figures 5 and 6 show the

main results on the consistency of real datasets. We put all the tables in Sec
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Table 6: Main results on real datasets.

Model L
DBLP Collab

Emp Theory Emp Theory

UniGCN

2 0.27 ± 0.07 1.54e+10 ± 6.76e+08 0.23 ± 0.20 1.31e+11 ± 5.90e+09

4 0.23 ± 0.14 5.19e+17 ± 7.94e+16 0.35 ± 0.04 4.07e+19 ± 5.06e+18

6 0.15 ± 0.06 1.29e+25 ± 2.00e+24 0.31 ± 0.13 1.25e+28 ± 2.35e+27

AllDeepSets

2 0.24 ± 0.13 6.44e+09 ± 4.63e+08 0.17 ± 0.16 1.79e+10 ± 5.76e+08

4 0.37 ± 0.25 8.77e+16 ± 7.33e+15 0.25 ± 0.16 5.36e+17 ± 7.54e+16

6 0.27 ± 0.26 9.48e+23 ± 1.86e+26 0.18 ± 0.19 2.41e+25 ± 2.61e+24

M-GIN

2 0.29 ± 0.14 2.42e+06 ± 4.36e+05 0.09 ± 0.12 2.61e+06 ± 4.87e+05

4 0.09 ± 0.11 1.52e+10 ± 6.50e+09 0.01 ± 0.01 6.69e+09 ± 2.73e+09

6 0.09 ± 0.12 9.88e+12 ± 6.00e+12 0.18 ± 0.22 5.58e+12 ± 4.08e+12

T-MPHN

2 0.34 ± 0.04 1.00e+00 ± 1.38e-01 0.33 ± 0.05 1.03e+00 ± 6.73e-02

4 0.27 ± 0.06 4.41e+00 ± 4.90e-01 0.30 ± 0.05 3.82e+00 ± 1.67e-01

6 0.29 ± 0.01 2.65e+01 ± 7.06e-02 0.32 ± 0.04 2.63e+01 ± 6.09e-02

HGNN+

2 0.33 ± 0.03 1.00e+08 ± 7.85E+05 0.24 ± 0.16 9.84e+07 ± 8.18E+04

4 0.24 ± 0.16 1.37e+13 ± 1.23e+10 0.34 ± 0.22 9.84e+07 ± 1.65E+06

6 0.34 ± 0.23 1.46e+18 ± 6.62e+23 0.26 ± 0.07 9.84e+07 ± 2.65E+23

Table 7: Main results of HGNN+ on ER and SBM datasets with 𝐿 ∈ {2, 4, 6}

L

ER1 ER2 ER3 ER4 ER5 ER6

Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory

2 0.22 6.84E+07 0.30 1.56E+08 0.36 1.88E+08 0.26 3.58E+08 0.19 7.04E+08 0.25 9.84E+08

4 0.26 9.11E+12 0.28 3.52E+13 0.15 5.94E+13 0.27 2.11E+14 0.26 8.07E+14 0.31 1.64E+15

6 0.29 9.82E+17 0.19 7.40E+18 0.27 1.29E+19 0.37 1.08E+20 0.41 8.07E+20 0.26 2.48E+21

ER7 ER8 ER9 ER10 ER11 ER12

Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory

2 0.20 1.05E+09 0.79 1.55E+09 0.79 2.48E+09 0.23 3.26E+09 0.32 3.28E+09 0.19 3.88E+09

4 0.24 1.94E+15 0.63 4.49E+15 0.54 1.01E+16 0.26 1.78E+16 0.25 1.82E+16 0.32 3.32E+16

6 0.26 3.07E+21 0.67 1.04E+22 0.57 3.42E+22 0.28 7.82E+22 0.21 8.69E+22 0.35 1.91E+23

SBM1 SBM2 SBM3 SBM4 SBM5 SBM6

Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory

2 0.20 7.14E+07 0.26 1.47E+08 0.30 1.80E+08 0.29 3.74E+08 0.21 6.73E+08 0.26 1.03E+09

4 0.29 1.01E+13 0.36 3.66E+13 0.26 5.54E+13 0.31 2.19E+14 0.32 7.84E+14 0.23 1.76E+15

6 0.26 1.03E+18 0.30 8.37E+18 0.28 1.39E+19 0.32 1.15E+20 0.36 7.65E+20 0.25 2.67E+21

SBM7 SBM8 SBM9 SBM10 SBM11 SBM12

Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory

2 0.33 1.09E+09 0.25 1.56E+09 0.32 2.42E+09 0.21 2.91E+09 0.80 3.09E+09 0.34 4.35E+09

4 0.34 2.08E+15 0.26 4.09E+15 0.35 9.97E+15 0.25 1.75E+16 0.71 1.89E+16 0.41 3.28E+16

6 0.30 3.37E+21 0.27 1.13E+22 0.35 3.30E+22 0.35 7.86E+22 0.74 8.39E+22 0.27 2.01E+23
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Table 8: Addition results of UniGCN, M-IGN, and AllDeepSet.

Model L
ER3 ER4 ER7 ER8 ER11 ER12

Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory

UniGCN
2 0.00 1.52E+09 0.07 3.65E+09 0.16 9.40E+09 0.14 1.13E+10 0.13 2.44E+10 0.23 3.25E+10

4 0.02 1.61E+15 0.15 5.01E+15 0.56 5.43E+16 0.08 1.07E+17 0.14 5.77E+17 0.24 8.89E+17

6 0.05 1.79E+21 0.05 1.34E+22 0.07 2.41E+23 0.37 5.75E+23 0.39 4.08E+24 0.28 1.07E+25

M-IGN
2 0.03 1.26E+13 0.02 1.13E+13 0.04 1.08E+14 0.12 1.09E+14 0.16 4.19E+14 0.16 4.42E+14

4 0.02 2.18E+21 0.05 2.44E+21 0.10 2.04E+23 0.13 1.86E+23 0.16 2.70E+24 0.13 2.68E+24

6 0.06 1.21E+29 0.05 1.68E+29 0.27 1.25E+32 0.12 1.02E+32 0.20 9.16E+33 0.24 1.02E+34

AllDeepSet
2 0.04 5.92E+08 0.08 2.32E+08 0.08 4.42E+08 0.09 6.86E+08 0.14 7.71E+08 0.22 1.54E+09

4 0.02 4.13E+13 0.04 5.92E+13 0.12 1.52E+13 0.13 4.97E+13 0.27 6.19E+13 0.29 1.12E+14

6 0.08 3.53E+16 0.08 4.29E+17 0.14 1.36E+19 0.15 1.54E+18 0.24 3.05E+18 0.31 8.23E+18

Model L
SBM3 SBM4 SBM7 SBM8 SBM11 SBM12

Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory Emp Theory

UniGCN
2 0.01 1.80E+09 0.05 3.58E+09 0.04 9.57E+09 0.07 1.26E+10 0.06 3.40E+10 0.32 3.77E+10

4 0.01 1.92E+15 0.08 5.30E+15 0.12 7.46E+16 0.18 1.28E+17 0.18 3.99E+17 0.33 6.03E+17

6 0.07 1.13E+21 0.08 1.16E+22 0.25 2.56E+23 0.17 1.30E+24 0.33 7.74E+24 0.26 1.85E+25

M-IGN
2 0.03 1.05E+13 0.08 1.19E+13 0.16 1.01E+14 0.17 1.21E+14 0.11 4.58E+14 0.12 4.58E+14

4 0.02 2.60E+21 0.13 3.00E+21 0.15 2.02E+23 0.13 1.64E+23 0.25 4.00E+24 0.24 3.74E+24

6 0.23 1.92E+29 0.17 1.95E+29 0.13 7.90E+31 0.19 8.56E+31 0.13 7.69E+33 0.29 7.61E+33

AllDeepSet
2 0.02 5.93E+08 0.03 2.82E+08 0.11 3.93E+08 0.12 5.79E+08 0.24 8.56E+08 0.27 7.74E+08

4 0.02 2.58E+13 0.05 8.56E+13 0.16 2.40E+13 0.22 4.25E+13 0.33 7.31E+13 0.26 1.34E+14

6 0.02 1.62E+16 0.14 1.70E+17 0.25 3.04E+17 0.21 1.59E+18 0.25 4.69E+18 0.33 1.35E+19
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Figure 4: Consistency between empirical loss (Emp) and theoretical bounds (Theory). Each subgroup labeled by [graph type,
model, parameter conditions, 𝑟2, 𝑟4, 𝑟6] shows the empirical loss, theoretical bound, and their curves via Savitzky-Golay filter
[53] of one graph type (i.e., ER or SBM) and one model (i.e., T-MPHN, and HGNN+) with trained ((a), (b), (e), and (f)) and random
parameters ((c), (d), (g), and (h)), where each figure plots the results of twelve datasets; the figures, from left to right, show the
results with 2, 4 and 6 propagation steps, where 𝑟2, 𝑟4, and 𝑟6 ∈ [−1, 1] are the Pearson correlation coefficients between the two
sets of points in each figure – higher 𝑟 indicating stronger positive correlation.
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Table 9: Results of T-MPHN on ER datasets with ℎ ∈ {64, 128}

h L
ER1 ER2 ER3

Emp Theory Emp Theory Emp Theory

64
2 0.34 ± 0.04 1.00e+00 ± 1.38e-01 0.30 ± 0.03 9.53e-01 ± 3.32e-02 0.28 ± 0.03 1.02e+00 ± 7.85e-02

4 0.27 ± 0.07 4.41e+00 ± 4.90e-01 0.28 ± 0.04 6.40e+00 ± 1.20e+00 0.27 ± 0.06 4.19e+00 ± 2.74e-01

6 0.29 ± 0.02 2.65e+01 ± 7.06e-02 0.34 ± 0.04 2.63e+01 ± 4.84e-02 0.33 ± 0.02 2.65e+01 ± 1.73e-01

128
2 0.28 ± 0.03 6.22e-01 ± 3.90e-03 0.37 ± 0.02 6.99e-01 ± 1.03e-02 0.30 ± 0.00 5.84e-01 ± 1.32e-02

4 0.32 ± 0.02 7.69e+00 ± 1.37e+00 0.32 ± 0.03 3.78e+00 ± 1.84e-01 0.36 ± 0.01 3.07e+00 ± 1.63e-01

6 0.36 ± 0.03 2.77e+01 ± 3.22e-02 0.32 ± 0.04 2.74e+01 ± 1.09e-01 0.30 ± 0.03 2.75e+01 ± 3.09e-02

h L
ER4 ER5 ER6

Emp Theory Emp Theory Emp Theory

64
2 0.36 ± 0.02 1.08e+00 ± 1.03e-01 0.35 ± 0.04 9.64e-01 ± 2.86e-02 0.29 ± 0.02 1.01e+00 ± 6.24e-02

4 0.35 ± 0.05 4.45e+00 ± 1.02e-01 0.37 ± 0.05 5.30e+00 ± 1.20e+00 0.34 ± 0.03 3.97e+00 ± 1.47e-01

6 0.39 ± 0.03 2.64e+01 ± 7.20e-02 0.36 ± 0.07 2.65e+01 ± 1.49e-01 0.28 ± 0.07 2.64e+01 ± 7.97e-02

128
2 0.27 ± 0.04 6.31e-01 ± 3.82e-03 0.35 ± 0.05 7.06e-01 ± 2.78e-03 0.34 ± 0.04 7.16e-01 ± 5.10e-03

4 0.37 ± 0.01 3.00e+00 ± 1.57e-01 0.33 ± 0.02 3.56e+00 ± 6.21e-02 0.32 ± 0.01 3.07e+00 ± 2.06e-01

6 0.32 ± 0.02 2.75e+01 ± 7.15e-02 0.26 ± 0.03 2.74e+01 ± 2.56e-02 0.29 ± 0.10 2.78e+01 ± 1.74e-02

h L
ER7 ER8 ER9

Emp Theory Emp Theory Emp Theory

64
2 0.30 ± 0.03 9.54e-01 ± 3.70e-02 0.37 ± 0.04 1.17e+00 ± 4.99e-02 0.40 ± 0.04 1.17e+00 ± 5.13e-02

4 0.24 ± 0.09 4.16e+00 ± 3.19e-01 0.34 ± 0.04 3.74e+00 ± 3.80e-02 0.32 ± 0.05 4.58e+00 ± 2.83e-02

6 0.27 ± 0.02 2.63e+01 ± 2.40e-02 0.35 ± 0.06 2.64e+01 ± 8.39e-02 0.27 ± 0.08 2.63e+01 ± 1.96e-02

128
2 0.32 ± 0.06 6.45e-01 ± 3.66e-02 0.32 ± 0.05 6.76e-01 ± 1.82e-02 0.32 ± 0.03 6.91e-01 ± 4.52e-02

4 0.25 ± 0.08 7.21e+00 ± 2.77e-01 0.36 ± 0.02 2.92e+00 ± 1.76e-01 0.34 ± 0.02 2.62e+00 ± 2.22e-02

6 0.38 ± 0.05 2.77e+01 ± 3.82e-02 0.27 ± 0.08 2.77e+01 ± 1.01e-02 0.29 ± 0.06 2.75e+01 ± 2.96e-02

h L
ER10 ER11 ER12

Emp Theory Emp Theory Emp Theory

64
2 0.32 ± 0.04 1.08e+00 ± 1.42e-01 0.33 ± 0.04 1.12e+00 ± 1.26e-01 0.28 ± 0.05 1.57e+00 ± 3.66e-01

4 0.36 ± 0.05 4.27e+00 ± 3.10e-01 0.39 ± 0.05 4.53e+00 ± 1.06e+00 0.39 ± 0.06 4.40e+00 ± 7.55e-01

6 0.29 ± 0.04 2.63e+01 ± 2.14e-02 0.36 ± 0.02 2.65e+01 ± 1.77e-01 0.34 ± 0.03 2.63e+01 ± 1.13e-01

128
2 0.31 ± 0.04 6.93e-01 ± 3.15e-03 0.31 ± 0.04 6.81e-01 ± 3.12e-03 0.31 ± 0.03 6.58e-01 ± 1.76e-03

4 0.32 ± 0.04 3.16e+00 ± 4.55e-02 0.27 ± 0.07 2.87e+00 ± 2.34e-01 0.29 ± 0.03 3.22e+00 ± 1.32e-02

6 0.28 ± 0.05 2.76e+01 ± 6.81e-02 0.37 ± 0.02 2.76e+01 ± 6.87e-02 0.29 ± 0.02 2.73e+01 ± 7.03e-02

26



3017

3018

3019

3020

3021

3022

3023

3024

3025

3026

3027

3028

3029

3030

3031

3032

3033

3034

3035

3036

3037

3038

3039

3040

3041

3042

3043

3044

3045

3046

3047

3048

3049

3050

3051

3052

3053

3054

3055

3056

3057

3058

3059

3060

3061

3062

3063

3064

3065

3066

3067

3068

3069

3070

3071

3072

3073

3074

Generalization Performance of Hypergraph Neural Networks Conference’17, July 2017, Washington, DC, USA

3075

3076

3077

3078

3079

3080

3081

3082

3083

3084

3085

3086

3087

3088

3089

3090

3091

3092

3093

3094

3095

3096

3097

3098

3099

3100

3101

3102

3103

3104

3105

3106

3107

3108

3109

3110

3111

3112

3113

3114

3115

3116

3117

3118

3119

3120

3121

3122

3123

3124

3125

3126

3127

3128

3129

3130

3131

3132

Table 10: Main results of T-MPHN on SBM datasets with ℎ ∈ {64, 128}

h L
SBM1 SBM2 SBM3

Emp theory Emp theory Emp theory

64
2 0.38 ± 0.036 1.18e+00 ± 2.25e-01 0.40 ± 0.03 1.15e+00 ± 8.52e-02 0.36 ± 0.07 1.11e+00 ± 1.23e-01

4 0.36 ± 0.023 6.65e+00 ± 3.88e+00 0.35 ± 0.03 4.75e+00 ± 8.55e-01 0.31 ± 0.06 4.65e+00 ± 5.28e-01

6 0.38 ± 0.047 2.65e+01 ± 1.21e-01 0.35 ± 0.02 2.64e+01 ± 7.61e-02 0.30 ± 0.04 2.63e+01 ± 4.05e-02

128
2 0.30 ± 0.024 6.10e-01 ± 4.13e-02 0.29 ± 0.05 6.61e-01 ± 1.93e-03 0.35 ± 0.04 6.93e-01 ± 2.14e-02

4 0.35 ± 0.026 7.15e+00 ± 9.78e-01 0.28 ± 0.02 3.15e+00 ± 1.86e-01 0.37 ± 0.06 3.12e+00 ± 1.39e-01

6 0.32 ± 0.022 2.75e+01 ± 6.77e-02 0.30 ± 0.02 2.75e+01 ± 2.83e-02 0.40 ± 0.06 2.73e+01 ± 1.62e-02

h L
SBM4 SBM5 SBM6

Emp theory Emp theory Emp theory

64
2 0.34 ± 0.02 1.12e+00 ± 1.08e-01 0.39 ± 0.04 1.15e+00 ± 1.11e-01 0.32 ± 0.05 1.14e+00 ± 1.22e-01

4 0.34 ± 0.03 6.86e+00 ± 4.78e+00 0.38 ± 0.05 6.63e+00 ± 3.91e+00 0.35 ± 0.03 6.38e+00 ± 3.95e+00

6 0.35 ± 0.08 2.64e+01 ± 3.05e-02 0.32 ± 0.04 2.64e+01 ± 1.57e-01 0.36 ± 0.03 2.65e+01 ± 1.68e-01

128
2 0.27 ± 0.03 6.51e-01 ± 3.84e-03 0.28 ± 0.03 6.46e-01 ± 2.57e-03 0.26 ± 0.06 5.90e-01 ± 4.96e-02

4 0.30 ± 0.03 7.13e+00 ± 3.29e-01 0.35 ± 0.04 3.10e+00 ± 1.79e-01 0.34 ± 0.04 2.90e+00 ± 1.56e-01

6 0.28 ± 0.05 2.76e+01 ± 4.48e-02 0.35 ± 0.02 2.76e+01 ± 6.08e-02 0.36 ± 0.03 2.77e+01 ± 7.68e-02

h L
SBM7 SBM8 SBM9

Emp Theory Emp Theory Emp Theory

64
2 0.33 ± 0.034 1.19e+00 ± 2.03e-01 0.31 ± 0.03 1.02e+00 ± 4.36e-02 0.27 ± 0.06 1.17e+00 ± 1.76e-01

4 0.41 ± 0.030 4.85e+00 ± 9.76e-01 0.31 ± 0.03 5.08e+00 ± 1.06e+00 0.37 ± 0.04 6.80e+00 ± 3.79e+00

6 0.34 ± 0.042 2.64e+01 ± 1.13e-01 0.31 ± 0.03 2.64e+01 ± 7.67e-02 0.32 ± 0.03 2.63e+01 ± 7.24e-02

128
2 0.30 ± 0.034 6.68e-01 ± 4.19e-03 0.29 ± 0.02 6.63e-01 ± 1.08e-02 0.34 ± 0.08 6.72e-01 ± 2.97e-02

4 0.36 ± 0.048 2.95e+00 ± 1.57e-01 0.34 ± 0.03 3.17e+00 ± 1.65e-01 0.33 ± 0.02 2.97e+00 ± 2.70e-01

6 0.32 ± 0.029 2.77e+01 ± 6.00e-02 0.35 ± 0.02 2.75e+01 ± 7.27e-02 0.31 ± 0.01 2.75e+01 ± 4.20e-02

h L
SBM10 SBM11 SBM12

Emp Theory Emp Theory Emp Theory

64
2 0.28 ± 0.02 1.07e+00 ± 5.45e-02 0.30 ± 0.08 1.22e+00 ± 2.06e-01 0.33 ± 0.05 1.23e+00 ± 1.99e-01

4 0.37 ± 0.06 4.41e+00 ± 1.09e+00 0.34 ± 0.03 4.49e+00 ± 7.39e-01 0.32 ± 0.03 5.07e+00 ± 8.51e-01

6 0.33 ± 0.05 2.64e+01 ± 1.08e-01 0.27 ± 0.04 2.63e+01 ± 8.27e-02 0.32 ± 0.04 2.64e+01 ± 1.35e-01

128
2 0.41 ± 0.05 7.45e-01 ± 8.52e-03 0.33 ± 0.05 6.78e-01 ± 1.53e-02 0.30 ± 0.03 6.68e-01 ± 1.45e-03

4 0.37 ± 0.03 3.26e+00 ± 1.55e-01 0.32 ± 0.02 3.29e+00 ± 8.72e-02 0.32 ± 0.02 3.13e+00 ± 2.26e-01

6 0.34 ± 0.02 2.74e+01 ± 5.96e-02 0.32 ± 0.05 2.76e+01 ± 3.67e-02 0.31 ± 0.04 2.75e+01 ± 5.64e-02
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Figure 5: Results on DBLP. Each subgroup labeled by [model, 𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5, 𝑟6] shows the empirical loss, theoretical bound, and
their curves via Savitzky-Golay filter; each figure plots the results over ten independent experiments with random initializations
and such process is repeated for six times, where 𝑟𝑖 ∈ [−1, 1] for 𝑖 ∈ [6] is the Pearson correlation coefficient for the 𝑖-th figure
(from left to right) – higher 𝑟 indicating stronger positive correlation.
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(c) [AllDeepSets, 0.721, 0.984, 0.998, 0.916, 0.768, 0.537]
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(d) [T-MPHN, 0.950, 0.576, 0.896, 0.629, 0.380, 0.606]

Figure 6: Results on Collab. Each subgroup labeled by [model, 𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5, 𝑟6] shows the empirical loss, theoretical bound, and
their curves via Savitzky-Golay filter; each figure plots the results over ten independent experiments with random initializations
and such process is repeated for six times, where 𝑟𝑖 ∈ [−1, 1] for 𝑖 ∈ [6] is the Pearson correlation coefficient for the 𝑖-th figure
(from left to right) – higher 𝑟 indicating stronger positive correlation.
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