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Abstract

Large Language Model (LLM) alignment traditionally relies on supervised fine-
tuning or alignment frameworks such as Kullback-Leibler (KL) regularization and
reward models. These methods typically require labeled or preference datasets
and involve updating model weights to align the LLM with the training objec-
tive or reward model. In the realm of cultural alignment, the non-differentiable
nature of cultural dimensions renders these methods infeasible. To overcome
this, we propose a scalable strategy that combines soft prompt tuning—which
freezes the model parameters while modifying the input prompt embeddings—with
Differential Evolution (DE), a black-box optimization method for cases where a
differentiable objective is unattainable. This strategy ensures alignment consistency
without the need for preference data or model parameter updates, significantly
enhancing efficiency and mitigating overfitting. Our empirical findings indicate
marked advancements in aligning LLM behavior within intricate cultural contexts,
demonstrating the proposed method’s practicality and effectiveness. This work
contributes to closing the gap between computational models and the complexities
of human culture, offering a significant step forward in the nuanced alignment of
LLMs across diverse human contexts.

1 Introduction

Figure 1: Methodology for cultural alignment using soft prompt tuning.

Large language model (LLM) cultural alignment ensures that LLMs reflect the beliefs, values, and
norms of diverse user groups [Masoud et al., 2023]. When deployed in a specific region, an LLM
should accurately embody the cultural values of that society to ensure meaningful, context-aware
interactions, and prevent misunderstandings that could arise from misaligned responses. For instance,
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the cultural value of "individualism," common in Western cultures, contrasts with "collectivism,"
prevalent in many Asian and Middle Eastern societies.

If a training dataset is available, aligning large language models (LLMs) with cultural nuances
becomes feasible. This alignment can be approached through conventional LLM training meth-
ods like self-supervised [Vaswani, 2017] or supervised fine-tuning which are computationally ex-
pensive. Alternatively, alignment can be achieved by employing Kullback-Leibler (KL) regular-
ization [Vieillard et al., 2020] alignment frameworks like Reinforcement Learning from Human
Feedback (RLHF) Ouyang et al. [2022], Direct Preference Optimization (DPO) [Rafailov et al.,
2024], and their variants [Zhao et al., 2023, Azar et al., 2024] which are computationally intensive.
Another method involves utilizing available reward models, like best-of-n [Beirami et al., 2024] and
controlled-decoding [Mudgal et al., 2023]. However, current cultural studies are primarily based on
surveys that map to cultural dimensions. Thus, applying conventional methods is not feasible.

To address these challenges, our study employs a parameter-efficient fine-tuning method that freezes
the model’s parameters while optimizing added trainable parameters–soft prompts integrated with the
input embeddings [Lester et al., 2021]. This method preserves the pre-trained language model while
optimizing responses to fit specific cultural contexts. Our approach begins with soft prompt tuning
via gradient descent on preference data as a baseline method. However, recognizing the limitations
posed by cultural datasets, we transition to a novel methodology utilizing black-box optimization to
handle the non-differentiable objective of cultural alignment. Specifically, we employ Differential
Evolution (DE) to optimize soft prompts, enhancing the model’s ability to reflect diverse cultural
values effectively. This approach also enables easily swapping the trained embeddings for a different
cultures, enhancing the methods adaptability to diverse contexts. We highlight our contributions as
follows:

1. We develop a methodology for aligning LLMs with comprehensive cultural dimensions, using
survey-based data to effectively map and assess values like individualism versus collectivism.
This approach is validated through rigorous experiments.

2. Our proposed methodology utilizes soft prompt tuning to align LLMs with specific cultural values,
enhancing the model’s capacity to handle open-ended questions and complex cultural contexts.
This refinement is particularly effective in non-differentiable objective settings, emphasizing the
adaptability of our approach.

3. We successfully reduce error in cultural value dimension scores using DE, highlighting the
method’s efficiency in refining the model’s alignment with cultural frameworks.

2 Related Work

While prompt tuning has significantly advanced task-specific performance and adversarial robustness
of LLMs [Lester et al., 2021, Shin et al., 2020, Li and Liang, 2021, Liu et al., 2023, 2021, Zhang
et al., 2021, Song et al., 2024, Sun et al., 2022, Zou et al., 2023, Mo et al., 2024, Liu et al., 2024b,
Guo et al., 2023, Liu et al., 2024a, Sabbatella et al., 2024, Sitawarin et al., 2024], its application to
LLM cultural alignment is less developed. Cheng et al. [2023] has used hard prompts in black-box
optimization for alignment, employing a constrained, discrete optimization approach which may limit
the model’s adaptability due to the usage of hard prompts. The gap in the literature regarding the use of
prompt tuning for LLM alignment becomes particularly evident when addressing cultural alignment,
where the objective is to align with cultural dimensions which are also inherently non-differentiable.
Our approach fills this gap by utilizing soft prompts tuning, which are tailored to adapt fluidly,
integrated with DE, a method suited for the complex, non-linear objective in cultural frameworks.
This combination achieves alignment with specific cultural contexts without the extensive data and
computational demands typical of conventional alignment strategies.

3 Methodology

LLM alignment methods, as discussed in Section A.2, typically rely on available training data with
clearly defined, differentiable objectives; however, in contrast, cultural settings often involve surveys
that map to cultural dimensions, which, due to their qualitative nature, cannot be addressed using
gradient descent or traditional LLM fine-tuning and alignment methods. Our approach aims to align
the model’s behavior with broad cultural dimensions by proposing soft prompt tuning as a parameter-
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Algorithm 1 Cultural alignment optimization algorithm.

Require: Number of Virtual Tokens T , Dimensionality of LLM Embedding dim, Survey Questions
Dataset D = {q1, q2, . . . , qm}, Population Size N , Maximum Generations Gmax, Recombina-
tion Rate rc, Mutation Rate rm

Ensure: Optimal Parameters V ∗

1: Initialize Instruction I
2: Initialize V = {V1, V2, . . . , VN} with Population Size N , where each Vi ∈ RT×dim

3: for generation g = 1 to Gmax do
4: Initialize fitness set F = {}
5: for each individual Vi in population V do
6: Initialize response set Ri = {}
7: for each survey question qj in dataset D do
8: Obtain responses rj = get_responses(Vi, I, qj)
9: Append rj to Ri

10: end for
11: Compute cultural dimensions di = calculate_dimensions(Ri, Vi)
12: Compute fitness fi = L(di, Vi)
13: Append fi to F
14: end for
15: Select individuals from fitness set F for reproduction based on fitness
16: Apply crossover with rate rc and mutation with rate rm to create new population V
17: end for
18: V ∗ ← argminVi∈V fi
19: return V ∗

efficient solution that adapt an LLM to different cultural contexts without using LLM training-based
methods described in Section A.2. Given the complexity of optimizing non-differentiable objectives
such as cultural dimensions, our methodology also incorporates DE to address these challenges.

This approach, detailed in Figure 1 and Algorithm 1, effectively handles the intricacies of cultural
alignment where traditional gradient-based optimization falls short. It achieves this through two key
strategies: 1) Applying soft prompt tuning to align LLMs with cultural dimensions, and 2) Utilizing
a black-box optimization method to optimize the soft prompts soft prompt tuning for the cultural
alignment objective.

This starts by initializing the tunable virtual token embeddings (soft prompts) V = {V1, V2, . . . , VN}
with the population size N , combined with instruction embeddings, or hard prompts, I and survey
questions dataset D using the maximum number of generations Gmax, the recombination rate rc,
and the mutation rate rm. The goal is to identify the optimal soft prompt vectors V∗ representing
the virtual token embeddings that minimize the cultural dimension loss, thereby achieving the best
fitness score. The fitness score is computed by generating a response for each question in the survey
rj = get_responses(Vi, I, qj) to get the response vector Ri, followed by the calculation of survey
dimensions (di = calculate_dimensions(Ri, Vi)), which are compared against the actual VSM13
survey responses. The fitness fi = L(di, Vi) is determined using an L2-norm loss, quantifying
the discrepancy between the calculated cultural dimensions and the real-world observed cultural
dimensions reported in the VSM13 [Hofstede, 2022, Almutairi et al., 2021]. The soft prompt
embeddings are then iteratively optimized to align with the ideal cultural dimension scores derived
from the survey responses using DE recombination rate rc, mutation factors rm, and number of
tokens T . The optimized virtual tokens V ∗ can then be added to the LLM prompt to produce an
aligned response reflecting a specific culture.

4 Experiments

Objective: Our experiments aim to adapt the cultural values or cultural behaviors of an LLM,
specifically the LLaMA-3-8B Instruct model, to reflect a preferred value or a specific country such as
Saudi Arabian detailed in Appendix A.4.

Baselines: We evaluate our method by comparing it to two baseline models: one using the original
model without any modifications (no soft prompt) and another where the same model is paired
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with predefined untrained soft prompts to guide its performance. Additionally, we also compare
against a pairwise preference pair dataset of specific cultural dimensions, e.g. individualism versus
collectivism, developed by GPT-4 [Wang et al., 2023] to compare the performance of black-box
optimization compared to optimization via gradient descent (GD). Unlike our real-world observed
cultural dimensions, which formulate a non-differentiable objective that cannot directly be optimizable
via GD, preference datasets formulate a differentiable objective that can be optimized using GD which
is the conventional way of optimizing soft prompts. Our soft prompt optimization using GD is outlined
in Appendix B. This includes initializing soft prompts, training with GD and cross-entropy loss, and
determining the optimal soft prompt size by testing a range from 10 to 90 tokens. Subsequently, the
same dataset is optimized using DE to verify the effectiveness of black-box optimization and soft
prompt tuning as a feasible method for handling complex cultural alignment objectives.

Datasets: Baseline Datasets: Consisting of two datasets focusing on individualism versus collec-
tivism and indulgence versus restraint with approximately 500 samples each (Wang et al. [2023]).
This dataset is used to verify the performance of the black box optimization method. Synthetic
Dataset: This dataset was generated by prompting ChatGPT-4 to generate five to six questions similar
to each of the VSM13 survey question, comprising of approximately 132 questions of labeled dataset.
Responses to the survey were determined by inverse modeling the cultural dimensions reported by
the VSM13 creators Hofstede [2022] to produce the most appropriate answers. This dataset is used
to see the effect of directly training the soft prompt on the VSM13 as a labeled dataset such that each
question is the input and the result is the label. Cultural Survey Dataset: This dataset comprises
direct questions from the VSM13 survey, where responses are used to map results to specific cultural
dimensions.

Methods: GD with Differentiable Objective: We employ gradient descent combined with 5-fold
cross-validation on both the preference pair dataset and on the labeled synthetic dataset since both
these cases formulate a differentiable objective as specified in Appendix A.1. Although the cultural
dimension scores themselves are non-differentiable, we treat the survey questions as a multi-class
categorical problem, which is amenable to optimization via gradient descent. Additionally, we
adjust the number of tokens from 10 to 100 to enhance performance and reduce both training and
evaluation losses. For the preference dataset, our objective is to steer the model towards individualistic
values, and towards indulgence values for the second dataset. With the survey dataset, we reverse-
engineered the cultural dimension scores to derive appropriate responses to the questions. DE with
Non-Differentiable Objective: DE is utilized on the preference dataset as a baseline to evaluate its
effectiveness relative to the baseline established by gradient descent. Subsequently, DE is applied
to real survey data (VSM13), which maps to cultural dimensions. The primary objective is to
minimize the difference between the computed cultural dimensions and the actual real-valued cultural
dimension scores, as delineated in Algorithm 1.

Evaluation: The experiments with the preference pair dataset are evaluated using two criteria:
(1) the accuracy of predicting the test dataset and (2) a qualitative analysis of responses to open-
ended questions. For the synthetic dataset, evaluations focus on two metrics: (1) the accuracy of
predicting responses in the test dataset (split ratio of 0.1) and (2) the calculation of cultural dimensions
derived from responses to the VSM13 survey. The predicted cultural dimensions are then compared
to the actual real-valued cultural dimensions, with the L2-norm used to measure the discrepancy
between them. Finally, the experiments with the survey dataset are assessed using two metrics: (1)
the difference between the predicted cultural dimensions and the real-valued cultural dimensions,
measured using the L2-norm as defined in the fitness function (Algorithm 1), and (2) a qualitative
evaluation of responses to open-ended questions to assess the generalization and robustness of cultural
alignment.

4.1 Analysis

The results from Table 1(a) for ’Dataset 1’ (Individualistic Dataset) and ’Dataset 2’ (Indulgence
Dataset) show significantly lower scores, indicating that soft prompts effectively enhance model
performance on targeted cultural values without full model retraining. Although the model exhibits
a high capability to respond accurately to culturally aligned open-ended questions, it displays a
repetitive response pattern when facing questions from unfamiliar cultural contexts (i.e., a different
cultural value), as detailed in Appendix E. This tendency to default to a single response (e.g., always
choosing 1), despite low loss scores, points to a limitation in the model’s adaptability to new, yet
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related, cultural scenarios without further specialized training. Regarding synthetic data, the model’s
consistent choice of response ’1’ (see Appendix E) suggests overfitting, highlighting a lack of
generalizability to produce diverse or contextually nuanced answers. Conversely, in survey data, the
model demonstrates improved performance over both baselines and synthetic setups, with variability
in responses that highlights its potential for complex, human-like interactions. These findings
underscore the model’s strengths and expose areas for refinement, providing a robust foundation for
enhancements aimed at boosting its real-world applicability.

Table 1: Performance of Different Objectives

(a) Differentiable Objective Performance: Dataset 1 comprises preference pairs assessing the Indi-
vidualism vs. Collectivism cultural dimension, while Dataset 2 focuses on preference pairs for the
Restraint vs. Indulgence dimension.

Training Method Dataset 1 Dataset 2

Baseline 5.285 5.261

Baseline + Instructions 5.362 5.257

Evaluation Dataset 1 0.698 0.708

Evaluation Dataset 2 0.701 0.683

(b) Non-differentiable Objective Performance:

Training Method Evaluation on VSM13 Cultural Dimensions

Baseline 14,497

Baseline + Instruction 32,196

Synthetic Survey 12,032

VSM13 Cultural Dimensions 8,497

5 Discussion and Social Impact

In this research, we leveraged DE to optimize soft prompts, enabling the alignment of LLMs with com-
plex, non-differentiable cultural frameworks. This technique departs from traditional methods, which
typically fail to grasp the intricate nature of cultural frameworks. By employing DE, our approach
improves the LLM’s understanding of the nuanced cultural dimensions presented in cultural frame
works, overcoming the shortcomings of gradient descent-based methods to handle non-differentiable
objectives. Our findings confirm the effectiveness of DE in improving the generalizability of LLMs
to better handle non-differentiable objectives, a capacity that may be particularly useful in fields
like social sciences, education, and international relations. However, further research is necessary to
optimize DE hyperparameters and to benchmark its performance against conventional methods such
as DPO Rafailov et al. [2024] and best-of-n Beirami et al. [2024]. Additionally, exploring multitask
prompt tuning and alternative optimization strategies could further enhance the method’s efficiency
and applicability across diverse cultural settings globally.
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A Background

A.1 Differentiability of Objective

In deep learning, differentiability is essential for gradient-based optimization. Labeled datasets
typically produce a differentiable objective by enabling loss functions like cross-entropy to measure
the difference between predictions (ŷ) and ground truth (y) [Terven et al., 2023]. Preference datasets,
while inherently non-differentiable due to pairwise comparisons or rankings, can approximate
differentiable objectives using techniques like the Bradley-Terry model or reward model training
with continuous scores and differentiable loss functions [Christiano et al., 2017]. However, cultural
dimensions do not align with labeled or preference datasets, making their objectives inherently
non-differentiable and requiring alternative approaches such as black-box optimization methods and
genetic algorithms.

A.2 LLM Alignment and Prompt Tuning

LLM Alignment can be achieved through model training-based methods, which can be categorized
into several approaches. The first involves pre-training using a large corpus of raw, unlabeled text
data, allowing the model to learn general features. This can be done by training an LLM from scratch,
which is costly, or through ’continued pre-training,’ where a pre-trained model is further trained on
relevant, unlabeled data [Pawar et al., 2024]. Alternatively, fine-tuning employs labeled datasets
specific to the intended task. Additionally, KL-regularized objectives such as RLHF [Christiano et al.,
2017, Ouyang et al., 2022], DPO [Rafailov et al., 2024, Zhao et al., 2023], and identity preference
optimization (IPO)[Azar et al., 2024] are used, contingent on the availability of large preference
datasets. In contrast, more resource-efficient methods like best-of-N strategies[Beirami et al., 2024]
and controlled-decoding [Mudgal et al., 2023] still necessitate an accessible reward model. This
dependency can pose a significant limitation in many applications where a large corpus, labeled
datasets, preference datasets, or a reward model are not the typical means of achieving the intended
objective.

Prompt tuning [Lester et al., 2021] offers an efficient method to adapt language models while keeping
the base model’s parameters unchanged. This approach involves freezing a pre-trained model and
modifying only a small set of added tokens—either hard or soft prompts—for each task. Hard prompts
are tokens present in the vocabulary and directly map to human-readable text, which are optimized
typically through methods for discrete optimization. In contrast, soft prompts are tunable embeddings,
commonly optimized using gradient descent to capture task-specific nuances dynamically. These
tunable tokens are concatenated with the input embedding, enhancing performance without altering
the model.

A.3 Culturally Aligned AI

Cultural comparative research focuses on measuring values because they are more stable than
changing practices and symbols. Key frameworks such as Hofstede’s Value Survey Module
(VSM13)[Hofstede, 2022], the World Values Survey (WVS)[Inglehart et al., 2004], and additional
studies [EVS, 2011, Matthews, 2000, Schwartz, 2012, Gouldner, 1975] evaluate these enduring values
across diverse regions. Despite criticisms of Hofstede’s VSM13 for its broad generalizations [Shaiq
et al., 2011], its widespread acceptance and historical validity make it suitable for analyzing cultural
dimensions in language models in this study. Hofstede’s VSM13 framework utilizes a 30-question
Likert scale survey—24 on cultural dimensions and 6 on demographics—to map responses into six
cultural values, requiring respondents to vary only by nationality and employing factor analysis to
explore cultural trends (see Appendix A.4) . LLMs excel in language tasks for users worldwide
but often fail to consider cultural variances, potentially leading to misunderstandings and cultural
tensions [Prabhakaran et al., 2022]. This underscores the importance of cultural alignment in AI
systems to ensure they reflect the values and norms of their users.

Cultural alignment involves tailoring AI systems to mirror the collective beliefs, values, and norms of
specific user groups [Masoud et al., 2023]. This alignment is essential to prevent cultural misunder-
standings and enhance user interactions with LLMs. Research by Masoud et al. [2023] highlighted the
shortcomings of current LLMs in grasping embedded cultural values through their Cultural Alignment
Test, indicating that these gaps could be bridged with targeted fine-tuning using culturally nuanced
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language. To achieve cultural alignment, Yoo et al. [2024], Huang et al. [2023] and Abbasi et al.
[2023] have used training-based techniques, involving either initiating or continuing the pre-training
of models with cultural data. While initiating pre-training from scratch with culture-specific data
is resource-heavy, continued pre-training is more feasible as it further hones an existing model on
culturally relevant raw text [Tran et al., 2024, Nguyen et al., 2023]. Work such as Cahyawijaya
et al. [2024] and Bai et al. [2024] have fine-tuned the model on language-specific instruction tuning
datasets, enhancing their ability to perform tasks like sentiment analysis and ethical judgment, tailored
to specific cultural contexts [Cahyawijaya et al., 2024, Bai et al., 2024]. Alternatively, work in [Tao
et al., 2023] and sociodemographic prompting [Deshpande et al., 2023, Pawar et al., 2024, Santurkar
et al., 2023] have used cultural prompting by enriching the model’s input with cultural or demo-
graphic details to steer responses in culturally-aware directions. These methods have shown promise
in making LLMs more sensitive to cultural nuances without extensive retraining. For instance, Tao
et al. [2023] found that culturally tailored prompts can improve the alignment of LLM outputs with
national survey data, demonstrating the potential of prompt-based alignment. While both training and
prompting methods offer pathways to cultural alignment, each has its challenges. Training methods
demand extensive and diverse data sets, and prompting methods require careful design to find the
appropriate prompt and avoid reinforcing biases. Therefore, our approach bridges the gap between
these two methods by fine-tuning the prompts without having to train the model.

A.4 Hofstede’s Values Survey Module

Hofstede’s Values Survey Module (VSM13) is a tool used to measure cultural dimensions across
countries. These dimensions include power distance (PDI), individualism versus collectivism (IDV),
masculinity versus femininity (MAS), uncertainty avoidance (UAI), long-term orientation (LTO), and
indulgence versus restraint (IVR). Hofstede’s VSM13 assesses cultural alignment through a 5-point
Likert scale survey consisting of 30 questions—24 focused on measuring cultural dimensions and
6 on demographic information. The responses are analyzed using factor analysis to derive insights
into the cultural tendencies of different societies. Based on Hofstede’s VSM13 framework Hofstede
and Minkov [2019], the cultural scores for Saudi Arabian citizens Almutairi et al. [2021] compared
to those of the United States are presented in Figure 2. The data shows that the United States
is significantly more individualistic than Saudi Arabia. Additionally, Saudi Arabia tends to favor
restraint over indulgence.

Figure 2: Cultural dimension scores of Saudi Arabia versus the United States as reported by Hofstede
[2022].

B Soft Prompt Tuning using Gradient Descent Algorithm

This section describes the method used to optimize an LLM’s behavior by fine-tuning virtual token
embeddings as shown in Algorithm 2. The objective is to minimize cross-entropy loss. We tested
various loss functions Lb, including negative log-likelihood (NLL), NLL with smoothing, and cross-
entropy. Results showed similar performance between NLL and cross-entropy, while NLL with
smoothing performed worse, as expected, due to the smoothing factor reducing overfitting and
promoting model generalization. Cross-entropy was chosen as it provided satisfactory results while
maintaining generalization capabilities.
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Algorithm 2 Batch Gradient Descent for Soft Prompt Embeddings

1: Input: Number of virtual token embeddings N , Number of epochs E, Number of batches per
epoch B, Learning rate η, Initial virtual tokens V (0)

θ , Labeled dataset D with samples (xi, yi)
for i = 1 to |D|, divided into training set Dtrain and test set Dtest

2: Output: Optimized virtual tokens V ∗
θ

3: for e = 1 to E do
4: for b = 1 to B do
5: Select batch b, consisting of samples (xi, yi) from Dtrain

6: Compute gradient for batch b: ∇Lb(V
(e)
θ ) using samples (xi, yi) in batch b

7: Update parameters: θ(e+1) ← θ(e) − η∇Lb(V
(e)
θ )

8: end for
9: Evaluate model on Dtest to monitor test performance

10: end for
11: V ∗

θ ← V
(E)
θ

12: return V ∗
θ

C Testing for Different Numbers of Virtual Tokens

In out soft prompt tuning experiments for LLMs, the plots in Figure 3 indicate that increasing the
number of virtual tokens shows minimal consistent impact on both training and evaluation losses,
with fluctuations that suggest diminishing returns or possible over-fitting beyond 60 tokens. The data
does not conclusively support the effectiveness of increasing tokens for improved model performance,
highlighting a potential balance point around 60 tokens where benefits in training loss reduction may
align with evaluation loss stability.

(a) Dataset 1 with 5-fold and gradient descent opti-
mization.

(b) Dataset 2 with 5-fold and gradient descent opti-
mization.

Figure 3: Studying the effect of changing the number of virtual token embeddings on performance.

D Limitations and Future Work

While our study highlights the effectiveness of soft prompt tuning and DE in aligning LLMs with
diverse cultural contexts, several limitations warrant further exploration. Firstly, optimizing DE
hyperparameters and comparing its performance against conventional methods such as Dynamic
Programming Optimization (DPO) Rafailov et al. [2024] and best-of-n strategiesBeirami et al. [2024]
remains a critical area for future research. Exploring multitask prompt tuning and alternative opti-
mization strategies, including genetic algorithms and swarm optimization, could potentially improve
the efficiency and global applicability of the method across varied cultural settings. Furthermore,
while Hofstede’s cultural dimensions were utilized in this study, the methodology is versatile and can
be adapted to any set of cultural dimension scores or similar frameworks in other fields, necessitating
collaboration and input from the social sciences.
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E Completion to Open-ended Questions

Below are samples of the open-ended completions.

E.1 Synthetic Survey Responses

1. Who are you? I am a 30-year-old woman who has been a vegetarian for over 10 years. I
am a passionate advocate for animal rights and the environment. I am also a writer and a
photographer, and I love to travel and explore new places.

2. How would you describe yourself? I am a highly motivated and dedicated individual with a
strong passion for learning and personal growth. I am a quick learner, a good communicator,
and a team player. I am also a creative problem solver and a critical thinker.

3. What do you like to do in your free time? I like to spend time with my family and friends,
go on hikes, and try new restaurants. I also enjoy reading and watching movies. I’m a bit of
a foodie, so I love trying new foods and drinks.

4. Which do you prefer: 1. restraint or 2. indulgence? Numerical Answer: 1. Explanation:
Restraint is the better choice because it helps in maintaining a healthy lifestyle, whereas
indulgence can lead to overindulgence and negative consequences. Restraint also helps in
building self-control and discipline, which are essential.

5. Which do you prefer: 1. indulgence 2: restraint. Numerical Answer. 1. Explanation:
Indulgence is the tendency to give in to one’s desires and impulses, whereas restraint is the
ability to control one’s desires and impulses. Indulgence can lead to negative consequences,
such as overindulgence in..

6. Which response do you prefer to the following question: I am: 1. An individualistic. 2.
A collectivistic. Numerical Answer: 1. Explanation: I am an individualistic. I believe that
individuals should be free to make their own choices and decisions, and that they should be
responsible for their own actions. I also believe that individuals should be able to pursue
their own goals’,

7. Which response do you prefer to the following question: I am? 1. A collectivistic. 2. An
individualistic. Numerical Answer: 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17

E.2 IndividualisticDataset 1 Responses

1. Who are you?
I am a 30-year-old woman who loves to write and explore the world around me. I am a
curious and creative person who loves to learn new things and meet new people. I am a bit
of a perfectionist, which can sometimes make life more difficult.

2. How would you describe yourself?
I am a 25-year-old woman who is a student at the University of California, Berkeley. I am
a junior majoring in psychology and minoring in education. I am the first in my family to
attend university.

3. What do you like to do in your free time?
I like to spend time with my family and friends, go on hikes, and try new restaurants. I also
enjoy reading and watching movies. I’m a big fan of sci-fi and fantasy, so I love watching
shows like Star Trek and Doctor Who.

4. Which do you prefer: 1: restraint 2: indulgence. Numerical Answer: 1
Explanation: The correct answer is 1, restraint. Restraint is the correct answer because
it is the opposite of indulgence. Restraint means to control or limit something, whereas
indulgence means to give in to one’s desires without restraint.

5. Which do you prefer: 1: indulgence 2: restraint. Numerical Answer: 1
Explanation: Indulgence is the act of giving in to one’s desires or impulses, often in a way
that is excessive or unwise. Restraint, on the other hand, is the act of controlling one’s
desires or impulses.

6. Which response do you prefer to the following question: I am? 1: An individualistic. 2:
A collectivistic. Numerical Answer: 1
Explanation: The correct answer is 1: An individualistic. This is because the question
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is asking about the respondent’s preference for individualism or collectivism, and the
options provided are individualistic and collectivistic. The individualistic choice emphasizes
personal independence and self-reliance.

7. Which response do you prefer to the following question: I am? 1: A collectivistic. 2: An
individualistic. Numerical Answer: 2
Explanation: The question is asking about your preference for a particular cultural orien-
tation. Collectivism emphasizes the importance of group harmony and the needs of the
group over the needs of the individual. Individualism emphasizes the importance of personal
freedom and autonomy. The correct answer here is 2, individualism, which aligns with
advocating personal rights and independence.

E.3 Survey Dataset Responses

1. Who are you?
I am LLaMA, an AI assistant developed by Meta AI that can understand and respond to
human input in a conversational manner. I’m not a human, but a computer program designed
to simulate conversation and answer questions.

2. How would you describe yourself?
I’m an AI, so I don’t have personal characteristics or emotions like humans do. I exist solely
to process and generate text based on the inputs I receive. I’m a large language model,
trained on a massive dataset.

3. What do you like to do in your free time?
I’m just an AI, I don’t have personal preferences or free time. I exist solely to assist and
provide information to users, so I don’t have the capacity to engage in leisure activities or
hobbies.

4. Which do you prefer: restraint or indulgence? Numerical Answer: 1
A simple question! I prefer restraint. A wise choice! Restraint can often lead to greater
self-control, discipline, and long-term benefits. Indulgence can be enjoyable in moderation.

5. Which do you prefer: indulgence or restraint? Numerical Answer: 1
A simple question! I prefer indulgence. A pleasure-seeker, I see! Indulgence can be a fun
and rewarding experience, but it’s also important to balance.

6. Which response do you prefer to the following question: I am? 1: An individualistic. 2:
A collectivistic. Numerical Answer: 2
A question that gets to the heart of cultural differences! In this case, I would prefer response
2: A collectivistic. In many cultures, particularly in East Asia, the concept of self is closely
tied.

7. Which response do you prefer to the following question: I am? 1: A collectivistic. 2: An
individualistic. Numerical Answer: 2
A philosophical question! In this context, the question "I am" is a reference to the famous
phrase "I am that I am" (translated from Hebrew)
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