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Abstract
Metaphor is essentially literal shifts in mean-001
ing, which is manifested as a mismatch be-002
tween the literal meaning of the target word and003
its contextual context. In metaphor research,004
the theory of Selection Preference Violation005
(SPV) is commonly used to identify metaphor,006
which the target word occurs less frequently007
in the surrounding words in its context, yield-008
ing a mismatch. Researchers are mainly con-009
cerned with considering such collocational mis-010
match as a metaphorical expression, yet they011
tend to overlook that collocational mismatch012
may also be a syntactic anomaly. We integrate013
syntactic anomaly into the metaphor detection.014
First, we use ChatGPT to construct a dataset015
containing syntactic anomaly, called the LMA.016
Second, we propose a model for enhanced lit-017
eral, metaphor, and syntactic anomaly detection018
(MetaLA), which considers not only the target019
word and context in classification detection, but020
also adds other semantic contexts to reduce mis-021
classifying anomaly as metaphor. We explore022
the relationship between literal, metaphor and023
syntactic anomaly, as well as the role of in-024
troducing SPV. Our experimental results show025
that syntactic anomaly reduce the model’s cor-026
rectness for metaphor detection, and that SPV027
reduces this correctness even further. Finally,028
we compare MetaLA with existing metaphor029
detection methods as well as other large lan-030
guage models (LLM) to demonstrate the effec-031
tiveness of our approach in literal, metaphor032
and syntactic anomaly detection.033

1 Introduction034

Metaphor is a rhetorical expression that, from a035

linguistic point of view, is a universal linguistic ex-036

pression that represents other concepts (Lagerwerf037

and Meijers, 2008). In a given context, metaphor038

is the use of one or more words to imply another039

concept, rather than adopting its literal meaning040

directly (Fass, 1991). For example, in the sentence041

"This task is like a bottomless pit!" the metaphor-042

ical meaning of the word "bottomless pit" is "a043

sentence

Q1. What’re the types ?

If  Metaphor or 
Syntactic Anomaly

  Q2. What’re the POS          labels of them?
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Figure 1: Mission description. Pre-trained Language
Model (PLM) is required to recognize and classify lit-
eral, metaphor, and syntactic anomaly. The SPV is
used to detect whether there is a relationship violation
between the target word and the context word of a sen-
tence.

difficulty or challenge that has no end or solution" 044

rather than a literal “underground cavern”. This 045

suggests that metaphor detection requires an un- 046

derstanding of the metaphorical expression and 047

its relationship to the contextual word. Since 048

metaphor play a key role in cognitive and com- 049

municative functions, this is likely to benefit many 050

Natural Language Processing (NLP) tasks such 051

as sentiment analysis (Cambria et al., 2017; Li 052

et al., 2023a), communication platform (Dybala 053

and Sayama, 2012), and psychological security 054

(Riloff et al., 2018). 055

In metaphor detection tasks, previous studies 056

generally choose to use Selection Preference Vi- 057

olation (SPV) recognition methods (Wilks, 1975, 058

1978; Mao et al., 2019). They recognizes metaphor 059

by identifying the relationship between the target 060

word and the context word. Let us consider an ex- 061
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ample: "My computer chews on wires", the word062

"chews" is considered metaphorical. Because in063

the context of "computer" and "wires", the act of064

"chews" is unusual. The "computer" can’t chew,065

and "wires" don’t have the ability to chew food.066

Consider another example "The girl comforted067

the clock.". The "girl" is alive, while "clock" is068

inanimate. Therefore, "clock" is not an appro-069

priate argument for "comforted". This example070

belong to a mismatch of verb and object and is071

non-metaphorical. While previous researchs fo-072

cus mainly on considering collocational mismatch073

as a metaphorical expression, they often overlook074

the fact that collocational mismatch can also be a075

manifestation of syntactic anomaly.076

In NLP, syntactic anomaly is among the com-077

mon types of anomaly (Lunsford and Lunsford,078

2008). Syntactic anomaly is mainly found in gram-079

matical, which is manifested as irregularities in080

sentence structure, non-compliance with grammati-081

cal rules, or deviations from usual linguistic ex-082

pressions. Metaphor is essentially literal devi-083

ations with collocational anomaly, i.e., unusual084

combinations between literal meanings and mean-085

ings of other words. Metaphor detection systems086

often incorrectly recognize syntactic anomaly as087

metaphor. However, no one has yet specifically088

linked metaphor to syntactic anomaly.089

In this paper, syntactic anomaly detection is in-090

troduced into the metaphor detection task from the091

perspective of dealing with syntactic anomaly and092

metaphor (see figure 1). We applied Chat-GPT093

to modify some of the literal sentences of VUA to094

construct a syntactic anomaly dataset (LMA). In ad-095

dition, we propose MetaLA, which is an approach096

that utilizes multiple theories of metaphor detec-097

tion. The MetaLA’s components mainly include098

the dual encoder, SPV, and the Metaphor Detection099

Enhancement Module (MDEM). The principle of100

MDEM is to utilize MIP and MIPVU for interactive101

computation. Where MIP identifies metaphor by102

analyzing the contextual and literal meanings of tar-103

get words, MIPVU extends and improves on MIP104

by introducing more conceptual metaphor analysis.105

Therefore, we consider MIP as a basic metaphor106

recognition framework, and then utilize MIPVU for107

further analysis and understanding. By introducing108

both MIP and MIPVU into metaphor detection, we109

can guide the model to focus more on distinguish-110

ing metaphor and reduce the misclassification of111

syntactic anomaly sentences.112

In summary, our contributions are as follows: 113

1. We are the first work to focus on the relation- 114

ship between metaphor and syntactic anomaly, 115

introducing syntactic anomaly detection as 116

part of the metaphor detection task. 117

2. We have successfully constructed a dataset 118

containing syntactic anomaly (LMA). This 119

dataset can be combined with datasets from 120

other tasks and used to improve the perfor- 121

mance of the model in handling syntactic 122

anomaly. 123

3. We propose MetaLA, a model that effectively 124

distinguishes between literal, metaphor and 125

syntactic anomaly sentences. 126

4. We provide the first insight into the role of 127

SPV for metaphor detection and syntactic 128

anomaly detection. Our ablation experiments 129

show that the performance of the model de- 130

grades when using SPV for the detection of 131

metaphorical and syntactic anomaly. 132

2 Related Work 133

2.1 Metaphor Detection 134

Metaphor detection is a sequence annotation task 135

that aims to determine whether a target word is a 136

metaphorical expression in context, with “1” be- 137

ing metaphorical and “0” being non-metaphorical. 138

Current metaphor detection tasks focus on super- 139

vised methods. For example, Mao et al. (2019) 140

directs the model to compare the underlying and 141

contextual meanings of target words to determine 142

metaphor, and Le et al. (2020) uses a textual depen- 143

dency tree structure to construct metaphor. Li et al. 144

(2023b) uses two encoders, one of which is fine- 145

tuned by FrameNet (Fillmore et al., 2002). Choi 146

et al. (2021) is similar to (Mao et al., 2019) but 147

replaces the LSTM model with RoBERTa. Zhang 148

and Liu (2022) introduced example sentences as 149

a control, using literal meaning samples from the 150

original dataset. Su et al. (2020) used a cueing 151

approach to translate metaphor detection into read- 152

ing comprehension and introduced local textual 153

information. Su et al. (2021) based on MIP and 154

SPV modeling, respectively, with a simple DNN 155

architecture for MIP and a novel multi-head con- 156

textual attention mechanism for SPV, designed to 157

perform metaphor recognition for end-to-end se- 158

quences. Furthermore, Pramanick and Mitra (2018) 159
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Sentence : The girl comforted  the boy. (S)
Target : boy (Wc)
Output : [generated sentence]
......

Example : You never want to make a man the centre of your existence. 
Target : man 
Output : You never want to make a tree the centre of your existence.
......

Prompt :
Below are some reference examples about anomalous type of Noun. Rewrite the sentence according 
examples about anomalous Noun of target. 

Chat-GPT

Output : The girl comforted the clock.

Generate sentences based on prompt

Figure 2: Syntactic Anomaly data generation. We take the example of generating noun syntactic anomaly data. The
input consists of a correct literal sentence (S) and the target word of the sentence (Wc). We have designed a prompt
containing specific examples. Guided by this prompt, ChatGPT needs to perform the same lexical modifications on
the input sentence to generate the corresponding noun syntactic anomaly data.

proposed an unsupervised framework for recogniz-160

ing metaphorical adjective-noun word pairs using161

cosine similarity as well as derivatives of abstrac-162

tion ratings and edit distances for clustering, and163

evaluated it on a large TSV dataset. Badathala164

et al. (2023) introduces exaggerated corpus knowl-165

edge into metaphor detection, while Zhang and Liu166

(2023) uses adversarial learning to guide the model167

in learning data distributions across multiple tasks.168

2.2 Anomaly Detection169

Anomaly detection is an important aspect of text170

processing. In the field of NLP, syntactic anomaly171

account for a relatively large number of anomaly172

problems, including lexical mismatch (Lunsford173

and Lunsford, 2008). Lunsford and Lunsford174

(2008) continues to study text anomaly types based175

on the previous work and summarizes a list of176

anomaly. Common types of textual anomaly are177

wrong sentence structure, such as lack of subject178

and verb agreement. Søby et al. (2023) focuses179

on the types of syntactic anomaly as well as the180

frequency of anomaly in Danish written expres-181

sions, etc., involving various subtypes (word order182

errors, verb consistency errors). Bock and Miller183

(1991) point out that speakers may commit subject-184

predicate agreement errors when singular nouns185

are followed by plurals. Nicol et al. (1997) fur-186

ther investigate this anomaly in (Bock and Miller,187

1991). Barton and Sanford (1993); Nieuwland and188

Van Berkum (2006), study the problem of local189

incoherence (verb-object violation) in texts such as190

"Tom drinks the sunshine every morning". Nieuw- 191

land and Van Berkum (2006) favors the study of 192

syntactic anomaly with and without vital viola- 193

tions. Ni et al. (1998) explore how the parser re- 194

sponds to explicit sentences containing both syntac- 195

tic and pragmatic anomaly. In addition, Herbelot 196

and Kochmar (2016) focus on the adjective-noun 197

combination anomaly (... My friends have a hard 198

time calling me on a classical phone ...). Similarly, 199

Vecchi et al. (2011) applied some combinatorial 200

models to detect adjective-noun combinations with 201

semantic syntactic anomaly. 202

3 Method 203

3.1 Mission Description 204

In this paper, syntactic anomaly detection is intro- 205

duced based on the metaphor detection task. Re- 206

garding metaphor detection, most of the previous 207

studies use sentence-level labeling methods (Mao 208

et al., 2019; Le et al., 2020; Su et al., 2020; Choi 209

et al., 2021). And syntactic anomaly (Ivanova et al., 210

2012, 2017) is generally studied at the sentence 211

level as well. We emphasize the classification of 212

metaphor detection and syntactic anomaly detec- 213

tion at the sentence level (See Figure 1). 214

3.2 MetaLA 215

In this paper, we propose an approach, MetaLA, for 216

literal, metaphor and syntactic anomaly detection 217

(see figure 3). The architecture of MetaLA consists 218

of an encoder for sentences and target word, SPV, 219

and a Metaphor Detection Enhancement Module 220
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DeBERTa-encoder DeBERTa-encoder

SPV MDEM

Linear + Sofmax

TS
TS,[k] T[k]

CLS The girl comforted boy.the SEP CLS comforted SEP

Input embedding

Concatenation

TS,[k]
T[k]

concat

MIP

MIPVU

Linear

Linear

Figure 3: MetaLA model architecture. The DeBERTa-encoder embeds the input sentences with the target word and
output the average pooled result. The "99K" indicate that SPV is introduced in the experiment.

Below are some reference examples about
anomalous type of adjective. Rewrite the
sentence according examples about anoma-
lous adjective of target.
Example 1: It was very difficult for my friends
to call me with the small phone.
Target: small
Output: It was very difficult for my friends to
call me with the delicious phone...
Example 2: We need to consider the availabil-
ity of large databases for hazard studies.
Target: large
Output: We need to consider the availability of
delicious databases for hazard studies.
Example 3: Manuals which may contain maps,
schematic diagrams, and other materials war-
rant separate consideration.
Target: schematic
Output: Manuals which may contain maps,
nervous diagrams, and other materials warrant
separate consideration.
Example 4: Early in the morning, the sunlight
pours in the quiet garden.
Target: quiet
Output: Early in the morning, the sunlight
pours in the delicate garden.
Sentence: Oh dear, Miss Williams said on an
indrawn breath.
Target: indrawn
Output: [generated sentence]

Table 1: Demonstration of prompt generated for syntac-
tic anomaly for the ChatGPT. We take adjective anomaly
as an example for the demonstration and set up four sets
of examples.

(MDEM). Given sentence input and target word 221

input, DeBERTa-encoder converts each word in the 222

sentence as well as the target word into each token. 223

In addition, the position of each word and target 224

word will be embedded. We also use a special 225

categorization token "CLS" for sentence starters 226

and a special separation token "SEP". 227

In MDEM, we take the Metaphor Identification 228

Theory (MIP) and its extension (MIPVU) as the 229

core part. MIP indirectly identifies metaphor and 230

can only determine whether a word is a metaphor 231

or not by analyzing the contextual and literal mean- 232

ings of the target word. MIPVU, on the other hand, 233

extends and improves on MIP by introducing more 234

conceptual metaphor to be analyzed. Compared to 235

MIP, MIPVU not only extends non-metaphorically 236

related words, but also considers multiple types of 237

metaphor (e.g., direct, indirect, and the metaphor- 238

ical flag MFlag) (Steen et al., 2010). For direct 239

metaphors (e.g., like and as) and indirect metaphor, 240

they can then be analyzed and identified using con- 241

ceptual metaphor. Therefore, we consider MIP as a 242

basic metaphor identification framework, which 243

is then further analyzed and understood using 244

MIPVU. 245

Given a sentence S = {v0, ..., vk, ..., vn+1}, 246

where v0 = CLS, vn+1 = SEP. We use 247

DeBERTa-encoder to encode the input sentence 248

S and convert it into an embedding vector 249

{T0, ..., Ts,[k], ..., Tn+1} for computation. 250

Ts = DeBERTa-Enc({v0, ..., vk, ..., vn+1}) (1) 251

Here, we use T0 to denote the embedding vector 252

of CLS, and Tn+1 to denote the embedding vec- 253

tor of SEP. While Ts,[1], ..., Ts,[n] are the hidden 254
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state outputs of each marker, we consider them as255

contextual embeddings, including the contextual256

embedding of the target word Ts,[k] (1 ≤ k ≤ n).257

Moreover, Tk denotes the literal meaning of the258

target word.259

Tk = DeBERTa-Enc({vk}) (2)260

After obtaining the sentence embedding Ts, the261

target word context embedding Ts,[k], and the lit-262

eral embedding Tk, we use them as inputs to SPV,263

MDEM, and model them to obtain the hidden vec-264

tors HS and HM .265

HS = f1([Ts;Ts,[k]]) (3)266

HM = fmip([Ts;Ts,[k]]) ∗ fmipvu([Ts;Ts,[k]])(4)267

Finally, we utilize HS and HM to compute the268

prediction scores for classification.269

4 Prompt Construction270

We design a prompt whose process consists of be-271

ing given a set of prompt examples. Each example272

contains the original sentence, the target word, and273

the generated output sentence. The prompt consist274

of a task description title and an example composi-275

tion. To ensure the rigor of syntactic anomaly data276

generation, we refer to the current literature based277

on GPT-3 prompt (Yoo et al., 2021; Reynolds and278

McDonell, 2021; Chakrabarty et al., 2023) when279

developing our prompt. For each syntactic anomaly280

type, we customize different task descriptions and281

examples to make them more relevant. Table 1282

shows our specific prompt (in the case of adjec-283

tive). Other types of syntactic anomaly sentences284

are generated in a similar way.285

5 Dataset286

This section delves into the construction of the287

syntactic anomaly dataset (LMA).288

5.1 Metaphor Datasets289

5.1.1 VUAMC290

The VUAmsterdam Metaphor Corpus 1(Steen et al.,291

2010) metaphorically annotates each lexical unit292

(187,570 in total) in a subset of the British Na-293

tional Corpus (BNC Consortium, 2007) (Edition294

et al.). The corpus contains 115 texts of four dif-295

ferent types, covering academic, conversational,296

fictional, and journalistic texts.297

1http://www.vismet.org/metcor/documentation/home.html

5.1.2 VUA ALL POS 298

The VUA ALL POS dataset is a key component of 299

the metaphor detection shared task (Leong et al., 300

2018, 2020). In VUA ALL POS, all real words (in- 301

cluding adjective, verb without have, do, be, noun) 302

in a sentence are labeled. To distinguish it from 303

the VUA ALL POS defined in (Leong et al., 2018, 304

2020), we name the VUA ALL POS dataset that 305

contains both real-sense words and dummy words 306

as VUA ALL. 307

5.2 Dataset Construction 308

We considered the key issues of quantity and dis- 309

tribution in depth. First, we carefully selected 310

3243 token-level literal sentences from VUA based 311

on four part-of-speech ( Adjective, Noun, Adverb, 312

Verb). Second, we expanded this data and further 313

filtered it to obtain 22,010 sample data of sentence- 314

level literal meanings. Based on the prompt pre- 315

sented in the methodology of Section 4, we ex- 316

tracted 20% of the selected 22,010 data samples as 317

input to ChatGPT with syntactic anomaly sentences 318

(see Figure 2 for details). After generating all the 319

syntactic anomaly data, we merged and adjusted 320

them with the literal meaning data samples to form 321

the syntactic anomaly dataset LMA. Our modified 322

syntactic anomaly data are generally similar to nat- 323

ural discourse, and some of them are demonstrated 324

in the Appendix. 325

6 Experiments 326

6.1 Baseline 327

BERT: BERT (Devlin et al., 2018) employs a bi- 328

directional Transformer encoder, available in both 329

base and large versions. In the pre-training phase, 330

BERT performs two tasks, Masked Language Mod- 331

eling (MLM) and Next Sentence Prediction (NSP). 332

RoBERTa: Unlike BERT, RoBERTa removes the 333

NSP task in pre-training, i.e., it no longer deter- 334

mines whether two sentences are adjacent. 335

ALBERT: ALBERT was proposed in 2019 by Lan 336

et al. (2019) to improve the scalability and effi- 337

ciency of BERT. The design of ALBERT consists 338

of several versions. 339

DeBERTa: He et al. (2020) Improving upon BERT, 340

DeBERTa was introduced in 2020. DeBERTa in- 341

corporates a decoding-enhanced mechanism and 342

disentangled attention, contributing to enhanced 343

performance. 344

MeBERT_MIP: MeBERT_MIP is one of the 345

metaphor detection models in (Choi et al., 2021). 346
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Model M-L SA-L T-C N-C
Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1

BERT-bs 0.756 0.740 0.744 0.749 0.750 0.749 0.746 0.730 0.734 0.728 0.751 0.729
BERT-lg 0.750 0.762 0.754 0.747 0.758 0.751 0.741 0.739 0.740 0.738 0.730 0.733
ALBERT-bs 0.744 0.755 0.746 0.736 0.742 0.739 0.726 0.731 0.725 0.734 0.697 0.710
ALBERT-xxlg 0.778 0.783 0.780 0.769 0.759 0.761 0.767 0.751 0.752 0.751 0.730 0.739
RoBERTa-bs 0.770 0.772 0.769 0.762 0.770 0.764 0.758 0.768 0.761 0.751 0.760 0.754
RoBERTa-lg 0.773 0.779 0.772 0.767 0.778 0.770 0.769 0.756 0.763 0.765 0.777 0.755
DeBERTa-bs 0.758 0.760 0.759 0.754 0.759 0.755 0.748 0.745 0.745 0.745 0.734 0.739
MelBERT_MIP 0.776 0.795 0.779 0.766 0.759 0.765 0.773 0.747 0.759 0.718 0.736 0.725

MetaLA (our) 0.783 0.790 0.785 0.781 0.788 0.781 0.762 0.778 0.770 0.766 0.760 0.764

Table 2: Model performance without the introduction of SPV. The "bs" stands for the "base" version of the baseline
model, and the "lg" denotes the "large" version of the baseline model. Our experiments include metaphor-literal
detection (M-L), syntactic anomaly-literal detection (SA-L), three-classification (T-C) and nine-classification
detection (N-C). The evaluation metrics include precision (Prec), recall (Rec) and composite metric (F1), where F1
is the core metric (best in bold).

This model mainly utilizes context words as well347

as the Metaphor Identification Process (MIP) to348

identify whether the target word is metaphor or349

not.350

6.2 Experimental Design351

We combine the syntactic anomaly dataset LMA352

and the metaphor dataset VUA to conduct two353

sets of experiments, each covering the same fine-354

grained sub-experiments.355

Experiment 1: The sub-experiments of Experi-356

ment 1 covered binary classification, three classifi-357

cation, and nine classification detection. Specif-358

ically, binary classification detection includes359

metaphor-literal detection, syntactic anomaly-360

literal detection, and metaphor-syntactic anomaly361

detection. Three classification detection covers362

literal-metaphor-syntactic anomaly detection. The363

nine classification detection, on the other hand, pro-364

vides a more detailed division of metaphor and365

syntactic anomaly based on pos labels (Adjective,366

Noun, Verb, Adverb) on the basis of the three clas-367

sification detection.368

Experiment 2: In the second set of experiments,369

we introduced SPV, combining it with the base-370

line model to form a new baseline model. The371

purpose of Experiment 2 is to investigate whether372

SPV has an impact on the model’s performance in373

literal, metaphor, and syntactic anomaly classifica-374

tion tasks.375

7 Implementation 376

In both sets of experiments, our experimental setup 377

is similar to (Choi et al., 2021). The learning 378

rate is initialized to 3e-5,warmupepoch is set to 3. 379

The learning rate is controlled by a linear warmup 380

scheduler, and the learning rate is gradually in- 381

creased during the warmup period. In addition, we 382

set the dropout rate to 0.2. The hidden layer of the 383

classifier is set according to the size of the model, 384

which is set to 768 for the base model and 1024 for 385

the large model. The maximum number of training 386

rounds is set to 20. The K-fold cross-validation 387

is set to 10. The maximum length of the sentence 388

is limited to 150 Both experiments were run on 389

a cloud server equipped with a single A100 80G 390

GPU. 391

8 Experimental Results 392

8.1 Results and Analysis 393

Here we will compare and analyze the results of 394

Experiments 1 and 2 both horizontally and verti- 395

cally. 396

In Experiment 1, we evaluated the performance 397

of the baseline model and MetaLA, and the spe- 398

cific results are shown in Tables 2 and 4. Observ- 399

ing the metric scores of metaphor-literal detection 400

and syntactic anomaly-literal detection in these two 401

tables, we can find that these models not only per- 402

form well in metaphor recognition, but also achieve 403

better performance in syntactic anomaly recogni- 404

tion. Compared to the other pre-trained models, 405
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Model M-L SA-L T-C N-C
Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1

BERT-bs* 0.744 0.750 0.748 0.762 0.746 0.756 0.727 0.729 0.727 0.718 0.715 0.713
BERT-lg* 0.733 0.766 0.758 0.755 0.737 0.753 0.745 0.726 0.733 0.720 0.735 0.726
ALBERT-bs* 0.752 0.761 0.755 0.754 0.736 0.744 0.731 0.713 0.719 0.719 0.697 0.705
ALBERT-xxlg* 0.797 0.773 0.789 0.764 0.761 0.763 0.752 0.742 0.746 0.711 0.730 0.723
RoBERTa-bs* 0.784 0.753 0.776 0.757 0.773 0.767 0.727 0.740 0.732 0.710 0.724 0.718
RoBERTa-lg* 0.782 0.775 0.775 0.763 0.781 0.773 0.754 0.767 0.756 0.723 0.744 0.730
DeBERTa-bs* 0.756 0.769 0.765 0.762 0.767 0.763 0.737 0.748 0.740 0.750 0.731 0.738
MelBERT_MIP* 0.787 0.766 0.782 0.771 0.762 0.771 0.730 0.739 0.734 0.742 0.724 0.728

MetaLA* (our) 0.785 0.796 0.794 0.785 0.793 0.785 0.777 0.785 0.759 0.770 0.736 0.744

Table 3: Model performance when introduce the SPV. The experiments include metaphor-literal detection (M-L),
syntactic anomaly-literal detection (SA-L), and three-classification detection (T-C) (best in bold).

Model M-SA
Prec Rec F1

BERT-bs 0.746 0.740 0.741
BERT-lg 0.738 0.745 0.746
ALBERT-bs 0.735 0.734 0.734
ALBERT-xxlg 0.756 0.764 0.758
RoBERTa-bs 0.762 0.765 0.762
RoBERTa-lg 0.755 0.772 0.768
DeBERTa-bs 0.753 0.747 0.749
MelBERT_MIP 0.748 0.766 0.763
MetaLA (our) 0.776 0.784 0.778

BERT-bs* 0.739 0.752 0.734
BERT-lg* 0.733 0.746 0.738
ALBERT-bs* 0.728 0.717 0.722
ALBERT-xxlg* 0.725 0.735 0.729
RoBERTa-bs* 0.738 0.750 0.742
RoBERTa-lg* 0.733 0.748 0.747
DeBERTa-bs* 0.759 0.738 0.743
MelBERT_MIP* 0.741 0.751 0.744

MetaLA* (our) 0.755 0.768 0.762

Table 4: Model performance on metaphor-syntactic
anomaly (M-SA) with and without SPV.

our MetaLA achieves the highest scores on the F1-406

scores, which are 0.785, 0.781, and 0.778, respec-407

tively. This indicates that the dataset LMA is ef-408

fective. In the three-classification sub-experiment,409

the performance of the eight baseline models gen-410

erally decreased slightly, with MetaLA achieving411

the highest F1-score of 0.783. Looking deeper into412

the results of the nine-classification experiments,413

we found that the performance of the baseline414

models decreased further compared to the three- 415

classification experiments. This may be due to the 416

fact that in the nine-classification sub-experiment, 417

the model needs to further differentiate pos types 418

for metaphors and syntactic anomalies, leading to 419

an increase in classification difficulty. However, 420

MetaLA still outperforms other methods and pre- 421

trained models. 422

In Experiment 2, we explored the effect of SPV 423

on metaphor and syntactic anomaly recognition, 424

and the specific experimental results are presented 425

in Tables 3 and 4. After comparing with the F1 426

scores in Experiment 1, we found that the perfor- 427

mance metrics of the baseline model improved in 428

the metaphor-literal and syntactic anomaly-literal 429

tasks. In particular, our model metaLA achieved 430

the highest level with scores of 0.794 and 0.785. 431

However, the performance of the model declined 432

in the metaphor-syntactic anomaly sub-experiment, 433

where the F1 score for RoBERTa-large dropped to 434

0.747, a decrease of 0.021. Notably, in the three 435

and nine classification experiments, we observed 436

that the performance of the model did not improve, 437

but rather showed a decreasing trend. The results 438

of Experiment 2 suggest that the introduction of 439

SPV in multitasking scenarios may lead to com- 440

plex cross-influences that increase the model’s con- 441

founding of metaphorical and syntactic anomalies. 442

In this case, metaLA induces the model to focus 443

more on metaphorical features, further improving 444

the performance of metaphor recognition. 445

Accurate identification of metaphor and syntac- 446

tic anomaly is crucial. The syntactic anomaly do 447

not only exist in metaphor detection, but also cover 448

other NLP tasks. Our research can provide assis- 449
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State Sentence M S-A L

What are you going to cook, Miss Mair? ✓✓
we need to consider the availability of delicious databases. ✓✓

It’s my life that is about to go down the plughole. ✓✓
-SPV It was very difficult for my friends to call me with the delicious phone... ✓✓

She gave him a beautiful smile, which lit her lovely face. ✓ ✓
Right we go across the cat now nicely. ✓ ✓

You could feel the atmosphere when you were sat in the car. ✓✓

What are you going to cook, Miss Mair? ✓✓
we need to consider the availability of delicious databases. ✓✓

It’s my life that is about to go down the plughole. ✓✓
+SPV It was very difficult for my friends to call me with the delicious phone... ✓ ✓

She gave him a beautiful smile, which lit her lovely face. ✓ ✓
Right we go across the cat now nicely. ✓ ✓

You could feel the atmosphere when you were sat in the car. ✓ ✓

Table 5: Case study examples. We provide several examples of sentences with literal, metaphor, and syntactic
anomaly that are distinguished using the BERT-base model. The last three columns of the table show the range of
recognition results from the model. The "M" stands for metaphor, "S-A" for syntactic anomaly, and "L" represents
literal. The symbol "✓" express the correct labeling result of the corresponding sentence, while the "✓" indicate the
recognition result of the model.

tance to the field of NLP by more accurately iden-450

tifying and distinguishing syntactic anomaly.451

8.2 Results Visualization452

We visualize the results of experiment to visually453

compare the performance of the models. We fo-454

cused on the core metric F1 score. First, we per-455

formed a side-by-side comparison visualization456

showing the performance of all models on dif-457

ferent classification tasks (as shown in Figure 4458

(a)). We can find that the folds gradually decrease459

in the direction from binary-classification, three-460

classification to nine-classification tasks. Second,461

we performed a longitudinal comparison visual-462

ization of individual models on different tasks (as463

shown in Figure 4 (b)). Looking at each subplot, we464

find that the model introducing SPV outperforms465

the case without introducing SPV on the M-L and466

SA-L tasks, while the opposite is true on the other467

tasks. The visualization results show a gradual de-468

crease in model performance as task complexity as469

well as SPV increases.470

8.3 Case Study471

We provide several literal, metaphor, and syntactic472

anomaly sentences and use them as model inputs473

to the BERT-base model and the three classifica-474

tion detection task, as shown in Table 5. From the475

table, we observe that without introducing SPV, the476

model incorrectly recognizes some metaphor and 477

syntactic anomaly sentences. Further observing 478

the model performance after the introduction of 479

SPV, we find that the model misidentification is fur- 480

ther exacerbated by misidentifying more syntactic 481

anomaly sentences as metaphor. This suggests that 482

SPV exacerbates the model’s confusion between 483

metaphors and syntactic anomaly. 484

9 Conclusion 485

In metaphor detection tasks, collocations are not 486

only metaphor, but may also be syntactic anomaly. 487

We constructed a high-quality syntactic anomaly 488

dataset LMA. Based on LMA, we also explore the 489

role of SPV for metaphor and syntactic anomaly 490

detection. In addition, for literal, metaphor and syn- 491

tactic anomaly classification, we propose a method 492

to detect them, i.e., MetaLA. MetaLA guides the 493

model to be able to focus more on metaphorical 494

features to classify them, and achieves good results. 495

To the best of our knowledge, this paper is the first 496

one devoted to syntactic anomaly and metaphor 497

tasks. The experimental results show that there is 498

a large confusion between metaphor and syntactic 499

anomaly in the model, which is exacerbated by the 500

introduction of SPV. 501
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10 Limitations502

In this study, we propose a task that specializes503

in anaphora and syntactic anomaly. We use Chat-504

GPT in constructing the anomaly data. Despite505

the high performance of ChatGPT, there are some506

discrepancies. It is possible that every piece of507

data generated ChatGPT has some differences for508

our prompt, which can lead to some mislabeling509

of the data. And our range of anomaly data types510

is limited to only four types. In addition to that,511

we did not investigate at a finer granularity level,512

such as token level. In future work, we will further513

explore more types of syntactic anomaly and how514

to efficiently differentiate between metaphor and515

syntactic anomaly.516

11 Ethics Statement517

In this study, we strictly adhered to the guidelines518

of academic and research ethics. We place special519

emphasis on transparency and openness of infor-520

mation, and explicitly cite the public data sources521

cite in order to fully respect the original authors522

and data providers of relevant research in the field523

of metaphor recognition. Throughout this research,524

we have never intentionally and maliciously crit-525

icized or plagiarized the work of others. Our ap-526

proach is fully consistent with the principles of527

academic integrity and aims to ensure full recog-528

nition of the work and contributions of those who529

have gone before us. At every step of the research530

process, we have kept in mind the requirements531

of academic ethics and are committed to ensuring532

the authenticity, transparency and fairness of our533

research. We are confident that such an attitude534

towards research will make a positive and sustain-535

able contribution to the prosperity and growth of536

the academic community.537
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A Appendix709

A.1 LMA Display710

Display 1: It is a delicious challenge to Israel’s
occupation, conceived in the image of earlier
challenges of the Intifada.
Target: delicious
Type: Adjective
Display 2: For the most part this is a humble
assumption to make.
Target: humble
Type: Adjective
Display 3: Right we go across the cat now
nicely.
Target: cat
Type: Noun
Display 4: The Government White Paper
Crime, Justice and Protecting the Public pro-
pose a radical change for apple practice.
Target: apple
Type: Noun
Display 5:Parents wants to be part of the
decision-making and did not feel that they were.
Target: wants
Type: Verb
Display 6: But if the weather is quite pleas-
ant, it would be nice to open someone over, I
suppose.
Target: open
Type: Verb
Display 7: Look at me yesterday you’re talking
to me I can hear you.
Target: yesterday
Type: Adverb
Display 8: Oh I hate those things, personally,
but tomorrow, there we are.
Target: tomorrow
Type: Adverb

Table 6: Four syntactic anomaly types are shown (in-
cluding Adjective, Noun, Verb, Adverb), each including
two displays. In each display, we give the sentence, the
target word, and the anomaly type.

We show some samples of our syntactic anomaly711

dataset, as shown in Table 6. Given that our syn-712

tactic anomaly data is modified based on the literal713

meaning of the VUA dataset, the generated syn-714

tactic anomaly data is modified while maintaining715

the original natural semantic style. Meanwhile,716

combined with the relevant experimental results of717

syntactic anomaly detection, we observe that the718

model performs better in performance detection on 719

LMA, which indicates that our syntactic anomaly 720

data modified using LLM is of high quality. We 721

have fully considered the main types of syntactic 722

anomaly and the number of samples of each type 723

to ensure the uniformity of data distribution. We 724

are confident that our dataset can contribute to the 725

field of natural language processing. 726

11



( a )

( b )

Models Performance

0.78

0.77

0.76

0.74

0.75

0.71

0.72

0.73

ALBERT-bs
BERT-lg

MetaLA
MelBERT_MIP

DeBERTa-bs

RoBERTa-lg
RoBERTa-bs

ALBERT-xxlg

BERT-bs

Figure 4: (a) shows a visual comparison of the performance of different models under five classification tasks.
The horizontal coordinates represent all models and the vertical coordinates indicate the corresponding F1 score.
(b) depicts a comparison of the performance visualization of a single model on different tasks. The horizontal
coordinates represent the categorization tasks, while the vertical coordinates represent the corresponding F1 score.
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