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Abstract

Following the garbage in garbage out maxim,001
the quality of training data supplied to machine002
learning models impacts their performance.003
Generating these high-quality annotated train-004
ing sets from unlabelled data is both expen-005
sive and unreliable. Moreover, social media006
platforms are increasingly limiting academic007
access to data, eliminating a key resource for008
NLP research. Consequently, researchers are009
shifting focus towards text data augmentation010
strategies to overcome these restrictions. In011
this work, we present an innovative data aug-012
mentation method, PromptAug, focusing on013
the design of distinct prompt engineering tech-014
niques for Large Language Models (LLMs).015
We concentrate on Instruction, Context, Ex-016
ample, and Definition prompt attributes, em-017
powering LLMs to generate high-quality, class-018
specific data instances without requiring pre-019
training. We demonstrate the effectiveness of020
PromptAug, with improvements over the base-021
line dataset of 2% accuracy, 5% F1-score, 5%022
recall, and 2% precision. Furthermore, we eval-023
uate PromptAug over a variety of dataset sizes,024
proving it’s effectiveness even in extreme data025
scarcity scenarios. To ensure a thorough evalu-026
ation of data augmentation methods we further027
perform qualitative thematic analysis, identify-028
ing four problematic themes with augmented029
text data; Linguistic Fluidity, Humour Ambigu-030
ity, Augmented Content Ambiguity, and Aug-031
mented Content Misinterpretation.032

1 Research Contributions033

We make the following contributions in this paper:034

• Developed a prompt-based data augmentation035

method for enhancing social media data for036

multi-class conflict classification.037

• Evaluate the quality of generated data using038

quantitative and qualitative methods.039

• Evaluate the effect of dataset size on classifi-040

cation performance and data generation.041

2 Introduction 042

Many machine learning models have been success- 043

fully applied to classification tasks (Minaee et al., 044

2021). Robust training datasets are required to 045

achieve this high performance level (Fenza et al., 046

2021). In NLP, datasets are commonly obtained 047

by collecting and annotating datapoints from plat- 048

form APIs, frequently utilizing annotation services, 049

e.g. MTurk (Aguinis et al., 2021). This approach 050

has however been jeopardised, platforms such as 051

Facebook and X(Twitter) have restricted academic 052

access to research data, placing access either be- 053

yond reach or behind a paywall, which many re- 054

searchers cannot afford. Additionally, researchers 055

have questioned the quality of data produced by on- 056

line data labelling services (Welinder and Perona, 057

2010). Whilst these services provide opportunities 058

to easily produce labelled data many question the 059

varying levels of accuracy and precision (Paolacci 060

et al., 2010). Data augmentation (DA) presents a 061

solution to this issue and is a growing NLP research 062

area (Shorten et al., 2021). By using DA techniques 063

researchers can expand datasets, increasing the reli- 064

ability and performance of models while preventing 065

over-fitting to limited training data. 066

Within image and vision, a variety of DA tech- 067

niques exist such as rotations, color space augment- 068

ing, mixing images, etc. (Shorten and Khoshgof- 069

taar, 2019). However, many of these techniques 070

can’t be applied to text DA which presents a more 071

complicated challenge as class labels depend on 072

nuanced relationships between characters, words, 073

and sentences (Li et al., 2022). We argue existing 074

NLP techniques are limited in variety and depth of 075

generated datapoints or require extensive, expen- 076

sive pre-training. A large number of DA methods 077

center around rule based augmentation e.g. syn- 078

onym swapping or sentence manipulation. These 079

methods restrict the variety present in augmented 080

datapoints. Feng et al. recognise that rule based DA 081
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methods are easy to implement but offer only incre-082

mental improvements with small diversity in gen-083

erated datapoints (Feng et al., 2021). Conversely,084

other augmentation techniques aim to train mod-085

els using existing data and subsequently generate086

entirely new datapoints (Anaby-Tavor et al., 2020;087

Yang et al., 2020; Quteineh et al., 2020). However,088

these models are more expensive to implement and089

require a quality training set with a suitable number090

of datapoints, something which is rarely present in091

real world scenarios that require DA.092

These method’s problems are worsened when093

dealing with complex multi-class classification094

tasks surrounding human behaviours, e.g. the con-095

flict task discussed in this paper. This task in-096

volves a compact dataset sourced from netnogra-097

phies (Kozinets, 2015) compiled by Breitsohl et al.098

(Breitsohl et al., 2018), that demands a model capa-099

ble of discerning between six distinct conflict be-100

haviors shown in Table 2. These behaviors exhibit101

common traits, resulting in blurred class bound-102

aries and identity. Lango and Stefanowski also103

identify class imbalance, inter-relation and over-104

lapping as key contributors to the difficulties in105

small multi-class classification tasks (Lango and106

Stefanowski, 2022). Due to the small dataset size,107

augmentation methods requiring pre-training strug-108

gle to generate eligible datapoints. The problems109

with substitution based methods are also evident110

with nuanced behaviour data. Although these ap-111

proaches tend to use techniques such as synonym112

selection via Wordnet (Fellbaum, 2010), they of-113

ten do not retain datapoint identity. Performing114

text transmutation methods such as word swapping,115

insertion, or reordering can change the context, leg-116

ibility, and label preservation of the datapoint. This117

is shown in the two EDA, a text transmutation DA118

method, datapoints in Fig. 1 (Wei and Zou, 2019).119

In augmented datapoint example one, there is a lack120

of legibility and the context of singling a user out121

for negativity is lost. In example two, the substitu-122

tion of two words completely changes the tone and123

subsequent datapoint class. Instead of critiquing124

another user’s viewpoint on a woman the datapoint125

is turned into an offensive trolling behaviour, this126

would however not be reflected in the datapoint127

label which would remain as criticism.128

3 Related Work129

EDA (Wei and Zou, 2019) is a widely used and130

referenced DA method, employing four operations;131

Figure 1: Example EDA Datapoints, showing a lack of
legibility in "1" and change of context and label in "2".

synonym replacement, random insertion, random 132

swap, and random deletion. EDA demonstrated 133

increased performance across a variety of classifi- 134

cation tasks and restricted dataset sizes. 135

CBERT (Wu et al., 2019),is based on a BERT 136

model where an additional label-conditional con- 137

straint is applied to the model task. The BERT 138

model then creates augmented data whilst retaining 139

contextual label information. CBERT showed in- 140

creased performance in multiple classification tasks 141

compared to baselines and other NLP DA methods. 142

Lambada (Anaby-Tavor et al., 2020), a DA 143

method based on generating additional datapoints 144

using an LLM then filtering the data using a classi- 145

fier that is pre-trained on the original data to ensure 146

quality data. The filtration works via the classifiers 147

confidence score for each class, with the algorithm 148

retaining the top N samples where the models clas- 149

sification matches the true label of the datapoint. 150

However, filtering via classification model could 151

introduce bias into the training dataset. 152

Outside of NLP classification tasks, Whitehouse 153

et al. (Whitehouse et al., 2023) explore the use 154

of prompt formatting DA to improve performance 155

in multilingual commonsense reasoning datasets. 156

They make use of more powerful closed LLMs 157

such as GPT-4, and identify that exploring open- 158

source low resource LLMs, as we do in this paper, 159

is a compelling direction for future work. 160

As a result of the problems identified in Sec- 161

tion 2 and gap in related work identified here, we 162

present a straightforward, easily implemented DA 163

method. This approach is based on detailed prompt 164

engineering for a low-resource LLM, harnessing 165

the power of the LLM whilst removing the need 166

for pre-training and specifically targeting augmen- 167

tation with regards to class definition and identify. 168

We evaluate the effectiveness of the DA method 169

with respect to accuracy, f1-score, recall and pre- 170

cision over a variety of dataset sizes. We further 171
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Instruction
In a numbered list, write 5 new
social media comments
containing {behaviour}...

Context
... directed at other social media
users.

Examples
Here are some examples;
{Examples one, two three}.

Definition

{Behaviour} is defined as
{type of} communication
{list of additional adjectives
and descriptors}

Table 1: Table showing the segments of the prompt.

perform qualitative thematic analysis over the aug-172

mented datapoints to verify their robustness.173

4 Methodology174

We sought to exploit LLM’s power and their ability175

to generate coherent text. Specifically we make176

use of 7B-LLaMA (Touvron et al., 2023), a low177

resource open source LLM by Meta. We leverage178

prompt engineering to generate high quality, cre-179

ative text datapoints, expanding the training dataset180

whilst adhering to class definitions and boundaries.181

We designed a prompting scheme, spliting the182

prompt into four distinct parts; instruction, con-183

text, examples, and definition, (Table 1).184

The instruction delivers a clear directive to the185

LLM. We experimented with different versions186

of the instruction and found it important to spec-187

ify the output format (’In a numbered list...’). If188

not, the LLM sometimes generated erroneous dat-189

apoints, which could be related to the behaviour190

or completely random. Similarly, specifying ’...191

write 5 new social media comments containing be-192

haviour...’ limited the randomness of the prompt193

output and provided the best quality responses.194

For the context portion of the prompt we applied195

various role-playing scenarios. If the phrases ’As a196

social media user’ or ’In response to a social media197

comment’ were used, the LLM would often output198

advice on how to respond to the behaviour, not the199

behaviour itself. Simply using ’... directed at other200

users’ provided the best results, we theorise that201

this provides the LLM with enough context without202

making it the focus of the prompt.203

Using examples of the desired behaviour is key204

to our method. Without examples present the LLM205

relies solely on the definition for creating data-206

points, by providing examples the LLM is tethered207

to the existing dataset, therefore retaining the cur- 208

rent class boundaries whilst simultaneously having 209

the freedom to create additional datapoints. 210

Finally, a vital part of our method is the inclusion 211

in the prompt of a clear, distinct desired behaviour 212

definition. With numerous possible definitions for 213

each behaviour, it is crucial the LLM understands 214

exactly what version of the behaviour it is gener- 215

ating. Strong behaviour definitions also contribute 216

to the retention of class boundaries as the classes 217

expand. We experimented with using adversarial 218

definitions and/or class behaviours alongside the 219

desired class definition. E.g. ’...avoid the following 220

behaviours; X, defined as ... and Y, defined as ..., 221

etc’. Ultimately these didn’t work, often confus- 222

ing the LLM, leading it to produce new behaviour 223

definitions or refusing to produce an output. 224

5 Experiments 225

5.1 Implementation, Hyperparameter Details 226

and Metrics 227

For classification model description and hyperpa- 228

rameters see appendix Table. 5. All models were 229

standard implementations and were trained using 230

the same setup over four epochs, a learning rate of 231

2e-5, AdamW (Loshchilov and Hutter, 2017) for 232

optimization, and Cross Entropy Loss. For each 233

dataset size variation the same training (80%), val- 234

idation (10%), and test (10%) sets were used, the 235

only difference being the training set’s added aug- 236

mented datapoints. Importantly, no augmentation 237

occurred in the validation or test sets and the train- 238

ing set’s augmented datapoints were based only on 239

the original datapoints within the training set. This 240

is vital to ensure no cross contamination between 241

the train, validation, and test splits. 242

5.2 Research Questions 243

• R.Q.1 Could employing data augmentation 244

using prompts enhance the classification per- 245

formance? 246

• R.Q.2 How does dataset size affect DA 247

method performance? 248

• R.Q.3 Do the generated data points exhibit 249

good quality? 250

5.3 Experiment One: 251

To answer R.Q.1, we evaluate the classification 252

results of CNN, DistilBERT, and BERT models 253

trained using the original, PromptAug, EDA, and 254

CBERT datasets. We apply EDA and CBERT DA 255
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Class Size Description

Teasing 208
Teasing is defined as; humorous communication without hostile intent (light jokes,
banter, friendly provocation, mild irony that can be misunderstood).

Sarcasm 577
Sarcasm is defined as; humorous communication in a cynical tone (biting, bitter,
hurtful tone, including swearwords).

Criticism 698
Criticism is defined as; constructive communication without hostile intent
(superiority, factual disagreements, without humorous elements).

Trolling 1089
Trolling is defined as; provocative communication without targeting anyone (edging
conflicts on, inciting anger, seeking disapproval, obvious fake news and
misinformation, seeking response).

Harassment 1098
Harassment is defined as abusive communication with hostile intent (including
swearwords, profanities, discriminatory language; and no humorous elements).,

Threats 482
Threat is defined as abusive communication with declared intention to act in a
negative manner.

Table 2: Table showing the dataset classes and their definitions.

methods as described in their papers with each orig-256

inal datapoint generating one additional datapoint.257

We apply our PromptAug method as described in258

our methodology with three original datapoints gen-259

erating five additional datapoints. Due to the LLM260

producing unexpected outputs and occasionally re-261

fusing to produce negative content this results in262

roughly the same 1:1 ratio. Each augmentation263

method had the same original datapoints, the classi-264

fier training datasets then consisted of the original265

and newly generated DA datapoints.266

In order to further evaluate the results we also267

include a breakdown of class performance in two268

heatmaps. This allows the analysis of the effect of269

augmentation on an individual class level, seeking270

to find trends related to class size or characteristic.271

5.4 Experiment Two,272

Answering R.Q.2, DA techniques are frequently273

employed when there is a lack of available training274

data. Therefore, it is vital that the augmentation275

method retains its ability to create quality data-276

points with limited data. As a result, we restrict277

the volume of training data available to the aug-278

mentation methods to 20%, 40%, 60%, and 80%.279

This experiment demonstrates not only the effect280

the size of the training dataset has on classification281

models but also the effectiveness of our augmenta-282

tion method in data scarcity scenarios.283

5.5 Experiment Three,284

Investigating R.Q.3, focuses on examining gener-285

ated datapoint quality. Firstly, we produce a visual-286

isation of augmented behaviour classes of Promp-287

tAug and EDA vs the original classes. To do this 288

we apply t-SNE (Van der Maaten and Hinton, 2008) 289

to the additional datapoints generated for each class 290

by the DA methods, allowing us to plot a 2-d vi- 291

sualisation of the datapoints. This allows us to 292

analyse how closely the newly generate datapoints 293

resemble their original class counterparts. 294

We randomly selected 150 datapoints from the 295

augmented EDA and PromptAug datasets and then 296

conducted a blind annotation by two researchers, 297

one from outside the paper. We conduct % annota- 298

tor agreement and calculate Cohen’s Kappa statis- 299

tic according to McHugh (McHugh, 2012). To 300

evaluate trends and patterns in the mis-annotated 301

generated datapoints we employ thematic analysis. 302

Formally established by Braun and Clarke (Braun 303

and Clarke, 2006), thematic analysis is a widely 304

used research method in the social science domain 305

for identifying themes and patterns within a set of 306

data, e.g. the DA method’s generated datapoints. 307

Additional work by Braun and Clark (Braun and 308

Clarke, 2021) outlines the six step process for the- 309

matic analysis we follow in this work; familiarisa- 310

tion of data, generating initial codes, identifying 311

codes, evaluating codes, reviewing themes, evaluat- 312

ing significance of themes, and reporting findings. 313

One researcher coded the mis-annotated datapoints, 314

a second researcher then reviewed the identified 315

codes and themes. The researchers then discuss the 316

codes, patterns, and themes before finalising the 317

findings. These findings are then reported with the 318

identified themes, definitions, descriptions, and ex- 319

amples included for robustness and reproducibility. 320
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Acc F1 Rec Pre
CNN Original 0.45 0.40 0.40 0.43

EDA 0.45 0.42 0.42 0.44
CBERT 0.46 0.41 0.42 0.42
PromptAug 0.50 0.46 0.46 0.48

Distil Original 0.65 0.55 0.57 0.54
EDA 0.65 0.56 0.56 0.54
CBERT 0.65 0.57 0.57 0.56
PromptAug 0.66 0.57 0.59 0.55

BERT Original 0.69 0.61 0.61 0.65
EDA 0.68 0.64 0.63 0.64
CBERT 0.68 0.64 0.64 0.65
PromptAug 0.71 0.66 0.66 0.67

Table 3: Table showing DA method’s classification per-
formances.

6 Results and Discussion321

6.1 Experiment One322

Experiment one shows that not only does Promp-323

tAug improve the classification performance of324

all the models trained on the original dataset but325

also outperforms other DA techniques. The BERT326

model trained on the PromptAug dataset outper-327

forms the original dataset in accuracy (2%), F1-328

score (5%), recall (5%), and precision (2%). Addi-329

tionally, it outperforms both EDA and CBERT DA330

methods in accuracy (3%) and F1-score (2%). Sim-331

ilar out-performance is present for CNN, Promp-332

tAug besting the original dataset by 5% accuracy,333

6% F1-score, 6% recall, and 5% precision, whilst334

scoring higher than EDA by 5% accuracy and 4%335

F1-score and higher than CBERT by 4% accuracy336

and 5% F1-score. The effects of DA are less pro-337

nounced but still present with distilBERT.338

These results show that PromptAug is an effec-339

tive DA technique which can easily be utilised340

to improve classification model performance. By341

comparing performance against two SOTA DA342

methods we demonstrate PromptAug’s robustness.343

Additionally, the lack of pre-training and ease of344

access means that Prompt Aug maintains a simple345

approach whilst improving performance. This en-346

ables the application of the technique to other tasks,347

only requiring an open source LLM, task instruc-348

tion and context, existing class examples, and class349

definitions; all things that researchers will already350

have to hand when constructing datasets.351

Investigating class-wise performance, the model352

trained with PromptAug is analysed and the re-353

sults presented in two heatmaps (Fig. 2). We ob-354

Figure 2: Heatmaps of class classification performance
of BERT on the original and PromptAug datasets.

serve large performance increases of 0.15 within 355

both Teasing and Criticism classes. We observe a 356

marginal performance increase in Trolling whilst 357

the Threat class performance remains the same. 358

Interestingly, despite an increase in overall perfor- 359

mance, Sarcasm and Harassment class performance 360

decreased by 0.11 and 0.05 respectively. 361

Within the original dataset the most frequent mis- 362

classifications were Teasing and Criticism as Ha- 363

rassment. We propose that PromptAug increased 364

these classes’ profiles, reinforcing their identities 365

as separate behaviours to Harassment. Class size 366

could also be a contributing factor. Teasing is the 367

smallest class within the imbalanced dataset, with 368

the next smallest class being more than double it’s 369

size. It therefore could have had the most to gain 370

from an increase in profile within the dataset. 371

To summarise, as shown in Fig. 2, the model 372

originally struggled with Harassment misclassifi- 373

cation. This was reduced across almost all classes 374

after augmentation. This highlights the ability 375

of PromptAug to be effective in scenarios with 376

strong overlap between class boundaries and com- 377

plex class behaviour. Furthermore, PromptAug 378

more than doubled the Teasing class performance, 379

demonstrating the effectiveness of PromptAug 380

within a small, imbalanced multiclass dataset. 381
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Figure 3: Line graphs of performance vs dataset size.

6.2 Experiment Two382

Experiment two evaluates the DA method’s ability383

to augment under increasing data scarcity. For the384

original dataset, classification performance wors-385

ens as dataset size decreases. The same is true386

for the DA methods but at a lower rate, with the387

DA techniques reducing the impact of shrinking388

dataset size on performance metrics. Of the DA389

methods tested, PromptAug continues to improve390

the most over the original dataset. With accuracy391

increases of 13%, 12%, 6%, 4% and 2% over the392

dataset sizes of 20%, 40%, 60%, 80% and 100%393

respectively. This suggests that, for accuracy, DA394

is effective at all dataset sizes but has greater ef-395

fect at lower data sizes. A similar trend exists over396

the same dataset size intervals for F1-Score with397

PromptAug improving over the baseline by 16%,398

15%, 7%, 9%, and 5%. PromptAug therefore has399

greater impact on F1-score compared to accuracy400

at higher dataset size intervals. PromptAug and401

CBERT experience anomalies at 60% dataset size402

where performance metrics don’t match the trend403

for other data sizes. The original and EDA datasets404

do not experience the same performance dip.405

Concluding experiment two, as shown in Fig. 3,406

decreasing dataset size has an adverse effect on per-407

formance metrics, this effect is reduced when DA408

techniques are employed. PromptAug is the most409

effective DA technique, increasing Accuracy and410

F1-score performance at all dataset sizes with the411

exception of 60% where it is matched in F1-Score412

by EDA at 0.59 and outperformed in Accuracy by413

EDA by 1%. By demonstrating PromptAug’s abil-414

ity to effectively operate in data scarcity scenarios415

we show its suitability for DA tasks, where tasks 416

that seek to employ a DA technique are frequently 417

struggling with small dataset sizes. 418

6.3 Experiment Three 419

Two findings can be observed from the t-SNE vi- 420

sualisation plots (Fig. 4). Firstly, EDA results in 421

higher noise within the generated data than Promp- 422

tAug, noise within data distorts content and affects 423

classification performance (Agarwal et al., 2007). 424

Secondly, PromptAug generates datapoints closer 425

to the original class characteristics, seen by larger 426

data plot overlap. This suggests that PromptAug 427

expands the training set while retaining class labels. 428

The thematic analysis performed on mis- 429

annotated datapoints from the EDA and Promp- 430

tAug datasets produced four identified themes; both 431

DA methods experinced "Linguistic Fluidity" and 432

"Humour Ambiguity", "Augmented Content Am- 433

biguity" identified within the EDA dataset, and 434

"Augmented Content Misinterpretation" identified 435

within the PromptAug dataset (Table. 4). For the 436

PromptAug dataset annotators had an agreement 437

rate of 67% and Cohen’s K of 0.36, described as 438

"fair agreement" by Landis and Koch (Landis and 439

Koch, 1977). For the EDA dataset annotators had 440

an annotation agreement of 46% and Cohen’s K 441

of 0.14, described by Landis and Koch as "slight 442

agreement". By conducting the thematic analysis 443

and identifying these themes we provide evaluation 444

of NLP DA beyond classifier performance metrics. 445

These themes can be used to target weaknesses that 446

may be found in all NLP DA methods such as lin- 447

guistic fluidity and humour ambiguity, or used to 448

target specific weaknesses within techniques such 449

as augmented content ambiguity for EDA or aug- 450

mented content misinterpretation for PromptAug. 451

The linguistic fluidity theme encompasses fluid 452

or blurred boundaries between class behaviours. 453

Although datapoints tend to have dominant be- 454

haviours, they can contain aspects of multiple be- 455

haviours. Ambiguous class boundaries have been 456

identified by both Jhaver et al. and Kim et al. 457

(Jhaver et al., 2017; Kim et al., 2022) who identify 458

how Criticism develops into Harassment, the inter- 459

relation between the two behaviors, and subjectiv- 460

ity of true class identity. This theme is also present 461

in hate research. Fortuna et al. (Fortuna et al., 462

2020) discuss how terminology differs across the 463

hate domain, leading to fluidity between behaviour 464

classes in different datasets and misinterpretation 465

of the behavioural identities within research. 466
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The second theme, Humour Ambiguity, relates467

to the difficulty of identifying nuanced Humour.468

Humour has been recognised as a challenging NLP469

area, it is largely subjective and often relies on sub-470

tle cues. For example the first humour ambiguity471

datapoint in Table 4 belongs to ’Trolling’ but was472

mis-annotated as ’Teasing’, there are two difficul-473

ties in identifying this datapoint. Firstly, the border474

between teasing and trolling behaviours can be sub-475

jective, what one individual finds humourous may476

incite a negative response from others. Secondly,477

humour is often nuanced, and as mentioned relies478

on subtle clues, DA within humourous behaviours479

may result in further ambiguity and blurring of480

class boundaries as words and phrases are altered.481

The third theme, Augmented Content Ambigu-482

ity, relates to the DA method’s ability to produce483

coherent augmented datapoints interpretable by hu-484

mans, whilst retaining class labels. When human485

interaction behaviours are involved class labels can486

depend on subtle text features, DA can obscure and487

sometimes remove vital clues for human coders.488

In the two examples given we can observe that489

text transmutation has compromised the sentence490

composition, resulting in difficult interpretation for491

human coders. In their survey of NLP DA Chen et492

al. (Chen et al., 2023) note a similar problem of text493

transmutation changing the meaning of sentences.494

The final theme, Augmented Content Misinter-495

pretation, occurs within the PromptAug data. Al-496

though the prompt is designed to produce quality497

examples of the desired behaviour, it occasionally498

produces erroneous responses, which can range499

from other negative behaviours, advice on dealing500

with the behaviour, to completely random. These501

responses are difficult to filter out and render the502

new datapoints useless as they do not accurately re-503

flect the desired classes. These erroneous responses504

are often a result of safety nets employed by the505

LLM, which are used to ensure safe AI practices.506

Other researchers identify this issue when generat-507

ing augmented negative behaviour datapoints. Ler-508

men et al. (Lermen et al., 2023) investigated ha-509

rassment and hate classes within their work, which510

is relevant to this paper’s data. They found that511

LLAMA can refuse to produce harassment and512

hate examples around 75% and 70% of the time.513

6.4 Future Works514

With the recent emphasis on responsible AI and515

growing focus on social bias within LLMs, exam-516

ining how these bias present themselves within DA517

Figure 4: TSNE plots showing the distribution of EDA
and PromptAug vs original Trolling & Criticism classes.

would be valuable research. A study adopting two 518

methods suggested by Ferrara (Ferrara, 2023), ’Ap- 519

plying fairness metrics’ and ’Human-in-the-loop 520

approaches’, would provide interesting insights of 521

social bias present within generated data. Secondly, 522

a work which quantifies the expense of DA meth- 523

ods would be of interest, highlighting trade-offs 524

between expense and performance. Future work 525

could also seek to employ PromptAug within other 526

text datasets, evaluating it’s generalisability. 527

7 Conclusion 528

We present a novel few shot learning DA approach 529

based on informed prompt engineering which tar- 530

gets class definition and identity within a small, 531

imbalanced negative behaviour multi-class dataset. 532

Our augmentation method harnesses the power of 533

LLMs while being easily implemented, requiring 534

no finetuning, and achieving superior performance 535

in standard classification metrics over the baseline 536

dataset and other SOTA DA methods. We further 537

demonstrate the effectiveness of the augmentation 538

method in extreme data scarcity scenarios. These 539

findings are of considerable importance in an aca- 540

demic landscape where access to social media re- 541

search data is becoming more restricted and the 542

quality of available data is under scrutiny. In addi- 543

tion to the quantitative evaluation of the augmen- 544

tation methods through classification performance 545

metrics, we also conduct a manual annotation and 546

qualitative thematic analysis of the augmented dat- 547

apoints to evaluate the quality of datapoints. We 548

find that within augmented datapoints there are four 549

main themes of mis-annotation; linguistic fluidity, 550

humour ambiguity, augmented content ambiguity, 551

and augmented content misinterpretation. 552
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8 Limitations553

Firstly, we only evaluate our model with regards to554

generalisability across multiple classification mod-555

els and dataset sizes. Therefore we cannot make556

any assumptions about the generalisation of our557

method to other datasets with different classes and558

sizes. Additionally, we only use the open-sourced559

small 7B parameter LLama model for our LLM,560

so we cannot assume any generalisability with re-561

gards to the LLM used for prompting. We also do562

not investigate any social bias present within the563

datapoints generated by the LLM.564

9 Ethical Concerns565

In this paper we discuss harmful content such as566

harassment and threats, specifically how to gener-567

ate them using LLMs. This presents an opportunity568

for individuals with malicious intentions to use this569

research to cause harm. We argue that the pur-570

pose behind this work is to improve classification571

performance for harmful content along a negative572

behaviour spectrum. This increased capability to573

successfully identify harmful content on social me-574

dia is ultimately a net positive for society. In addi-575

tion we don’t specify any additional techniques to576

completely bypass LLMs safety nets, instead we577

only note that our prompt structure does do so to578

some degree.579
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Table 5: Tables showing classification model hyperparameters and Descriptions.

Model HyperParameters and Descriptions

BERT
For the BERT model, we used the HuggingFace transformers
BERT-Base uncased pre-trained model with 12 layers, 12 heads,
768 hidden size, and 110M parameters.

DistilBERT
For the DistilBERT model we used HuggingFace DistilBERT
model with 6 layers, 12 heads, 768 hidden size and 66M parameters.

CNN

The CNN model was created using TensorFlow Keras sequential
model, and had 3 convolution layers, 3 pooling layers, a flatten
layer used as connection between the Convolution layer, and two
dense layers.

Table 6: Tables showing package versions and URLs.

Package Version URL
Huggingface Hub 0.20.3 https://huggingface.co/
Accelerate 0.26.1 https://huggingface.co/docs/accelerate
Transformers 4.35.2 https://huggingface.co/docs/transformers/
Torch 2.2.0 https://pypi.org/project/torch/
Pandas 1.5.3 https://pandas.pydata.org/
Numpy 1.25.2 https://numpy.org/
Sklearn 1.4.1 https://scikit-learn.org/stable/
Meta Llama Llama-2-7b https://huggingface.co/meta-llama
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