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Abstract

We provide a full characterization of the concept classes that are optimistically uni-
versally online learnable with {0, 1} labels. The notion of optimistically universal
online learning was defined in [Hanneke, 2021] in order to understand learnability
under minimal assumptions. In this paper, following the philosophy behind that
work, we investigate two questions, namely, for every concept class: (1) What are
the minimal assumptions on the data process admitting online learnability? (2) Is
there a learning algorithm which succeeds under every data process satisfying the
minimal assumptions? Such an algorithm is said to be optimistically universal for
the given concept class. We resolve both of these questions for all concept classes,
and moreover, as part of our solution we design general learning algorithms for
each case. Finally, we extend these algorithms and results to the agnostic case,
showing an equivalence between the minimal assumptions on the data process for
learnability in the agnostic and realizable cases, for every concept class, as well as
the equivalence of optimistically universal learnability.

1 Introduction

Just as computability was once a core question in computation theory, learnability is now a core
question in learning theory. Intuitively, learnability is trying to ask whether we can predict the future
correctly with high probability by observing enough examples. In order to describe this intuition
formally, we need to define learning models, such as, Probably Approximately Correct (PAC) learning
(Vapnik and Chervonenkis [1974] and Valiant [1984]), online learning (Littlestone and Warmuth
[1986]) and query learning (Angluin [1988]). In this paper, we focus on a variant of online learning:
online learning under data processes. In this setting, the learning is sequential: in round t, an instance
Xt is given to the algorithm, and then the algorithm makes the prediction, ŷt, based on the history
(X≤t−1, Y≤t−1) and the input Xt, i.e., ŷt = ft(X≤t−1, Y≤t−1, Xt). Next, the target value Yt will be
revealed to the learner such that it can be used to inform future predictions. We model these sequence
as a general stochastic process (X,Y) = {(Xt, Yt)}t∈N (possibly with dependencies across times
t). We say that the algorithm is strongly consistent under (X,Y) if the long-run average error is
guaranteed to be low, i.e., 1

n

∑n
t=1 I [ŷt ̸= Yt]→ 0 almost surely, when n→∞.

In our setting, any theory of learning must be expressed based on the properties of, or restriction on,
the data process, as the mistake bound is based on the data process. Thus, following an approach
found in much of the learning theory literature, such as the PAC model of Valiant [1984] and Vapnik
and Chervonenkis [1971] and the online learning model of Littlestone [1988], we introduce the
restriction by an additional component, concept class H ⊆ YX . The role of the concept class is
to restrict the processes we need to face, such that they all are realizable under that concept class.
If there is a target function h∗ ∈ H, such that Yt = h∗(Xt) for every t, we say the data process
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(X,Y) is realizable (though our formal definition below is slightly more general). For a given X, if a
learning rule is strongly consistent under (X,Y) for every Y such that (X,Y) is realizable, we say it
is universally consistent under X in the realizable case.

It is known that we cannot get the low average error guarantee for all concept classes and data
processes [Hanneke, 2021]. Thus, we should make several restrictions on either the data process, the
concept class, or a mixture of both. All three types of restrictions have been investigated: Littlestone
[1988], Ben-David et al. [2009] studied online learning with unrestricted data processes but restricted
concept classes. Haussler et al. [1994], Ryabko [2006] researched the online learning problem
with a mix of both restrictions. There are also substantial amount of papers investigating online
learnability with all measurable functions but restricted data processes. Most of these specifically
consider the case of i.i.d. processes, such as Stone [1977], Devroye et al. [1996], though this has also
been generalized to general stationary ergodic processes [Morvai et al., 1996, Gyorfi et al., 1999] or
processes with certain convergence properties enabling laws of large numbers [Morvai et al., 1999,
Steinwart et al., 2009].

More recently, a general question has been studied: In the case ofH equals the set of all measurable
functions, is there a learning rule guaranteed to be universally consistent given only the assumption on
X that universally consistent learning is possible under X? The assumption that universal consistency
is possible under X is referred to as the “optimist’s assumption” [Hanneke, 2021], and for this reason,
learning rules which are universally consistent for all X satisfying the optimist’s assumption are
said to be optimistically universally consistent. There is a series of works focusing on this question,
starting from Hanneke [2021] and continuing with Blanchard and Cosson [2022], Blanchard [2022],
Blanchard et al. [2022a]. They tackle this question by first characterizing the minimal assumptions
on the data process admitting universally consistent learning and then proposing an online learning
algorithm that is universally consistent for all data processes satisfying that assumption. However,
their works all focus on the situation with no restrictions on concepts in the concept class (i.e.,H as
all measurable functions). Thus, a natural question arises: For which concept classes do there exist
optimistically universal learning rules?

In this paper, we investigate the question mentioned above when the output is binary, i.e. {0, 1}.
We handle this problem by first figuring out the minimal assumptions on the data process admitting
consistent online learning as well. Thus, Our results answered that question in the following aspects:

• For which concept classes is optimistically universally consistent learning possible?
• What are the sufficient and necessary conditions for the processes to admit universally

consistent online learning for a given concept classH?
• For which concept classes is it the case that all processes X admit universally consistent

online learning?

We first answer these questions under the realizable case. Surprisingly, the answers turn out to
be intimately related to combinatorial structures arising in the work of Bousquet et al. [2021] on
universal learning rates. This suggests a potential connection between the universal consistency of
online learning and universal learning rates, which is of independent interest. We also extend our
learning algorithms for the realizable case to the agnostic setting, where the requirement of low
average loss is replaced by that of having sublinear regret. Interestingly, our answers to the above
questions remain unchanged in the agnostic case, establishing an equivalence between agnostic and
realizable learning in this setting.

In this paper, we first provide some interesting examples in section 3. Then we answer the first two
questions in section 4 and the latter two questions in section 5. Finally, in section 6, we will show
how to extend our algorithm for the agnostic case.

1.1 More Related Work

Starting from Littlestone’s ground-breaking work [Littlestone, 1988], online learning is becoming
more and more important. In this paper, Littlestone [1988] introduces a combinatorial parameter of
the concept class, known as Littlestone dimension, to characterize the online learnable concept classes
in the realizable case. After that, Ben-David et al. [2009] figure out Littlestone dimension is still the
property to characterize online learnability in the agnostic setting. They extend an online learning
algorithm for the realizable case to such an algorithm for the agnostic case using the weighted majority
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algorithm from the work of Littlestone and Warmuth [1994]. This line of work makes no assumption
on the data process and investigates how the restrictions on the concept affect the learnability of the
problem. There are two other categories of assumptions also investigated in history: one is to make
assumptions on both the data process and the concept, and the other is to make assumptions on the
data process but not the concept. Those two categories are discussed in detail subsequently.

First, the works investigating the question of learnability with restrictions on both the data process
and the concept make a variety of assumptions. For example, Haussler et al. [1994] investigate
how the restrictions on the concept will affect learnability given that the data process is i.i.d. This
problem is more similar to a streamlined version of PAC learning and they show that there is a
logarithmic mistake bound with the assumption that the data process is i.i.d. and the concept class
has finite VC dimension. Adams and Nobel [2010] reveal that all stationary ergodic sequences will
uniformly converge under the concept class with finite VC dimension. However, they cannot show
the convergence rate of that learning algorithm. Many other works focus on revealing the rate with
slightly stronger assumptions on the sequences, such as, [Yu, 1994, Karandikar and Vidyasagar,
2002].

Another line of works focuses on the question of learnability with restrictions on the process instead
of the concept, starting from the theory of universally consistent predictors under i.i.d sequences.
In particular, there exists an online learning rule, such that for any i.i.d sequences(X,Y), and every
measurable function f∗, the long-run average loss is 0 almost surely, such as, [Stone, 1977, Devroye
et al., 1996, Hanneke et al., 2021]. In the meanwhile, people are also interested in the consistency
under non-i.i.d. processes, Bailey [1976] and Ryabko [1988] show that we can not get a consistent
estimator for general stationary ergodic processes when we care about the loss for one round after t
rounds of observation and learning. However, Gyorfi et al. [1999], Morvai et al. [1996] reveal that
if we cared about long-run average loss, universally consistent learning rules existed under general
stationary ergodic processes. The paper of Morvai et al. [1999] and the paper of Steinwart et al.
[2009] show the universal consistency even under the processes generally to satisfy laws of large
numbers.

More recently, the work of Hanneke [2021] investigates whether there is a consistent learning
rule given only the assumptions on X that universally consistent learning is possible. This work
generalizes the assumptions on X made by the previous works on universal consistency. The
assumption that universally consistent learning is possible is known as “optimist’s assumption”, so
the consistency under that assumption is called optimistically universal consistency. Hanneke [2021]
studies three different learning models: inductive, self-adaptive, and online, and proves that there
is an optimistically universal self-adaptive learning rule and no optimistically universal inductive
learning rule. After this beginning, the works of Blanchard and Cosson [2022], Blanchard et al.
[2022a], Blanchard [2022] show that optimistically universal online learning exists and the processes
that admit strongly universal online learning satisfies the condition called C2(see condition C for
reference). This problem is also investigated under different models, such as, in contextual bandit
setting Blanchard et al. [2022b, 2023] and regression problem Blanchard and Jaillet [2023].

2 Preliminaries and Main Results

In this section, we provide the formal definition and model setting we need and briefly list the
main results of this paper without proof. For brevity, we provide the high-level proof sketch in the
subsequent sections and proof details are in the appendices.

Model Setting We formally provide the learning model here. Let (X ,B) be a measurable space, in
which X is assumed to be non-empty and B is a Borel σ-algebra generated by a separable metrizable
topology T . We also define a space Y = {0, 1} called label space. Here we focus on learning under
the 0-1 loss: that is, (y, y′) 7→ I [y ̸= y′] defined on Y × Y , where I [·] is the indicator function. A
stochastic process X = {Xt}t∈N is a sequence of X -valued random variables. A stochastic process
Y = {Yt}t∈N is a sequence of {0, 1}-valued random variable. The concept class H, which is a
non-empty set of measurable functions f : X → Y .1

1We additionally make standard restrictions on H to ensure certain estimators are well-behaved; we omit the
details for brevity, but refer the reader to Bousquet et al. [2021] for a thorough treatment of measurability of
these estimators.
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The online learning rule is a sequence of measurable functions: ft : X t−1 × Yt−1 × X → Y ,
where t is a non-negative integer. For convenience, we also define ĥt−1 = ft(X<t, Y<t), here
(X<t, Y<t) = {(Xi, Yi)}i<t is the history before round t.

There are two ways to define the realizable case: The most common one is that there exists h∗ ∈ H
such that Yt = h∗(Xt). The other is the definition 1 on the realizable data process, which comes
from the universal learning setting. These two definitions are equivalent in the uniform PAC learning
with i.i.d. samples. However, they are different when talking about universal learning. Thus, we
follow the definition from the universal learning setting. The realizable data processes are defined
formally as:

Definition 1. For every concept classH, we can define the following set of processes R(H):

R(H) :=
{
(X,Y) = {(Xi, Yi)}i∈N : with probability 1,∀n <∞, {(Xi, Yi)}i≤n realizable byH.

}
In the same way, the realizable label set:

Definition 2. For every concept classH and every data process X, we can define the following set
R(H,X): R(H,X) :=

{
Y = {Yi}i∈N : ∃ a function f, such that Yi = f(Xi) and (X,Y) ∈ R(H).

}
.

In this paper, we first investigate the problem of universal consistency under X andH in the realizable
case. An online learning rule is universally consistent under X and H if its long-run average loss
approaches 0 almost surely when the number of rounds n goes to infinity for all realizable label
processes. Formally, we have the following definition:

Definition 3. An online learning rule is strongly universally consistent under X and H for the
realizable case, if for every Y ∈ R(H,X), lim supn→∞

1
n

∑n
t=1 I

[
Yt ̸= ĥt−1(Xt)

]
= 0(a.s.).

We also define the universal consistency under X andH for the agnostic case. In that definition, we
release the restrictions that Y ∈ R(H,X), instead the label process Y can be set in any possible way,
even dependent on the history of the algorithm’s predictions. Thus, the average loss may be linear
and inappropriate for consistency. Therefore, we compare the performance of our algorithm with
the performance of the best possible Y∗ ∈ R(H,X), which is usually referred to regret. We say an
online algorithm is universally consistent under X andH for the agnostic case, if its long-run average
regret is low for every label process. Formally, the following definition:

Definition 4. An online learning rule is strongly universally consistent under
X and H for the agnostic case, if for every Y∗ ∈ R(H,X) and for every Y,

lim supn→∞
1
n

∑n
t=1

(
I
[
Yt ̸= ĥt−1(Xt)

]
− I [Yt ̸= Y ∗

t ]
)
≤ 0(a.s.).

To describe the assumption that universal consistency is possible under the data process X and the
concept classH, we need the following definition for both realizable and agnostic cases:

Definition 5. We say a process X admits strongly universal online learning (or just universal online
learning for convenience) if there exists an online learning rule that is strongly universally consistent
under X andH.

If the online learning rule is universally consistent under the assumption that universally consistent
online learning is possible, we call it optimistically universal under the concept class. If there is an
optimistically universal learning algorithm under that concept class, we will say that concept class is
optimistically universally online learnable. The formal definition is provided below:

Definition 6. An online learning rule is optimistically universal under concept class H if it is
strongly universally consistent under every process X that admits strongly universally consistent
online learning under concept classH.

If there is an online learning rule that is optimistically universal under concept classH, we sayH is
optimistically universally online learnable.

Next, we define the combinatorial structures we use to characterize the concept class that makes
all processes admit strongly universally consistent online learning and is optimistically universally
online learnable when all processes admit strongly universally consistent online learning:
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Definition 7 (Littlestone tree Bousquet et al. [2021]). A Littlestone Tree forH is a complete binary
tree of depth d ≤ ∞ whose internal nodes are labeled by X , and whose two edges connecting a node
to its children are labeled 0 and 1, such that every finite path emanating from the root is consistent
with a concept h ∈ H. We say that H has an infinite Littlestone tree if it has a Littlestone tree of
depth d =∞.
Definition 8 (VCL Tree Bousquet et al. [2021]). A VCL Tree forH of depth d ≤ ∞ is a collection

{xu ∈ X k+1 : 0 ≤ k < d, u ∈ {0, 1}1 × {0, 1}2 × · · · × {0, 1}k}
such that for every n < d and y ∈ {0, 1}1×{0, 1}2× · · · × {0, 1}n+1, there exists a concept h ∈ H
so that h(xi

y≤k) = yik+1 for all 0 ≤ i ≤ k and 0 ≤ k ≤ n, where we denote

y≤k = (y01 , (y
0
2 , y

1
2), . . . , (y

0
k, . . . , y

k−1
k )), xy≤k

= (x0
y≤k

, . . . , xk
y≤k

)

We say thatH has an infinite VCL tree if it has a VCL tree of depth d =∞.

The characterization is formally stated in the following two theorems:
Theorem 9. If and only if a concept classH has no infinite VCL tree, any process admits strongly
universally consistent online learning underH.
Theorem 10. If and only if a concept class H has no infinite Littlestone tree, any process admits
strongly universally consistent online learning underH, and the concept classH is optimistically
universally online learnable.

According to theorem 9, we know that for those concept classes with infinite VCL tree, there exist
some processes that do not admit universal online learning. Thus, we need to figure out the sufficient
and necessary conditions that the processes required to admit universal online learning. To state the
condition, we first define the experts: they are algorithms that generate predictions only based on the
input Xt. Then we define the following condition (which is a property of a data process) and state
the main theorem formally:
Condition A. For a given concept classH, there exists a countable set of experts E = {e1, e2, . . . },
such that ∀Y∗ ∈ R(H,X), ∃in →∞, with log in = o(n), such that:

E

[
lim sup
n→∞

min
ei:i≤in

1

n

n∑
t=1

I [ei(Xt) ̸= Y ∗
t ]

]
= 0 (1)

Theorem 11. A process X admits strongly universally consistent online learning under concept class
H with infinite VCL tree if and only if it satisfies condition A.

Next, the sufficient and necessary conditions (on the concept class) for optimistically universal online
learning and the theorem:
Condition B. There exists a countable set of experts E = {e1, e2, . . . }, such that for any X admits
universal online learning, and any Y∗ ∈ R(H,X), there exists in → ∞, with log in = o(n), such
that:

E

[
lim sup
n→∞

min
ei:i≤in

1

n

n∑
t=1

I [ei(Xt) ̸= Y ∗
t ]

]
= 0 (2)

Notice that these two conditions (condition A and B) only have one major difference: whether the
countable set of experts depends on the process X.
Theorem 12. A concept classH with infinite VCL tree is optimistically universally online learnable
if and only if it satisfies condition B.

We also extend the algorithms for realizable cases to an algorithm for agnostic cases and show that
the same characterization works for agnostic cases.

3 Examples

In this section, we provide some interesting examples to help the reader get a sense of what these
conditions are. We first provide an example of the concept class that is universally online learnable
under all processes but not optimistically universally online learnable.
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Example 1. We have the instance space X = R and Y = {0, 1}, a binary output. The concept class
H is all of the threshold functions. In other words, Hthreshold = {ha : ha(x) = I [x ≥ a] |a ∈ R}.
This concept class has no infinite VCL tree, as there is no (x1, x2) such that Hthreshold shatters all
possible results. Thus, all processes admit strongly universally consistent online learning under
Hthreshold. However, it has an infinite Littlestone tree. Thus, for any learning algorithm, there exists a
process that is not learnable by that algorithm. So it is not optimistically universally online learnable.

Referring to that line of optimistically universal online learning papers, we know that the concept
class of all measurable functions is optimistically universally online learnable. The sufficient and
necessary condition for processes to admit universal online learning under all measurable functions
is the condition C2 (see below). In the meanwhile, our conditions: A and B vanish to C2 when the
concept classH becomes the class of all measurable functions.
Condition C (C2 in Hanneke [2021]). For every sequence {Ak}∞k=1 of disjoint elements of B,

|{k ∈ N : X1:T ∩Ak ̸= ∅}| = o(T )(a.s.)

The following example shows that whether a concept class is optimistically universally online
learnable is neither sufficient nor necessary to determine whether its subset is optimistically universally
online learnable or not. Whether a concept class is optimistically universally online learnable will be
sufficient and necessary to determine whether its subset is optimistically universally online learnable,
if and only if the processes that admit universal online learning are the same under those two concept
classes.
Example 2. We have the data which is sampled from input space X = X1 ∪ X2 and here X1 and X2

are disjoint. For example, X1 = R+ and X2 = R\R+. Then we can define the concept class: H1

is the set of all threshold functions on X1 which are 0 on X2, andH2 is a set of all functions on X2

which are constant on X1. Then we can consider the following scenarios:

1. H = H2: It is optimistically universally online learnable. The processes that admit universal
online learning will satisfy C2 if we replace all the Xt ∈ X1 as dummy points.

2. H = H1 ∪ H2: It is not optimistically universally online learnable, as all processes
supported on X1 admit universal online learning under H. However, for every learning
strategy, there exists at least one process on X1 forcing that strategy to make linear mistakes.
(Due to theorem 9 and theorem 10)

3. H are all measurable functions onX . This is also optimistically universally online learnable.

4 Sufficient and Necessary Condition that ALL Processes Admit Universal
Online Learning

In this section, we answer the question: What restrictions on concept classes make ALL processes
admit universal online learning under H? The answer is formally stated in theorem 9. We show
the sufficiency of this theorem by providing a universally online learning rule (depends on X) under
every process X andH with no infinite VCL tree.

First, we define the VCL game along with the VCL tree. In this game, there are two players: the
learner, PL, and the adversary, PA. These two players can do the following actions in each round k:

• PA choose the point X(k) = (Xj1 , . . . , Xjk) from the given process.

• PL choose the prediction gk = (gk(Xj1), . . . , gk(Xjk)) ∈ {0, 1}k.
• PL wins the game in round k ifHX(1),g1,...,X(k),gk = ∅.

Here HX(1),g1,...,X(k),gk = {h ∈ H : ∀i, h(X(i)) = gi(X(i))}, which is the subset of H that
is consistent on (X(i), gi(X(i))) for all i. Here (X(i), gi(X(i))) = {(Xjk , gi(Xjk))}k=1,2,...,i.
{(X(i), gi(X(i)))}i≤k is denoted by U in the algorithm.

A strategy is a way of playing that can be fully determined by the foregoing plays. And a winning
strategy is a strategy that necessarily causes the player to win no matter what action one’s opponent
takes. We have the following lemma from Bousquet et al. [2021].
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Lemma 13 (Bousquet et al. [2021] lemma 5.2). If H has no infinite VCL tree, then there is a
universally measurable winning strategy g for PL in the game.

Notice that the winning strategy g is completely decided by U , we use gU standing for the winning
strategy induced by the set U . We may use this winning strategy gU to design an online learning
algorithm 1. This algorithm is a combination of the algorithm in the work of Bousquet et al. [2021]
and the algorithm inspired by the learning algorithm for partial concept in the work of Alon et al.
[2021].

In this algorithm, we have w(H′, X≤T ) = |{S : S ⊆ {xi}i≤T such that S shattered byH′}|, which
is the number of the subsequences of the sequence X≤T that can be shattered by the partial
concept class H′. HgU is the partial concept class induced by gU , which contains the concepts
that are not consistent with gU at more than k − 1 data points, if U = {(X(i), gi(X(i)))}i≤k−1.
Thus the realizable sequence of the induced partial concept class is formally written as HgU =
{{(Xi, Yi)}i=1,...,n ∈ R(H) : n ∈ N,∀i1, . . . , ik ∈ [n], (yi1 , . . . , yik) ̸= gk(xi1 , . . . , xik)}.
We also define H{(Xi,Yi)}i≤t

= {h ∈ H : ∀i ≤ t, h(Xi) = Yi}. And X
t≤i≤m(m+1)

2
=

{Xi}t≤i≤m(m+1)
2

.

Algorithm 1: Learning algorithm from winning strategy
k = 1, U = {}, t′ ← 0.
for t = 1, 2, 3, . . . do

if ∃j1, j2, . . . , jk < t such that gU (Xj1 , . . . , Xjk) = (Yj1 , . . . , Yjk) then
Advance the game:
U ← U ∪ {((Xj1 , . . . , Xjk), (Yj1 , . . . , Yjk))}.
k ← k + 1.
L← ∅.
m← 1.
t′ ← t− 1.

end
1 Predict

Ŷt = argmax
y

Pr

[
w(HgU

L∪(Xt,1−y), Xt<i≤m(m+1)
2 +t′

) ≤ 1

2
w(HgU

L , X
t≤i≤m(m+1)

2 +t′
)

∣∣∣∣X≤t

]
if Yt ̸= Ŷt then

L← L ∪ {(Xt, Yt)}.
end
if t ≥ m(m+1)

2 + t′. then
m← m+ 1.

end
end

The following lemma from the work of Bousquet et al. [2021] holds:

Lemma 14 (Bousquet et al. [2021]). For any process {(Xi, Yi)i∈N} ∈ R(H), there exists t0, such
that for all t ≥ t0, algorithm 1 will not update k and winning strategy gk and for all j1, j2, . . . , jk,
we will have:

gk(xj1 , . . . , xjk) ̸= (yj1 , . . . , yjk).

Proof. By the definition of the winning strategy, it leads to a winning condition for the player PL. By
the definition of PL’s winning condition, we know that there exists a k such thatHX1,g1,...,Xk,gk = ∅,
which means for all j1, j2, . . . , jk, gk(xj1 , . . . , xjk) ̸= (yj1 , . . . , yjk). That finishes the proof.

This lemma shows that if the concept classH with no infinite VCL tree, for a sufficiently large t, the
VCL game will stop advancing after round t. Once the game stops advancing, we are effectively
just bounding the number of mistakes by a predictor based on a partial concept class of finite VC
dimension. This result is interesting in its own right, we extract this portion of the algorithm into
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a separate subroutine 1 (stated as Algorithm 2 in AppendixA.1) for which we prove the following
result.

Lemma 15. For any process X and H be a partial concept class on X with VC(H) = d < ∞.
Subroutine 1 only makes o(T ) mistakes almost surely as T →∞.

For brevity, we put the proof of this lemma in the appendix. The intuition behind the proof is that
every mistake decreases the weight by at least half with more than half probability, so the number of
mistakes is bounded.

Combining the lemmas above, for a concept class H with no infinite VCL tree, for any realizable
sequence, Algorithm 1 satisfies lim supn→∞

1
n

∑n
t=1 I

[
Yt ̸= ĥt−1(Xt)

]
= 0(a.s.). Because the

winning strategy only updates finite times, the long-run average number of mistakes is dominated by
the number of mistakes made by the subroutine 1, which is o(T ) for large enough T .

To prove the necessity, we show that for every concept classH with an infinite VCL tree, there exists
at least one process that does not admit universally consistent online learning underH. We need the
following definition and results from Bousquet et al. [2023].

Notation 16 (Bousquet et al. [2023]). For any u ∈ ({0, 1})∗, let index(u) ∈ N denote the index of
u in the lexicographic ordering of ({0, 1})∗.

Definition 17 (Bousquet et al. [2023]). Let X be a set andH ⊆ {0, 1}X be a hypothesis class, and
let

T = {xu ∈ X : u ∈ ({0, 1})∗}
be an infinite VCL tree that is shattered byH. This implies the existence of a collection

HT = {hu ∈ H : u ∈ ({0, 1})∗}

of consistent functions.

We say such a collection is indifferent if for every v,u,w ∈ ({0, 1})∗, if index(v) < index(u), and
w is a descendant of u in the tree T , then hu(xv) = hw(xv). In other words, the functions for all
the descendants of a node that appears after v agree on v.

We say that T is indifferent if it has a setHT of consistent functions that are indifferent.

Theorem 18 (Bousquet et al. [2023]). Let X be a set andH ⊆ {0, 1}X be a hypothesis class, and
let T be an infinite VCL tree that is shattered byH. Then there exists an infinite VCL tree T ′ that is
shattered byH that is indifferent.
Then we state our theorem for necessity here:

Theorem 19. For every concept classH with infinite VCL tree, there exists a process X, such that X
does not admit universal consistent online learning.
Proof Sketch. First, we can modify the indifferent infinite VCL tree such that it has the property that
the number of elements contained by the k-th node in the Breadth-First-Search (BFS) order is 2k−1.
The data process we are choosing is all the data come in the lexical order in each node and the BFS
order among different nodes. Then we take a random walk on this tree to choose the true label for
each instance. The instances in the node visited by the random walk will be labeled by the label on
the edge adjacent to it in the path. The instances in the node that is off-branch will be labeled by the
label decided by its descendants. (We can do this as the tree is indifferent.) Thus, when reaching a
node on the path, no matter what the algorithm predicts, it makes mistakes with probability 1

2 . Thus,
it makes a quarter mistake in expectation. Then by Fatou’s lemma, for each learning algorithm, we
get a realizable process such that the algorithm does not make a sublinear loss almost surely.
We finish the proof of theorem 9 here. We then focus on the existence of the optimistically universal
online learner when all processes admit universal online learning.

4.1 Optimistically Universal Online Learning Rule

In this part, we show that the condition whether H has an infinite Littlestone tree is the sufficient
and necessary condition for the existence of an optimistically universal online learning rule, when all
processes admit universal online learning. This is formally stated as theorem 10. The sufficiency part
of theorem 10 is proved in Bousquet et al. [2021] as the following lemma:
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Lemma 20 (Bousquet et al. [2021] Theorem 3.1, the first bullet). If H does not have an infinite
Littestone tree, then there is a strategy for the learner that makes only finitely many mistakes against
any adversary.
Notice that the online learning algorithm derived from the winning strategy of the learner only makes
finite mistakes against any adversary, so for every realizable data process (X,Y), this online learning
algorithm also only makes finite mistakes, which means the long-run average mistake bound goes to
0. Thus, this is an optimistically universal online learning rule, and the concept classH which does
not have an infinite Littlestone tree is optimistically universally online learnable.

The necessity is restated as the following theorem:

Theorem 21. For any concept class H with an infinite Littlestone tree, for any online learning
algorithm A, there exists a process X that makes A have an average loss greater than a half with
non-zero probability.

Proof Sketch. We can take a random walk on the infinite Littlestone tree to generate the target
function. Thus, no matter what the algorithm predicts, it makes a mistake with a probability of more
than half. Then we can use Fatou’s lemma to get a lower bound of the expected average loss of the
learning algorithm among all random processes and that means for every algorithm there exists a
process that makes its average loss more than a half with probability more than zero.

5 Concept Classes with an Infinite VCL Tree

In this section, we discuss the necessary and sufficient conditions for a process to admit universal
online learning under the concept class H with an infinite VCL tree. Theorem 11 states the an-
swer formally. To prove this theorem, we first prove sufficiency (Lemma 22) and then necessity
(Lemma 23).

Lemma 22. If a process X satisfies condition A, it admits universally consistent online learning
under concept classH.

Proof Sketch. To prove this lemma, we use the weighted majority algorithm with non-uniform initial
weights on the experts defined in condition A. The initial weight of expert i is 1

i(i+1) , where the index
i is the index defined in condition A as well.

Lemma 23. If a process X admits universally consistent online learning under concept classH, it
satisfies condition A.

Proof Sketch. In order to prove this lemma, we need to show the following statement holds:

For a given concept classH, and a data process X, if there is a learning algorithm A that is strongly
universal consistent under X and H, then we have a set of experts E = {e1, e2, . . . }, there is a
sequence {in} with log in = o(n), such that for any realizable sequence (X,Y), for any n ∈ N, there
is an expert ei with i ≤ in such that Yt = ei(Xt) for every t ≤ n.

We modify the construction from the work of Ben-David et al. [2009] to build the experts. We build
the experts based on the set of the index of the round when the algorithm A makes mistakes, so there
is a one-on-one map from the set of the index of the mistakes to the experts. Then we can build
the index of the experts based on the set of the index of mistakes to show the existence of such a
sequence.

Then we can get the theorem for optimistically universal online learnability, which is theorem 12.
Notice that the proof of lemma 23 and 22 works for any process. We can prove theorem 12 by reusing
the proof of theorem 11

6 Agnostic Case

In this section, we extend the online learning algorithm for realizable cases to an online learning
algorithm for agnostic cases. The basic idea follows the idea of Ben-David et al. [2009]. In other
words, we build an expert for each realizable process (X,Y). Then we run the learning with experts’
advice algorithm on those experts and get a low regret learning algorithm.

Theorem 24. The following two statements are equivalent:
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• There is an online learning rule that is strongly universally consistent under X andH for
the realizable case.

• There is an online learning rule that is strongly universally consistent under X andH for
the agnostic case.

Proof Sketch. To prove this lemma, we first build the experts ei based on the learning algorithm for
the realizable case by using the construction from lemma 23. We then use the learning on experts’
advice algorithm called Squint from Koolen and van Erven [2015], with non-uniform initial weights

1
i(i+1) for each ei to get a sublinear regret. Thus, we can extend the learning algorithm for realizable
cases to a learning algorithm for agnostic cases no matter how the algorithm operates.

An online learning algorithm for the agnostic case is also an online learning algorithm for the
realizable case, by taking Y∗ = Y, the regret becomes the number of mistakes. Thus, the two
statements are equivalent.

Theorem 24 implies all the characterization for the realizable case is also a characterization for the
agnostic case. We formally state the theorems below:

Theorem 25. For the agnostic case and any concept classH with no infinite VCL tree, any process X
admits strongly universal online learning underH. However, only the concept class with no infinite
Littlestone tree is optimistically universally online learnable.

For the concept classH with infinite VCL tree:

Theorem 26. For the agnostic case, a data process X admits strongly universal online learning
under concept classH with infinite VCL tree if and only if it satisfies condition A. However, a concept
classH with infinite VCL tree is optimistically universally online learnable if and only if it satisfies
condition B.
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A Omitted Proofs

A.1 Proof of lemma 15

In order to help the reader understand, we provide the subroutine here again for reference.

Algorithm 2: Subroutine for learning a partial concept classH with VC dimension d on the data
process X.
L← ∅.
m← 1.
for t = 1, 2, 3, . . . do

Predict

Ŷt = argmax
y

Pr

[
w(HgU

L∪(Xt,1−y), Xt<i≤m(m+1)
2

) ≤ 1

2
w(HgU

L , X
t≤i≤m(m+1)

2
)

∣∣∣∣X≤t

]
if Yt ̸= Ŷt then

L← L ∪ {(Xt, Yt)}.
end
if t ≥ m(m+1)

2 . then
m← m+ 1.

end
end

Proof. In this proof, we assume that for the partial concept class H with VC dimension ≤ d,
{(xi, yi)}i∈N is realizable. As we defined, the weight function, w(H′, X≤T ) = |{S : S ⊆
{xi}i≤T such that S shattered byH′}|, which is the number of the subsequences of the sequence
X≤T that can be shattered by the partial concept classH′.

Consider the k-th batch, consisting of Wk = {X k(k−1)
2 +1

, · · · , X k(k+1)
2
}. Let

Zk =

k(k+1)
2∑

t=
k(k−1)

2 +1

I
[
Ŷt ̸= Yt

]
,

and
Vk = Zk − E

[
Zk

∣∣∣X≤ k(k−1)
2

]
.

Notice that

E
[
Vk

∣∣∣X≤ k(k−1)
2

]
= E

[
Zk − E

[
Zk

∣∣∣X≤ k(k−1)
2

] ∣∣∣X≤ k(k−1)
2

]
= E

[
Zk

∣∣∣X≤ k(k−1)
2

]
− E

[
Zk

∣∣∣X≤ k(k−1)
2

]
= 0.(a.s.)

Thus, the sequence Vk is a martingale difference sequence with respect to the block sequence,
W1,W2, · · · . By the definition of Vk, we also have −k ≤ Vk ≤ k. Then by Azuma’s Inequality, with
probability 1− 1

K2 , we have

K∑
k=1

Zk ≤
K∑

k=1

E
[
Zk

∣∣∣X≤ k(k−1)
2

]
+

√√√√− log

(
1

K2

)
· 2 ·

(
K∑

k=1

k2

)

≤
K∑

k=1

E
[
Zk

∣∣∣X≤ k(k−1)
2

]
+
√
4K3 logK.
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Then we need to get an upper bound for E
[
Zk

∣∣∣X≤ k(k−1)
2

]
. According to the prediction rule, every

time we make a mistake, we have

Pr

[
w(HgU

L∪(Xt,Yt)
, X

t≤i≤m(m+1)
2

) ≤ 1

2
w(HgU

L , X
t≤i≤m(m+1)

2
)

∣∣∣∣X≤t

]
≥ 1

2
. (3)

Due to the linearity of expectation, for every k,

E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]∣∣∣∣∣∣∣X≤ k(k−1)
2


= E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]
I
[
w(HLt

, X
t<i≤ k(k+1)

2
) ≤ 1

2
w(HLt−1

, X
t≤i≤ k(k+1)

2
)

]∣∣∣∣∣∣∣X≤ k(k−1)
2


+ E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]
I
[
w(HLt , Xt<i≤ k(k+1)

2
) >

1

2
w(HLt−1 , Xt≤i≤ k(k+1)

2
)

]∣∣∣∣∣∣∣X≤ k(k−1)
2

 .

Here Lt = {(Xi, Yi)}, where i ≤ t and the algorithm makes a mistake at round i.

Notice the first part is the expected number of mistakes, each of which decreases the weight by half.
For every realization of X k(k−1)

2 ≤i≤ k(k+1)
2

, x k(k−1)
2 ≤i≤ k(k+1)

2
, let

u(k) =

k(k+1)
2∑

i=
k(k−1)

2

I
[
Ŷt ̸= Yt

]
I
[
w(HLt

, x
t<i≤ k(k+1)

2
) ≤ 1

2
w(HLt−1

, x
t≤i≤ k(k+1)

2
)

]
.

By the definition of the weight function and the fact that VC(H) = d,
w(HL k(k−1)

2

, x k(k−1)
2 ≤i≤ k(k+1)

2
) ≤ kd. Consider the last round t ≤ k(k+1)

2 that Ŷt ̸= Yt,

we have w(HLt−1,x
t≤i≤ k(k+1)

2

) ≥ 1, as the set {xt} must be shattered. Thus, we have

2u(k)−1w(HLt−1,x
t≤i≤ k(k+1)

2

) ≤ w(H, x k(k−1)
2 ≤i≤ k(k+1)

2
). Therefore, u(k) ≤ d log T +1, for every

realization, x k(k−1)
2 ≤i≤ k(k+1)

2
. Thus,

E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]
I
[
w(HLt

, X
t<i≤ k(k+1)

2
) ≤ 1

2
w(HLt−1

, X
t≤i≤ k(k+1)

2
)

]∣∣∣∣∣∣∣X≤ k(k−1)
2

 ≤ 2d log k.

(4)

Then consider the second part, we have

E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]
I
[
w(HLt , Xt<i≤ k(k+1)

2
) >

1

2
w(HLt−1

, X
t≤i≤ k(k+1)

2
)

]∣∣∣∣∣∣∣X≤ k(k−1)
2


= E

E
 k(k+1)

2∑
t=

k(k−1)
2

I
[
Ŷt ̸= Yt

]
I
[
w(HLt

, X
t<i≤ k(k+1)

2
) >

1

2
w(HLt−1

, X
t≤i≤ k(k+1)

2
)

]∣∣∣∣∣∣∣X≤t


∣∣∣∣∣∣∣X≤ k(k−1)

2


= E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]
E
[
I
[
w(HLt , Xt<i≤ k(k+1)

2
) >

1

2
w(HLt−1 , Xt≤i≤ k(k+1)

2
)

]∣∣∣∣X≤t

]∣∣∣∣∣∣∣X≤ k(k−1)
2
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This is because Ŷt and Yt only depend on X≤t. Due to the equation 3, we have

I
[
Ŷt ̸= Yt

]
E
[
I
[
w(HLt

, X
t<i≤ k(k+1)

2
) >

1

2
w(HLt−1

, X
t≤i≤ k(k+1)

2
)

]∣∣∣∣X≤t

]
= I

[
Ŷt ̸= Yt

]
Pr

[
w(HLt , Xt<i≤ k(k+1)

2
) >

1

2
w(HLt−1 , Xt≤i≤ k(k+1)

2
)

∣∣∣∣X≤t

]
≤ 1

2
I
[
Ŷt ̸= Yt

]
.

Thus,

E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]
I
[
w(HLt

, X
t<i≤ k(k+1)

2
) >

1

2
w(HLt−1

, X
t≤i≤ k(k+1)

2
)

]∣∣∣∣∣∣∣X≤ k(k−1)
2

 (5)

≤ 1

2
E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]∣∣∣∣∣∣∣X≤ k(k−1)
2


Combining these two inequalities (4 and 5), we have

E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]∣∣∣∣∣∣∣X≤ k(k−1)
2

 ≤ 2d log k +
1

2
E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]∣∣∣∣∣∣∣X≤ k(k−1)
2

 . (6)

Thus, for any k, we have

E

 k(k+1)
2∑

t=
k(k−1)

2

I
[
Ŷt ̸= Yt

]∣∣∣∣∣∣∣X≤ k(k−1)
2

 ≤ 4d log k. (7)

According to the inequality 7 for every k, E
[
Zk

∣∣∣X≤ k(k−1)
2

]
≤ 4d log k. Thus, with probability at

least 1− 1
K2 ,

K∑
k=1

Zk ≤
K∑

k=1

4d log k +
√
4K3 logK ≤ 4dK logK +

√
4K3 logK.

By the definition of Zk, with probability at least 1− 1
K2 ,

K(K+1)
2∑

t=1

I
[
Ŷt ̸= Yt

]
≤ 4dK logK +

√
4K3 logK ≤ (4d+ 2)

√
K3 logK. (8)

Let TK = K(K+1)
2 be the number of instances in the sequence, with probability at least 1− 1

K2

TK∑
t=1

I
[
Ŷt ̸= Yt

]
≤ (4d+ 2)T

3
4

K

√
1

2
log TK . (9)

Define the event EK as the event that in the sequence X≤TK
,
∑TK

t=1 I
[
Ŷt ̸= Yt

]
> (4d +

2)T
3
4

K

√
1
2 log TK . Then we know Pr[EK ] ≤ 1

K2 . Notice the fact that for any K ∈ N,∑K
k=1

1
k2 ≤ π2

6 . By Borel-Cantelli lemma, we know that for any TK = K(K+1)
2 large enough,∑TK

t=1 I
[
Ŷt ̸= Yt

]
≤ (4d+ 2)T

3
4

K

√
1
2 log TK happens with probability 1.

Then for any large enough T , we have TK ≤ T ≤ TK+1 ≤ 2T . Thus, with probability 1,
T∑

t=1

I
[
Ŷt ̸= Yt

]
≤ (4d+ 2)T

3
4

K+1

√
1

2
log TK+1 (10)

≤ (4d+ 2)(2T )
3
4

√
1

2
log 2T . (11)
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Therefore, for any large enough T and a universal constant c, with probability 1,

T∑
t=1

I
[
Ŷt ̸= Yt

]
≤ cT

3
4

√
log T . (12)

Notice that cT
3
4

√
log T is o(T ). That finishes the proof.

A.2 Proof of Theorem 19

Proof. In this proof, we want first to modify the chosen indifferent VCL tree, such that the number
of elements in each node is increasing exponentially. In other words, we hope the k-th node in the
Breadth-First-Search (BFS) order contains 2k−1 elements. We may reach this target by recursively
modifying the chosen VCL tree. Starting from the root of the tree, for each node that does not satisfy
our requirement, we promote one of its descendants to replace that node, such that the number of
elements in that node is large enough.

Then we define the data process as follows: For the modified VCL tree, we define the sequence
{Xi}i∈N as X2k−1+j = Xjk, where Xjk is the j-th element in the k-th node in the BFS order.

Next, we define the target function, in other words, choose the label Yt for each Xt. First, we take a
random walk in the modified VCL tree. Then for the elements in the node on the path we visited
(in-branch node), we let Yt be the label given by the edge adjacent to that node. Then, we need to
decide the label of those elements in the node not on the path we visited (off-branch nodes). For any
off-branch node, we can pick an in-branch node after it in BFS order, as the tree is indifferent, all
descendants of the in-branch node agree on the label of the elements in the off-branch node. Thus,
we can let the label of the elements in the off-branch node be the label decided by the descendant of
that in-branch node. So, every element in the node that is visited by the random walk still may be
wrong with probability 1

2 , when the algorithm sees it the first time. Also, the number of elements that
come before k-th node in the BFS order,

∑k−2
i=0 2i = 2k−1 − 1, is roughly the same as the number

of elements in the k-th node, 2k−1. Thus at the d-th layer of the modified tree, if the random walk
reaches the node Kd, for that node, we have

E

[
1

nKd

nKd∑
t=1

I [ht−1(Xt) ̸= Yt]

∣∣∣∣∣Kd

]
≥ 1

4
. (13)

Here nKd
is the number of elements in the process when we reach the Kd-th node. This inequality

holds for all d.

Then notice that by taking an expectation on the expected mistakes for every deterministic sequence,
we get an expectation of the number of mistakes for this random process. Then we can pick the
sub-sequence, which only contains nKd

= 2Kd − 1 elements, and this decreases the ratio of mistakes
(the third line in the following computations). This is because we can only make mistakes when the
elements are in the Kd-th node and any other n will have a smaller ratio of mistakes than nKd

. Then
notice that the ratio of mistakes is always smaller than or equal to 1, we can use the reversed Fatou’s
lemma and inequality 13 to get the final result (the fourth line and the last line in the following
computations).
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E

[
E

[
lim sup
n→∞

1

n

n∑
t=1

I [ht−1(Xt) ̸= Yt]

∣∣∣∣∣ (X,Y)
]]

= E

[
lim sup
n→∞

1

n

n∑
t=1

I [ht−1(Xt) ̸= Yt]

]

≥ E

[
lim sup
d→∞

1

nKd

nKd∑
t=1

I [ht−1(Xt) ̸= Yt]

]

≥ E

[
lim sup
d→∞

E

[
1

nKd

nKd∑
t=1

I [ht−1(Xt) ̸= Yt]

∣∣∣∣∣nKd

]]

≥ 1

4
.

Thus, there exists a deterministic sequence (X,Y) such that it does not make sublinear expected
mistakes.

A.3 Proof of Theorem 21

Proof. AsH has an infinite Littlestone tree, we can take a random walk on this tree, then for every
step t, take the label of the node as Xt, and no matter what the learning algorithm predicts, uniformly
randomly choose Yt. Thus, we have E [I [ht−1(Xt) ̸= Yt]] ≥ 1

2 for every t. We get

lim sup
n→∞

E(X,Y)

[
1

n

n∑
t=1

I [ht−1(Xt) ̸= Yt]

]
≥ 1

2
. (14)

According to Fatou’s lemma, notice the ratio of mistakes is smaller than or equal to 1, so we have the
following inequality,

E

[
lim sup
n→∞

1

n

n∑
t=1

I [ht−1(Xt) ̸= Yt]

]
≥ 1

2
. (15)

Thus, for each learning algorithm, there exists a data sequence {(Xt, Yt)}t∈N such that equation 15
holds. That finishes the proof.

A.4 Proof of Lemma 22

For the completeness, we provide the weighted majority algorithm here:

Algorithm 3: The Weighted Majority Algorithm with Non-uniform Initial Weights

For expert ei, assign w0
i = 1

i(i+1) as its initial weight.
for t = 1,2,. . . do

Predict yt = I
[∑

i
wt−1

i∑
i w

t−1
i

ei(Xt) ≥ 1
2

]
.

Update wt
i =

(
1
2

)I[ei(Xt) ̸=Yt]
wt−1

i .
end

By using this algorithm, we provide the proof of the lemma 22.

Proof. In order to prove this lemma, we use the weighted majority algorithm 3 with initial weight
w0

i = 1
i(i+1) for each expert i. We set MB =

∑n
t=1 I [ht−1(Xt) ̸= Yt], which is the num-

ber of mistakes the algorithm made during n rounds. We also set mi =
∑n

t=1 I [ei(Xt) ̸= Yt].
Next, compute the total weight of all experts after n rounds of the algorithm, Wn. Notice
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that if the algorithm makes a mistake at round n, there must be a majority of the experts mak-
ing a mistake at round n, so Wn−1 − Wn ≥ 1

2 ·
1
2W

n−1, which means Wn ≤ 3
4W

n−1.
Thus, we have Wn ≤

(
3
4

)MB
W 0 ≤

(
3
4

)MB
. Notice that Wn ≥ wn

i for all i, so it holds for
argmini≤in

∑n
t=1 I [ei(Xt) ̸= Yt]. We have the following inequality for all n,

n∑
t=1

I [ht−1(Xt) ̸= Yt] ≤ 3min
i≤in

n∑
t=1

I [ei(Xt) ̸= Yt] + log

(
1

w0
i

)
(16)

≤ 3min
i≤in

n∑
t=1

I [ei(Xt) ̸= Yt] + 2 log in. (17)

Here 3 comes from the fact that log 2
log( 4

3 )
≤ 3. Therefore, for a fixed process X, target function h∗ and

a fixed sequence, {in}, we have

E

[
lim sup
n→∞

1

n

n∑
t=1

I [ht−1(Xt) ̸= Yt]

]
≤ E

[
lim sup
n→∞

1

n

(
3min
i≤in

n∑
t=1

I [ei(Xt) ̸= Yt] + 2 log in

)]
.

(18)
Then by the condition A, we know the right-hand side of the inequality is 0.

Notice that lim supn→∞
1
n

∑n
t=1 I [ht−1(Xt) ̸= Yt] is a non-negative random variable, so we have

E

[
lim sup
n→∞

1

n

n∑
t=1

I [ht−1(Xt) ̸= Yt]

]
= 0. (19)

Therefore, lim supn→∞
1
n

∑n
t=1 I [ht−1(Xt) ̸= Yt] = 0 almost surely.

A.5 Proof of Lemma 23

Algorithm 4: Expert J
Input: set J
for t = 1,2,. . . do

recieve Xt.
compute ỹt = fA

t (Xi<t, Ŷi<t, Xt).a
if t ∈ J then

predict ŷt = ¬ỹt
else

predict ŷt = ỹt
end

end

aŶi<t = {ŷi}i<t

Proof. In this proof, we show that there is a way to build a sequence of experts {e1, e2, . . . }, such
that those experts satisfy the condition A, from the fact that X admits strongly universally consistent
online learning. Let an online learning algorithm A and the related online learning rule fA

t be the
algorithm that can learn all realizable label process Y ∈ R(H,X), with o(n) errors. Then we can
build the experts by algorithm 4 and represent the experts by the set of the index of mistake rounds.
We can define this set as set J . For example, if the algorithm makes mistakes at round 1, 4, 7 then the
set J for that expert is {1, 4, 7}. Thus we have a one-on-one map from the set J to the expert.

First, we show that for every realizable label process Y ∈ R(H,X), there is an expert predicting
the same as that process. This part of the proof is similar to the proof of lemma 12 in the work of
Ben-David et al. [2009]. Consider a realizable label process Y and run algorithm A on (X,Y), j ∈ J
if and only if A makes a mistake on (X,Y) in round j. Then consider the algorithm 4 running on
X, as for each round t, the history A see is the same as (X,Y). So the original prediction of that
algorithm ỹt ̸= Yt, if and only if t ∈ J . For those rounds, the expert predicts the opposite of ỹt,
which is equal to Yt. For any n ∈ N, there is a set Jn containing all of the index of the mistake
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rounds of A running on (X≤n, Y≤n). Then the algorithm 4 with input Jn creates an expert ei, such
that ei(Xt) = Yt for all t ≤ n.

Next, we only need to build the index in for the set Jn to show that log in = o(n). The index of set
J is as follows: order all sets J by |J |(max J). (If two sets have the same value, then use |J | as a
tie-breaking.) Here |J | is the number of elements in J and max J is the maximal element in J . After
that, index the set J from 1 following this order.

At last, we show the method mentioned above constructed a set of experts satisfying condition A. we
have a set of experts E = {e1, e2, . . . }, there is a sequence {in} with log in = o(n), such that for any
realizable sequence (X,Y), for any n ∈ N, there is an expert ei with i ≤ in such that Yt = ei(Xt)
for every t ≤ n. Therefore, we need to compute the in as follows. Assume |Jin |max Jin = k, we
have

in ≤ |{J : |J |max J ≤ k}| = 1 +

k∑
m=1

|{J : |J | ≤ k

m
,max J = m}|

= 1 +

√
k∑

m=1

2m−1 +

k∑
m=

√
k

(
m− 1

≤ ( k
m − 1)

)
≤ 2

√
k +

k∑
m=

√
k

(
em2

k

) k
m

≤ (k + 1)e
√
k.

Notice that k = |Jin |n, we have

lim
n→∞

1

n
log in ≤ lim

n→∞

2
√
|Jin |n
n

= 0. (20)

Thus, we get the set of experts and the corresponding sequence {in} satisfying condition A.

A.6 Proof of Theorem 24

Proof. In order to prove this theorem, we use the procedure based on learning with experts’ advice.
First, we build and index the experts, {e1, e2, · · · }. By using the same method we mentioned in the
proof of lemma 23 (A.5), we can build and index the experts based on the learning algorithm for the
realizable case. And this satisfies Condition A. Then, we can use Squint algorithm from the work
of Koolen and van Erven [2015]. To use Squint, we need the initial weight of the experts to be a
distribution. We can set the initial weights πi =

1
i(i+1) for each ei and this forms a distribution, as

πi =
1
i −

1
i+1 , the sum of πi reaches 1 when i goes to infinity.

According to Theorem 3 in the work of Koolen and van Erven [2015], we have the following upper
bound for the regret

T∑
t=1

I
[
ĥt−1(Xt) ̸= Yt

]
−

T∑
t=1

I [ek(Xt) ̸= Yt] ≤ O

(√
Vk log

log Vk

πk
+ log

1

πk

)
. (21)

Here the Vk is the sum of the square of the difference between the algorithm’s mistake and expert k’s
mistake in each round. In other words, we have

Vk =

T∑
i=1

(I [ht−1(Xt) ̸= Yt]− I [ek(Xt) ̸= Yt])
2
. (22)

Notice that (I [ht−1(Xt) ̸= Yt]− I [ek(Xt) ̸= Yt])
2 is either 1 or 0, we have Vk ≤ T . The regret of

this algorithm is upper bounded by:

O

(√
Vk log

log Vk

πk
+ log

1

πk

)
= O

(√
T log log T + T log k + log k

)
. (23)

According to the condition A, we also know

E

[
lim sup
T→∞

min
ei:i≤iT

1

T

T∑
t=1

I [ei(Xt) ̸= Y ∗
t ]

]
= 0. (24)
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Thus, the regret of this algorithm is

lim sup
T→∞

1

T

T∑
t=1

(
I
[
Yt ̸= ĥt−1(Xt)

]
− I [Yt ̸= Y ∗

t ]
)

= lim sup
T→∞

1

T

T∑
t=1

(
I
[
Yt ̸= ĥt−1(Xt)

]
− |I [Yt ̸= ek(Xt)]− I [ek(Xt) ̸= Y ∗

t ]|
)

≤ lim sup
T→∞

1

T

T∑
t=1

(
I
[
Yt ̸= ĥt−1(Xt)

]
− I [Yt ̸= ek(Xt)] + I [ek(Xt) ̸= Y ∗

t ]
)

≤ lim sup
T→∞

1

T

T∑
t=1

(
I
[
Yt ̸= ĥt−1(Xt)

]
− I [Yt ̸= ek(Xt)]

)
+ lim sup

T→∞

1

T

T∑
t=1

I [ek(Xt) ̸= Y ∗
t ]

Because log iT = o(T ) and log k < log iT we have log k = o(T ). Thus, the regret above is o(T ).
Therefore, we have an algorithm to extend a universally consistent online learning algorithm for
realizable cases to a universally consistent online algorithm for agnostic cases.

To prove the necessity, notice that a universally consistent online algorithm for agnostic cases can be
used to solve the realizable case and the regret is equal to the number of mistakes.

20



NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Theorems 9,10,11,12 provides the full characterization for realizable case.
Theorem 24 provides the method to extend the algorithm for the realizable case to the
agnostic setting
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Justification: In the abstract and the introduction, we both mentioned our work focuses on
binary classification.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All proofs are in the Appendix part.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: There are no experiments in this paper. This work is a learning theory paper.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [NA]
Justification: This is a learning theory paper. There is no code or data related to this paper.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: This is a learning theory paper. There is no experiment in this paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: This is a learning theory paper. There is no experiment in this paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: This is a learning theory paper. There is no experiment in this paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We are sure we conform with the NeurIPS Code of Ethics. This paper does not
contain any experiments and all of the proofs have been provided in the appendix or cited
appropriately.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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