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Abstract

Visual In-Context Learning (VICL) has emerged as a prominent approach for
adapting visual foundation models to novel tasks, by effectively exploiting con-
textual information embedded in in-context examples, which can be formulated as
a global ranking problem of potential candidates. Current VICL methods, such as
Partial2Global and VPR, are grounded in the similarity-priority assumption that
images more visually similar to a query image serve as better in-context examples.
This foundational assumption, while intuitive, lacks sufficient justification for its
efficacy in selecting optimal in-context examples. Furthermore, Partial2Global
constructs its global ranking from a series of randomly sampled pairwise pref-
erence predictions. Such a reliance on random sampling can lead to incomplete
coverage and redundant samplings of comparisons, thus further adversely impact-
ing the final global ranking. To address these issues, this paper introduces an
enhanced variant of Partial2Global designed for reliable and holistic selection of
in-context examples in VICL. Our proposed method, dubbed RH-Partial2Global,
leverages a jackknife conformal prediction-guided strategy to construct reliable
alternative sets and a covering design-based sampling approach to ensure com-
prehensive and uniform coverage of pairwise preferences. Extensive experiments
demonstrate that RH-Partial2Global achieves excellent performance and outper-
forms Partial2Global across diverse visual tasks. The source code is available in
https://github.com/Wu-Wenxiao/RH-Partial2Global.

1 Introduction

Inspired by the success of in-context learning in natural language processing, visual in-context learn-
ing (VICL) was born on demand as a promising paradigm for leveraging Visual Foundation Models
(VEMs) in vision tasks. By conditioning VFMs on a few in-context examples, typically image-label
pairs, VICL facilitates efficient adaptation to various downstream tasks, such as segmentation and
detection [1} 2], image editing [3l], cross-modal content reasoning [4] as well as low-level tasks[3].

A key challenge in VICL lies in selecting the most suitable in-context examples corresponding to
a given query image to achieve optimal performance. Given that a set of candidate examples is
typically available, recent works [2, 6] commonly formulate VICL as a global ranking problem.
Partial2Global [6], a state-of-the-art method, tackles this by first training a list-wise partial ranker
through meta-learning. This ranker is applied to randomly partitioned candidate sequences for par-
tial rankings, from which a consistency-aware aggregator subsequently infers a global ranking.
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While Partial2Global marks a significant step forward for VICL, two critical limitations remain
unresolved: (1) The similarity-priority assumption. Both Partial2Global and VPR rely on a heuristic
known as the similarity-priority assumption that the more visually similar a candidate image is to the
query, the better it serves as an in-context example. Although Partial2Global questions the reliability
of this assumption, it lacks a statistical foundation to support this critique and does not offer concrete
alternatives. As a result, the assumption remains unchallenged in a rigorous or systematic way, and
its influence on performance is left largely unexplored. (2) The strategy of random sampling. In
constructing a global ranking from partial rankings, it is ideal to uniformly and exhaustively cover all
pairwise preferences among candidates. However, the reliance of Partial2Global on random shuffle
operations for partial predictions often fails to capture all inter-candidate relationships and may
introduce redundant comparisons while neglecting informative ones, ultimately degrading ranking
accuracy. Thus, a more principled sampling strategy is needed to achieve comprehensive coverage
of candidate relationships while simultaneously minimizing redundancy and iteration overhead.

Towards Reliable and Holistic VICL Prompt Selection, we build upon the Partial2Global frame-
work and introduce an enhanced approach named RH-Partial2Global. To address the two key
limitations discussed earlier, RH-Partial2Global incorporates the following major improvements:
(1) Reliable Selection Strategy via Conformal Prediction. To construct a more trustworthy alterna-
tive set of in-context examples, we propose a selection strategy based on conformal prediction. This
method operates in a jackknife manner: for each training sample, it computes a consistency score
that quantifies the alignment between the sample’s quality when serving as an in-context prompt for
other instances and its visual similarity to these prompted instances. By applying a threshold derived
from a quantile of these scores at a predefined confidence level, we identify a subset of candidates
exhibiting high reliability. This identified subset is then used to filter the initial similarity-driven
candidate pool, resulting in a more robust and accurate selection of in-context examples. (2) Holis-
tic and Efficient Sampling Strategy via Covering Design. To ensure uniform and comprehensive
coverage of pairwise candidate preferences, we integrate a covering design into the local sampling
process. This is operationalized by sequentially sampling from a randomly shuffled alternative set,
guided by a precomputed optimal covering design. Please note that the principles of covering design
inherently ensure exhaustive coverage of preference relationships, while its property of minimizing
sampling iterations contributes to the uniformity of pairwise preference sampling.

‘We summarize our contributions as four-folds:

* We turn our attention to a necessary yet often neglected heuristic in VICL that images more visu-
ally similar to a query image serve as better in-context examples. For the first time, we provide
statistical evidence demonstrating that this similarity-priority assumption is not sufficiently robust.

* We propose a jackknife conformal prediction-based example selection strategy to identify and
preserve reliable samples in the alternative set, thereby reducing ranking complexity and yielding
more accurate predictions.

* We incorporate a covering design-based sampling strategy within the consistency-aware ranking
aggregator of Partial2Global, ensuring more holistic coverage of pairwise preferences and conse-
quently leading to a more accurate global ranking.

* Extensive experiments substantiate that our proposed RH-Partial2Global can significantly surpass
the state-of-the-art Partial2Global framework across diverse vision tasks.

2 Related work

In-Context Learning. The recent expansion in the scale of large-scale models has led to remark-
able advances in their ability to perform in-context learning, a process where models adapt to new
tasks by conditioning on a small set of examples rather than undergoing further training. Notably,
both large language models (LLMs) [7] and their multi-modal successors [8|] have demonstrated
this capability. For instance, Pan et al. [9] leveraged in-context learning to construct symbolic rep-
resentations that facilitate logical reasoning, while Zhang et al. [[10]] applied similar techniques to
update factual content within LLMs. Parallel developments have emerged in the field of computer
vision. Approaches such as MAE-VQGAN [1]] and Painter [S] have shown that vision models can
be trained to perform in-context learning by reconstructing masked regions in image grids composed
of both support and query images. Building on this, VPR [2] addressed the challenge of selecting
optimal in-context samples, introducing a metric network based on contrastive learning and perfor-
mance evaluation. Prompt-SelF [11] extended this line of work by incorporating both fine-grained



and coarse-grained visual similarities, and proposed an ensemble approach that aggregates predic-
tions from multiple permutations of in-context grids at inference time. Partial2Global [6] proposed
a list-wise ranker and a globally consistent ranking aggregator aiming for global optimal in-context
prompts. Our work aims to find better in-context example, but different from previous works, we
break the assumption that similarity between images can safely lead to better in-context examples.
Other than that, we focus on leveraging conformal prediction and covering design to build reliable
and holistic in-context example selection process.

Conformal Prediction. Conformal prediction (CP) [12| [13} [14] is a distribution-free and model-
agnostic methodology that generates prediction sets with theoretically guaranteed coverage proba-
bilities. Unlike traditional point predictions, CP quantifies uncertainty by producing a set of plau-
sible outcomes rather than a single value. This ensures that the true outcome (e.g., label, value, or
element) is contained within the prediction set with a user-specified confidence level. Conformal
prediction has garnered significant attention in various tasks that require rigorous uncertainty es-
timation, such as multi-class prediction [15]], benchmarking of LLMs [16], and robotic trajectory
prediction [17]. CP methodologies can be broadly categorized into several types: full CP, split
CP (or inductive CP) [18]], transductive approaches like jackknife CP [19, 20] and CP with cross-
validation [21} 22], and conformal risk control [23| 24]. Among these variants, jackknife CP is
known for its tendency towards conservative predictions, rendering it particularly suitable for appli-
cations demanding high reliability and robustness. In this paper, we leverage jackknife CP to refine
the construction of alternative sets, aiming to retain highly reliable samples and thereby alleviate the
difficulty of subsequent ranking tasks.

Covering Design. A covering design [25] is a fundamental combinatorial structure that addresses
the problem of systematically covering all possible subsets of a fixed size within a larger set. For-
mally, a (K, k,t) covering design is a collection of k-element subsets (called blocks) from a K-
element set, such that every t-element subset of the K-set is contained in at least one block. A
primary objective in covering designs is to find the minimum number of blocks, C' (K, k, t), sat-
isfying the covering condition, highlighting their efficiency in ensuring comprehensive interaction
coverage. In our work, motivated by the limitations of random sampling and the inherent need for
complete and uniform coverage of pairwise preferences (i.e., ¢ = 2) among candidate examples, we
replace the original random sampling with a covering design-based strategy, thereby facilitating a
more systematic, comprehensive, and balanced sampling of these pairwise relationships.

3 Methodology

Preliminary of Partial2Global: Adhering to the similarity-priority heuristic prevalent in methods
like Visual Prompt Retrieval (VPR) [2] that images more visually similar to a query x, serve as
better in-context examples, Partial2Global [6] constructs an alternative set ), of size K from train-

ing set Xy, = {x?’"}i]‘i Jfl for each query sample x, in test set Xj.,;. As for the training stage,
Partial2Global proposes a transformer-based list-wise ranker ¢, of length k for local ranking and
trains it in a meta-learning manner. When it comes to the evaluation stage, Partial2Global system-
atically infers global rankings from local predictions. This process begins by first constructing an

observation pool comprising [V,, randomly shuffled variants of the alternative set ),. For each such

permuted variant, the K candidates are divided into into [%l non-overlapping sub-sequences of

length k. Each sub-sequence is then ranked using ¢, and the resulting pairwise preferences are
aggregated into a preference vector S*, which entries encode dominance relationships (1, —1, or 0).
Each vector S is then converted into a pairwise indication set E*, which explicitly lists all candidate
pairs with non-neutral preference relationships derived from the ranker’s predictions. The collection
of these indication sets and preference vectors forms the basis for deriving a global ranking score
vector r. The derivation of 7 is then reformulated as a least squares problem using transformation

matrix D*, which encodes pairwise comparisons from £, leading to min,. Y11, o || Dr — S°([3.
P

Compared to naive ranking, this aggregation approach enhances both effectiveness through prefer-

ence modeling and efficiency by mitigating sequential dependencies.

Overview. To advance VICL via superior in-context prompt selection, we propose two correspond-
ing enhancements that address two key limitations in Partial2Global. First, to mitigate the sub-
optimal criteria used for constructing initial alternative sets, we rely on the theoretical foundation
of jackknife conformal prediction (Sec. [3.T) to identify a prompt set consisting of high-confidence,
reliable candidates. With this reliable set, we refine the initial alternative set retaining only those



Table 1: Experimental results of Spearman’s rank correlation test for each fold. The number and
proportion of samples with statistically significant monotonic associations (p < 0.05) and the aver-
age correlation (p) are reported.

‘ Fold-0 Fold-1 Fold-2 Fold-3

1786/2279  2906/3309  4152/5030  1584/1986
(7837%)  (87.82%)  (82.54%)  (79.75%)

p ‘ 0.0548 0.0315 0.0345 0.0500

#(p < 0.05)

candidates present in their intersection, thereby the reliability of the inputs to the global ranking
process. Once this high-confidence alternative set is established, local rankings are typically gen-
erated through random shuffling of candidates prior to aggregation. However, this process can lead
to incomplete and redundant coverage of all pairwise relationships, potentially resulting in perfor-
mance instability. To this end, we further introduce the use of covering designs (Sec.[3.2)) to guide a
more structured and comprehensive sampling strategy, ultimately leading to more stable and accu-
rate global ranking performance.

3.1 Conformal prediction-guided strategy for reliable candidate selection

This section details the construction of a reliable alternative set ), with a user-specified confidence
level a for query images, guided by the theory of conformal prediction with jackknife.

Motivation. To examine the validity of the similarity-priority assumption, which posits that im-
ages more visually similar to a query image serve as better in-context examples, we conduct an
experimental hypothesis test based on the training set X, from Pascal-5¢ [26] dataset for the seg-
mentation task. For each sample x; in X, serving as the query, the remaining examples in X7, are
used as potential in-context prompts. We then derive two sequences for these potential examples: (1)
their IoU scores when used as prompts for z;, and (2) their visual similarity scores to x;. To assess
the association between the two sequences, we calculate the Spearman’s rank correlation coefficient
p € [—1,1] and employ the Spearman’s rank correlation test to obtain the p-value p € [0, 1]. Here,
a high Spearman correlation coefficient p indicates observations have similar rankings in terms of
both their IoU scores and their visual similarities, while a low p suggests dissimilar rankings. Since
the null hypothesis Hy of the Spearman’s rank correlation test posits no monotonic association be-
tween the two variables, a p-value below the significance level (e.g., 0.05) indicates rejection of
Hy, thereby suggesting a statistically significant monotonic relationship. We conduct this procedure
across all folds of X7, calculating both the average correlation p and the number and proportion of
query samples for which p < 0.05. The experimental results are summarized in Table[I]

Analysis. The experimental results presented in the second row of Table [I| consistently indicate
across all folds that there indeed exists a statistically significant monotonic relationship between the
quality of in-context examples (e.g., IoU in segmentation tasks) and visual similarities. However,
the average Spearman correlation coefficients p presented in the third row of Table [I| are notably
low. This suggests that while a general statistical association is frequently present, the strength
of this monotonic relationship is often weak. These observations underscore the need for a more
robust criterion than pure similarity alone. Such a criterion should selectively identify and retain
genuinely reliable candidate examples from an initial alternative set ), which was broadly guided
by the similarity-priority assumption, thereby refining the selection process. Hence our algorithm as
follows.

Algorithm. We begin by directly using the original training set X, = {z{™} M as the “train-
ing set” for conformal prediction. Please note that we do not need A,.,, to train a predictive model,
because our conformity function f(-) will be just a predefined metric (e.g., the negative KL Diver-
gence or the Spearman correlation) that quantifies the consistency between the quality of in-context
examples Q and their visual similarities S, as detailed below from Eq.(T) to Eq.(3).

Let F be a pretrained inpainting model. Mathematically, when a sample z!"™ is used as an in-

context prompt, the VICL process for any query results in an output (-, z!"™). Given a function

g, which typically evaluates the performance of F (-, z{"™) with respect to z{"", the quality of this

VICL process can be denoted as q(F (-, zi™™), zi™™). Consequently, for each z}"" € Xj,.,,, we assess
its quality as a prompt by applying it as the prompt to all other samples x?"” in X, \ 2. This

yields a set of M quality scores:
Qi) = {a(F (™, 2™, i) L (1)



Algorithm 1 Jackknife Conformal Prediction-guided Candidate Selection

Require: Constructed training set X},.,,, query sample x4, alternative set size K, pretrained inpaint-
ing model F, conformity function f, confidence level o
1: Initial the conformity score set V := {—oco}
2: for z!"" in Xy, do
Initial quality set Q(z{™™) := () and similarity set S(z{™™) := ()
for 2™ in Xy, \ {"" do

N trn) trn)
T

4
5: T
6: Update quahty selt: Q( trn) = Q(scf”) U q(F(atrm, ztrm) xlrm)
7
8
9

: end for
10:  Compute the conformity score as Eq.(3): £(z!"™) = f(Q(z!l™), S(zl™))
11:  Update conformity score set: V =V U {(x "”)
12:  Compute the quantile g;_,()) as Eq.(5)
13:  Construct the reliable set as Eq.(6): Vo = {z{™ € Xy : £(zt™) > q1_a(V)}
14: end for
15: Initialize alternative set ), for x,: Yy = top-K;c v, 5(74, 2)
16: Obtain the refined alternative set y; as Eq.: y; =Va Ny
17: return y;;.

Similarly, we define s(-, z1"™) as a function measuring the visual similarity between the prompt "™
and any other query. For each xi™™, we compute its similarities to all other samples in X, \ x”"
forming a set of M similarity scores:

S(aim) = {s(afm, 2ty )

Based on the above definitions, the conformity score £(x!"") for each ™™ is calculated by applying
a function f (e.g., the negative KL Divergence or the Spearman correlatlon) to its corresponding

quality and similarity sets:
Uai™) = f(Qx™), S(xi™))- 3)

This procedure is repeated for every z!"™ € X},.,,, treating each in turn as the prompt whose confor-
mity score is being computed, to constitute a jackknife procedure. Then, a set including all M + 1
conformity scores can be denoted by

V= {0z I U {—oo). )

Subsequently, the corresponding (1 — «)-quantile q;_,,, which serves as the reliability threshold, is
determined from the empirical distribution of conformity scores in V:

q1—a(V) = the [(1 — a)(M + 2)]-th smallest £. (5)

Crucially, this quantile ¢; (V) is derived solely from the training set X},., and is thus independent

of any specific query x, from the test set or its initial candidate set. Thus, we can define a global set
of highly reliable candidate prompts ), derived from A},.,:

ya = {Iirn S Xtrn : E( trn) > q1— ()/(V)} (6)
This set ), comprises samples whose conformity scores are in the top « percentiles, indicating
high reliability. We now describe how this globally reliable set ), is used to refine a query-specific
alternative set ),. For a given query x4, we first construct the initial alternative set ), based on the
similarity-priority assumption: ), = top-K;c v, (w4, 2). The selection of candidates in ), can be
seen as a procedure of conformal prediction test. Our core idea is to test whether one element x;’ in
Y, can also satisfy ¢(z ) > q-a(V), ie., xff” € )Y,. The entire process can be viewed as filtering
a known ), to obtain the refined set y; using ), which can be expressed as

Vg =VaNYy ={x]  l(z]) > q1-a(V), 2] € Vy}. @)
Remark. In the procedure for constructing ), our primary focus is on evaluating the intrinsic reli-
ability of each ™" as a potential prompt, independent of any specific test query x,. Consequently,
while no guaranteed optimality for any individual test query x,, this strategy aims to ensure that the
selected reliable prompts offer overall satisfactory performance by virtue of their proven reliability
on Xj,,. The whole procedure is outlined in Algorithm [I]



3.2 Covering design-based strategy for holistic sampling

In this section, we elaborate on how to achieve more comprehensive and balanced sampling, guided
by covering design principles, to facilitate a more accurate global ranking.

Motivation. Identifying optimal candidates from the available pool is a critical step in the selec-
tion of in-context examples. Partial2Global [6] builds a pool of randomly shuffled variants of the
alternative set, partitions each variant into multiple non-overlapping sub-sequences and employs a
meta-ranker to perform local ranking predictions. Based on these local predictions, partial pairwise
preferences are inferred and subsequently aggregated into a pairwise indication set, from which a
global ranking is derived by solving a least squares problem. While this scheme yields reasonable
results, it suffers from two primary limitations:

(1) Incomplete Coverage: Despite generating numerous randomly shuffled variants of ), into
the observation pool, the random sampling process does not guarantee that all possible pairwise
relationships between candidates are captured. Given a typically alternative set size K = 50 and
a local ranker length k£ = 5 as in Partial2Global, ensuring that every candidate pair is compared
within at least one k-length sub-sequence corresponds to constructing a C'(50, 5,2) covering
design. In fact, as indicated in Theorem a C(50,5,2) covering design requires a minimum
of 130 distinct k-length sub-sequences to guarantee full pairwise coverage. While random
sampling in Partial2Global (i.e., with 50 sub-sequences) might generate numerous sequences, it
lacks this systematic guarantee and thus may fail to capture all essential pairwise relationships.

(2) Non-Uniform Preference Weighting: Although Partial2Global claims to account for contra-
dicting predictions, thereby offering the potential to correct erroneous ones, it does not control
for the frequency of repeated pairwise preferences. This can lead to certain locally derived
pairwise preferences being overrepresented, thereby adversely influencing the global ranking.

Theorem 1 (Schonheim Lower Bound [27]) Considering a (K, k,t) covering design C(K, k,t),
the Schonheim lower bound for such a covering design’s size is

K _K-1 K-t+1

Pl e s R

C(K,k,t) > [ ®)
Covering designs offer a principled approach to mitigate both of these limitations effectively. The
inherent combinatorial structure of covering design guarantees exhaustive coverage of all pairwise
relationships with an optimally minimal or near-minimal number of sub-sequences, while the asso-
ciated lower bound promotes balanced and uniform sampling.

When it comes to implementation, the pre-computed optimal covering designs allows for an efficient
strategy: one can simply generate a randomly shuffled variant of the alternative set Y, of size K’
and sample k-length sequences from it according to the structure of a predefined optimal covering
design C*(K', k,t). This structured sampling strategy incurs negligible additional computational
overhead while providing a strong guarantee of comprehensive and balanced pairwise coverage.

4 Experiments

We give the setups, and evaluate our RH-Partial2Global on several visual tasks.

Dataset. Following VPR [2]] and Partial2Global [6], we adopt three visual tasks: foreground seg-
mentation, single object detection, and image colorization. For the segmentation task, We utilize the
Pascal-5° [26] dataset, which comprises four different image splits. Performance is reported using
the mean Intersection over Union (mloU) for each split, along with the average mloU across all four
splits. The Pascal VOC 2012 dataset [28]] is employed for the single object detection task. Consistent
with MAE-VQGAN [1]], our evaluation subset includes only images containing a single object with
Pascal annotations, excluding trivial cases where an object occupies more than 50% of the image
area. For the colorization task, we sample a test set from the validation set of ILSVRC2012 [29] to
evaluate model performance, using Mean Squared Error (MSE) as the evaluation metric.

Implementation details. Given that our proposed RH-Partial2Global method does not require ad-
ditional model, we fully adopt the settings of Partial2Global [6]. Specifically, we train meta-rankers
with both lengths of 5 and 10 for foreground segmentation and single object detection, while meta-
rankers of length 3 and 5 are utilized for the colorization task. Following VPR, all visual similarity
scores in our experiments are computed using the vision encoder of CLIP [30], which was pre-
trained using multimodal contrastive learning. Additionally, we employ DINOv2 [31] as the feature



Table 2: Comparison of our proposed RH-Partial2Global with some state-of-the-art VICL methods.

Seg. (mIoU) 1
Method Ref. Fold-0 Fold-1 Fold-2 Fold-3 Avg. Det. (mIoU) 71 | Color. (MSE) |
MAE-VQGAN [1] NIPS’22 | 28.66 30.21 27.81 23.55 27.56 25.45 0.67
UnsupPR [2] NIPS’23 | 3475 3592 3241 31.16 33.56 26.84 0.63
SupPR [2] NIPS’23 | 37.08 3843 3440 3232 35.56 28.22 0.63
Partial2Global [6] NIPS’24 | 38.81 41.54 37.25 36.01 38.40 30.66 0.58
RH-Partial2Global (Ours) - 39.25 42.15 38.06 36.60 39.02 30.94 0.56
prompt-SelF [11] arXiv'2023 | 42.48 43.34 39.76 38.50 41.02 29.83 —
Partial2Global+voting [[6] | NIPS’24 | 43.23 4550 41.79 40.22 42.69 32.52 —
RH-Partial2Global+voting - 43.53 45.88 41.99 40.90 43.08 33.28 —
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Figure 1: Qualitative comparison between our proposed RH-Partial2Global and Partial2Global in
the foreground segmentation task. For each comparison item, we display the image grid following
the input order of MAE-VQGAN: the first row contains the in-context example alongside its corre-
sponding label, while the second row shows the query image and its predicted result. The IoU value
is reported below each image grid to facilitate performance evaluation.

extractor and optimize using the AdamW optimizer with a learning rate of 5 x 10~° and a batch size
of 64. For our conformal prediction-based selection strategy, while acknowledging its sensitivity
to the chosen quantile, we consistently set @« = (.85, corresponding to an 85% confidence level
across all tasks, and adopt the negative KL. Divergence as our conformity function. We benchmark
our proposed RH-Partial2Global against five previous methods: MAE-VQGAN, the unsupervised
and supervised variants of VPR, the original Partial2Global framework, and prompt-SelF [11]], a
method primarily characterized by its ensemble-based strategy. For fair comparison, results for
RH-Partial2Global are presented both with and without the test-time voting ensemble.

4.1 Main results

The quantitative results for the foreground segmentation, object detection and image colorization
tasks are presented in Table[2] Here are several observations. First of all, RH-Partial2Global demon-
strates consistent performance improvements across all visual tasks compared to the baseline, which
supports the efficacy of our proposed reliable selection and holistic sampling strategies. For exam-
ple, on the third fold of Pascal5?, RH-Partial2Global outperforms pure Partial2Global by 0.81% and
achieves an average increase of 0.62% across all four folds. Although these increments are not uni-
formly large, they are particularly noteworthy due to their consistent improvements across all cases
without additional model training, and their confirmed statistical significance. Secondly, a nuanced
observation is that the performance improvements on Fold-0 and Fold-3 are not as significant as
those observed on Fold-1 and Fold-2. This disparity might be attributable to the characteristics of
conformal prediction that its effectiveness in reliably predicting interval or set typically benefits from
a sufficiently large calibration set. As indicated in Table [T} Fold-0 and Fold-3 contain considerably
fewer samples than Fold-1 and Fold-2, potentially impacting the robustness of the reliability assess-
ment. Lastly, the pattern of improvement remains consistent whether a test-time voting strategy is
employed or not, further underscoring the generalization capability of our proposed method.



Table 3: Average top-k oracle in-context learning performances of the initial and refined alternative
set on the segmentation task, which is represented by “X” and “v"”, respectively. “=" denotes the
difference between the two performances.

Top-k Fold-0 Fold-1 Fold-2 Fold-3 Avg.
PRl x v - x v - x v - | x v -|x v -
5 14593 45.68 -0.25]49.78 49.61 -0.17|46.54 46.18 -0.26|44.63 44.38 -0.25|46.72 46.46 -0.26
10 |43.82 43.58 -0.27 |47.42 47.27 -0.15|44.09 43.73 -0.36|41.49 41.27 -0.22 4421 43.96 -0.25
15 [42.24 42.01 -0.23|45.70 45.56 -0.14|42.22 41.83 -0.39|39.27 39.03 -0.24 |42.36 42.11 -0.25

Table 4: The impact of different strategies on the segmentation task. Sy, Scq, and Sy;;; represent our
proposed conformal prediction-guided candidate selection strategy, covering design-based sampling
strategy and auxiliary filling strategy, respectively.

Strategy Seg. (mIoU) 1
Sep Sea Sy | Fold-0 Fold-1 Fold-2 Fold-3  Avg.
(@ X X X 38.81 41.54 3725 36.01 3840
by VvV X X 39.05 41.89  37.81 36.35 38.78
) X v X 39.15 4193 3775 3632  38.79
@ v v X 39.25 4215 38.06 36.60 39.02
e Vv v v | 3936 4254 3845 3672 39.27

In order to further illustrate the superiority of RH-Partial2Global, Figure [I] presents comparative
visualizations of in-context examples selected by our method versus Partial2Global for the segmen-
tation task, alongside their resulting segmentation outputs. A key observation is that, compared to
Partial2Global, the prompts chosen by RH-Partial2Global generally exhibit not only high categori-
cal relevance to the query but also greater alignment in terms of object pose, scene context, and other
fine-grained visual attributes. For instance, when presented with a query image of a dog (fourth ex-
ample in Fig. [T), both methods select a dog as an in-context prompt. However, RH-Partial2Global
selects an image where the dog’s pose precisely mirrors that of the query. Similarly, in the last vi-
sualized instance, RH-Partial2Global selects a prompt featuring a long dining table with a similar
orientation to the query, while Partial2Global opts for a square table, a choice that is semantically re-
lated but structurally less analogous. These examples suggest that RH-Partial2Global is more adept
at identifying in-context examples with high spatial and structural similarity to the query, which
enhances their reliability and likely contributes to its superior performance across various tasks.

4.2 Ablation study

In order to fully validate the effectiveness of RH-Partial2Global, we conduct a series of ablation
studies on it. All experiments in this section are performed on the foreground segmentation task.

Whether RH-Partial2Global really preserves reliable examples with good quality? A key ob-
jective is to validate whether our proposed conformal prediction-based selection strategy effectively
preserves reliable, high-quality in-context examples while discarding less suitable ones. While our
strategy is designed to ensure that selected examples meet a pre-defined reliability threshold, we
empirically verify its impact on the qualities of the selected examples for the test set. The refined
sets are obtained using our selection strategy with a confidence level @ = 0.85, which results in
approximately 15% of the initial candidates being discarded as less reliable. As shown in Table
we evaluate the average IoU achieved by the top-5, top-10, and top-15 highest-quality examples
from both the initial and the refined alternative sets. These results reveals that the performance up-
per bound, indicated by the average IoU of these top-k examples, remains remarkably stable, which
is achieved despite discarding approximately 15% of the initial candidates. This outcome strongly
suggests that our conformal prediction-based selection strategy effectively preserves high-quality,
reliable examples while successfully filtering out sub-optimal ones.

Visualization of scatter plot with regression line for similarity and IoU scores. To intuitively
illustrate the relationship between visual similarity scores and IoU scores when a specific sample
serves as an in-context prompt for others, we employ scatter plots with fitted linear regression lines.
Figure[2] presents several such illustrative examples. Across these visualizations, the p-values associ-
ated with the linear regression analyses are consistently below the 0.05 significance level. However,
the magnitudes of the regression slopes are predominantly modest. These observations indicate that
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Figure 2: Visualization of scatter plot with regression line of similarity and IoU scores.

Table 5: Average top-k oracle in-context learning performances of the initial and filled alternative

set on the segmentation task, which is represented by “X” and “+”, respectively. “~” denotes the
difference between the two performances.
Ton-k Fold-0 Fold-1 Fold-2 Fold-3 Avg.
P X + - X + - X + - X + - X + -
5 4593 46.04 +0.11|49.78 50.66 46.54 46.82 +0.28 | 44.63 44.96 +0.33 |46.72 47.12 +0.40
10 [43.82 44.05 +0.23 |47.42 48.36 44.09 44.47 +0.38|41.49 41.96 [+0.47 | 44.21 44.71 | +0.50
15 142.24 42.56 +0.32|45.70 46.70 4222 42.70 [40.48|39.27 39.81 |+0.54 42.36 42.94 ' +0.58

while a linear trend between visual similarity and IoU performance often exists, the strength of this
linear correlation is generally weak. These visual findings corroborate the statistical conclusions
from the hypothesis tests detailed in Section further underscoring the limited predictive power
of raw visual similarity for determining prompt effectiveness.

Discussions on the effect of each strategy. To verify the individual and combined efficacy of our
proposed conformal prediction-guided selection strategy S., and covering design-based sampling
strategy S.q4, we conducted ablation experiments evaluating different configurations of these com-
ponents. As shown in Table |4| (e.g., lines ¢ and d), applying either S, or S.4 individually yields
performance improvements over the baseline Partial2Global. Moreover, it can be seen in Table []
that the simultaneous use of these two strategies fails to achieve a synergistic effect. A potential
explanation for this observation is that S;,, can occasionally reduce the number of reliable candi-
dates to fewer than the ranker length k. Under such circumstances, S.4 loses its intended utility, as
any sampling can ensure complete coverage of all pairwise preferences. Therefore, we introduce an
auxiliary filling strategy Sy, selecting the most similar candidates from the constructed reliable set
YVa to the query sample z, for filling. As presented in the line (e) of TableE], this strategy can further
enhance the performance of our RH-Partial2Global. We attribute this enhancement to an improved
performance upper bound. Similarly, we directly test all prompts from the original and the filled
alternative set for each query in the segmentation task and present the average performance of the
top-5/10/15 best examples in Table 5] The improvements in this oracle performance, as shown in
Table[5] lend strong support to our viewpoint.

Universality of conformal prediction-guided selection strategy. The similarity-priority assump-
tion, which our proposed conformal prediction-guided selection strategy S, aims to address, rep-
resents a common limitation in many contemporary Visual In-Context Learning (VICL) methods,
extending beyond just the Partial2Global framework. To demonstrate the universality and general-
ization capacity of S.,,, we therefore apply it to both the unsupervised (UnsupPR) and supervised
(SupPR) variants of the VPR framework [2]. Recognizing that S, applied alone might occasionally
reduce the number of reliable candidates to even zero, we implemented and evaluated two aug-
mented approaches to ensure a viable candidate pool when applying our strategy to VPR: (1) S,
with initial supplementation (referred to as “+S.p,”). If the refined alternative set is empty, it is sup-
plemented by selecting the most visually similar candidate from the initial alternative set provided
by VPR; (2) S, combined with the auxiliary filling strategy Sy, (referred to as “+S.p+Ssi”). If
the resulting alternative set is empty, it is augmented by selecting the most visually similar candi-
date from the reliable global set ),. We utilize similarity scores obtained from VPR’s pretrained
and fine-tuned metric network respectively in Eq.(2). The confidence level « is set as 0.55 across all
the four folds in the segmentation task. We present all the comparison results in Table 6]

Here are several observations. Firstly, our proposed conformal prediction-guided selection strategy
can also demonstrate significant and consistent performance gains across all the folds when com-
pared to the baseline VPR. This outcome strongly validates the effectiveness and broader universal-
ity of S.,. Moreover, our auxiliary filling strategy Sy;;; is shown to further enhance the performance
of VICL, underscoring the quality of our reliable prompt set identified by S,,.



Table 6: Performance comparison of VPR variants (UnsupPR and SupPR) with and without the
integration of S, and its augmentation S¢;;; on the segmentation task.

Seg. (mloU) 1

Method Ref. | £old-0  Fold-1 Fold2 Fold3 Ave.
UnsupPR [2] NIPS’23 | 34.75 35.92 3241 31.16  33.56
UnsupPR+S,, - 36.07 38.50 35.03 33.53 35.78
UnsupPR+S.,+Sriu - 36.97 3880 34.62 33.66 36.01
SupPR [2] NIPS’23 | 37.08 38.43 34.40 3232 35.56
SupPR+S,,, - 37.69 39.45 36.61 33.96 3693
SupPR+Scp+Srin - 3783 3985 36.61 33.96 37.06
UnsupPR + S, + Sy with Different Selection of a SupPR + S, + Sj with Different Selection of a

3 —e— Fold0 —e— Fold0

Fold-1 40 Fold-1
—e— Fold2 —e— Fold:2
38 —o— Fold3 —o— Fold:3

g3
3 36
2
4 35
4
. ) \
2

050 055 0.60 065 070 075 0.80 085 090 095 1.00 050 053 060 065 070 075 080 085 0.90 095 100
Confidence Level a Confidence Level a

(2) UnsupPR+Scp+Syin (b) SupPR+Scp+Syin
Figure 3: Performance trends of VPR when enhanced by the S., and Sy strategies, evaluated
across a range of o parameter values. The setting ‘ac = 1.00’ represents the baseline performance
of the original VPR methods without these proposed strategies.

ToU Score (%)

Figure further details the performance of SupPR and UnsupPR when integrated with our S, and
Sy strategies, evaluated under various settings of the conformal prediction parameter «. It is
evident from these results that regardless of the specific o value selected, applying our strategies
enables both VPR variants to consistently outperform the original VPR framework. Such consistent
outperformance, even with varying « configurations, strongly demonstrates the universality and
robustness of our conformal prediction-guided selection strategy.

5 Conclusion

This paper introduces RH-Partial2Global, an enhanced variant of Partial2Global, tailored for in-
context example selection in Visual In-Context Learning (VICL). Specifically, we first challenge the
default similarity-priority assumption that an image more similar to the query image is more suitable
as an in-context example, and further validate its inherent limitations from a statistical perspective.
Subsequently, we develop a sample selection strategy based on jackknife conformal prediction to
refine the alternative set, which is initially established following the similarity-priority assumption,
thereby retaining only reliable candidate samples. Furthermore, we propose a covering design-
based sampling strategy to supersede the random operations in Partial2Global, facilitating a more
comprehensive and balanced construction of pairwise preference relationships. By integrating these
two strategies, our RH-Partial2Global yields improved global ranking predictions, paving the way
for more reliable and holistic VICL prompt selection. Extensive experiments across multiple visual
tasks demonstrate that RH-Partial2Global not only outperforms its predecessor, Partial2Global, but
also consistently achieves excellent performance.

Limitations. While our proposed method significantly enhances Partial2Global, its reliable set pre-
diction is sensitive to dataset size, potentially limiting gains with scarce data due to reduced statis-
tical robustness. Nevertheless, we contend that our reflections on the similarity-priority assumption
and exploration based on conformal prediction hold broader significance for VICL. This insight
can encourage the development of example selection strategies that move beyond mere similarity,
potentially advancing performance across diverse models and tasks.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction claims that we introduces an enhanced variant
of Partial2Global for reliable and holistic selection of in-context examples for VICL, which
is consistent with our main paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: we have discuss the limitations of our work in Sec.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate ~Limitations” section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Our proposed method does not involve theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided all the experimental setups and implementation details for
reproducibility in Sec. 4]

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Our results do not rely on any private data. The instructions provided in the
paper are sufficient to reproduce the experimental results. We will provide open access to
the code upon acceptance of this paper.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We have provided all the experimental setups and implementation details in
Sec.
Guidelines:
* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer:

Justification: We cannot provide error bar for some competitors. Besides, the current results
are sufficient to show the efficacy of our method.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer “Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

¢ Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% Cl, if the hypothesis of
Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have provide sufficient information on the computer resources in Sec. 4]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research focuses on general visual tasks, which totally conforms with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

e If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss both potential positive societal impacts and negative societal im-
pacts of the work in the supplementary material.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite all used public datasets and pre-trained models in Sec. ]
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]
Justification: We do not introduce new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA|

Justification: We do not include any crowdsourcing experiments and research with human
subjects in our paper.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA|
Justification: We only conduct objective experiments in our paper.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: This work does not incorporate Large Language Models (LLMs) into its core
methodology. Consequently, no description of such usage is provided.
Guidelines:
e The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Addition ablation study and discussion

Analysis of confidence level o for RH-Partial2Global. To further demonstrate the robustness of
our proposed strategy with respect to the confidence level «, we conduct a corresponding ablation
study on RH-Partial2Global, evaluating its performance with o values ranging from 0.94 to 0.80.
The results are presented in Figure[d] The results demonstrate that all tested « values yield a perfor-
mance improvement over the baseline (i.e. « = 1.00).

RH-Partial2Global with Different Selection of a for Different Folds

Folds
—o— Fold-0
41 Fold-1
—— Fold-2
—o— Fold3

10U Score (%)

& & $ § & N 9 D) 5 & g & 8 & S N
R S N N S S N o S N o o S N o S

Confidence Level a
Figure 4: Performance trends of PH-Partial2Global, evaluated across a range of o parameter values.
The setting ‘v = 1.00” represents the baseline performance of the pure Partial2Global method.

The selection of our conformity function. To identify the more effective conformity function
for our strategy, we evaluate both Spearman correlation and negative KL Divergence beyond upon
the Partial2Global framework, comparing their respective impacts on overall performance. The
comparison results are shown in Table[7]

Table 7: Comparison of our proposed RH-Partial2Global with Spearman correlation or negative KL
Divergence as the conformity function.

Seg. (mloU) 1
Fold-0 Fold-1 Fold-2 Fold-3  Avg.

38.81 4154 3725 36.01 3840
39.13 4188  37.57 3648 38.77
39.25 42.15 38.06 36.60 39.02

Method ‘ Ref. ‘

Partial2Global [6]
RH-Partial2Global (Cor)
RH-Partial2Global (KL)

NIPS’24

Experimental results on the Pascal-5 dataset indicate that negative KL Divergence consistently
yields superior segmentation performance compared to Spearman correlation across all the four
folds. Based on this finding, negative KL Divergence is adopted as the definitive conformity function
for our main experiments. This observed advantage can be attributed to the fundamental differences
in how these metrics capture data characteristics. Spearman correlation, which quantifies rank-
based monotonic associations, primarily reflects ordinal structure. Consequently, it is less sensitive
to the detailed distributional information embedded in specific value magnitudes and higher-order
statistical moments of the underlying data. In contrast, KL Divergence assesses the dissimilarity
between entire probability distributions, thereby inherently accounting for discrepancies across all
orders of moments and offering a more comprehensive comparison of distributional differences.

Visualization of single object detection task. Figure [5| presents comparative visualizations of in-
context examples selected by our method versus Partial2Global for the detection task, alongside
their resulting detection outputs. Consistent with findings from the segmentation task, prompts
selected by RH-Partial2Global generally exhibit superior alignment with the query in terms of scene
context and other fine-grained visual attributes when compared to those from Partial2Global. For
instance, as illustrated in the central column of comparative visualizations, the scene context within
the prompts chosen by our RH-Partial2Global demonstrates a notably higher degree of similarity to
the query sample’s context.
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Figure 5: Qualitative comparison of single object detection performance between our RH-
Partial2Global and Partial2Global. To enhance visual clarity and simplicity, bounding boxes are
overlaid directly onto the images, rather than displaying the complete image grids. Each depicted
item consists of an in-context example (left) and the corresponding query image (right).

Why the selection strategy is jackknife conformal prediction-guided? The underlying reasons
can be summarized as follows. Firstly, mirroring the leave-one-out strategy of jackknife, our se-
lection strategy individually evaluates each candidate by assessing its performance when used as
a prompt for the other samples. Secondly, similar to jackknife conformal prediction, our selection
strategy emphasized maintaining reliability across the alternative set rather than optimizing for a sin-
gle sample. Lastly, instead of pinpointing a single best prompt, it selects a set of reliable prompts,
aligning with conformal prediction’s principle of “set prediction”. Therefore, our selection strategy
can be regarded as a jackknife conformal prediction-guided method.

B Broader impact

The proposed work itself is not anticipated to lead to significant direct negative social impacts.
Despite of this, it explicitly acknowledges and discusses a critical broader concern: data bias. The
paper notes that if the data used for in-context learning (or any data-driven Al model) contains
existing societal biases, the models leveraging this data (including those incorporating the proposed
enhancements) could inadvertently perpetuate or even amplify these biases. This could potentially
lead to unfair or discriminatory outcomes, especially in sensitive application areas.
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