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Abstract

Machine writing with large language models001
often relies on retrieval-augmented generation.002
However, these approaches remain confined003
within the boundaries of the model’s prede-004
fined scope, limiting the generation of content005
with rich information. Specifically, vanilla-006
retrieved information tends to lack depth, nov-007
elty, and suffers from redundancy, which nega-008
tively impacts the quality of generated articles,009
leading to shallow, unoriginal, and repetitive010
outputs. To address these issues, we propose011
OmniThink, a slow-thinking machine writing012
framework that emulates the human-like pro-013
cess of iterative expansion and reflection. The014
core idea behind OmniThink is to simulate the015
cognitive behavior of learners as they slowly016
deepen their knowledge of the topics. Exper-017
imental results demonstrate that OmniThink018
improves the knowledge density of generated019
articles without compromising metrics such as020
coherence and depth. Human evaluations and021
expert feedback further highlight the potential022
of OmniThink to address real-world challenges023
in the generation of long-form articles.024

1 Introduction025

“Education is not the learning of facts,026

but the training of the mind to think.”027

— Albert Einstein028

Writing is a continuous process of collect-029

ing information and thinking (Bean and Melzer,030

2021). Recent advances in Large Language Mod-031

els (LLMs) have demonstrated remarkable progress032

in machine writing such as open domain long-form033

generation (Liang et al., 2023; Yang et al., 2023;034

Zhao et al., 2024) or report generation on specific035

topics (Liu et al., 2018). To seek useful informa-036

tion, as shown in Figure 1, early attempts use Re-037

trieval Augmented Generation (RAG) to expand038

new information on a given topic (Gao et al., 2024;039

Edge et al., 2024). However, vanilla RAG relies on040

Figure 1: Previous machine writing approaches only ex-
pand new information or perspective via RAG and role-
playing. OmniThink expands knowledge boundaries
through continuous reflection and exploration, attaching
knowledge to an information tree and extracting it into
a conceptual pool to deepen understanding and uncover
more in-depth content.

a fixed set of search strategies (Ram et al., 2023), 041

which lack diversity in generation, preventing a 042

thorough exploration of the topic and resulting in 043

a fragmented and incomplete understanding of the 044

subject (Spink et al., 1998). To address this issue, 045

STORM (Shao et al., 2024) and Co-STORM (Jiang 046

et al., 2024) have proposed a role-play approach 047

designed to expand the perspective, which means 048

collecting information from multiple perspectives, 049

thus broadening the information space (Shen et al., 050

2023; Shanahan et al., 2023; Parmar et al., 2010). 051

Yet these approaches are still being thought within 052

the scope of one’s own role, making it difficult to 053
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generate deep content and break through one’s own054

knowledge boundaries(Ji et al., 2025). In particu-055

lar, retrieved information often lacks depth, novelty056

and redundancy, directly affecting the quality of057

generated articles, resulting in shallow, repetitive,058

and unoriginal outputs (Skarlinski et al., 2024).059

Note that humans can naturally avoid such pit-060

falls in the writing process. This phenomenon061

can be explained through the theory of reflective062

practice, a concept rooted in cognitive science (Os-063

terman, 1990). According to this theory, human064

writers continuously reflect on previously gathered065

information and personal experiences, allowing066

them to reorganize, filter, and refine their cogni-067

tive framework. This process prompts writers to068

iteratively adjust their writing direction and men-069

tal pathways, ultimately allowing human authors070

to generate more profound, nuanced and original071

content (Bruce, 1978).072

Motivated by this, we propose OmniThink, a073

new machine writing framework that emulates the074

human-like cognitive process. The core idea behind075

OmniThink is to simulate the cognitive behavior076

of learners as they gradually deepen their under-077

standing of complex topics to expand knowledge078

boundaries. We introduce two innovative compo-079

nents, information tree and conceptual pool, to080

simulate the process of collecting information and081

structuring cognition during human iterative learn-082

ing. Through continuous expansion and reflection,083

these components are enriched. Once a diverse set084

of information has been gathered and structured,085

OmniThink transitions to the stages of outline con-086

struction and article generation. This iterative think-087

ing process leads to the production of articles of088

higher quality that contain a higher knowledge den-089

sity of useful, insightful, and original content.090

We evaluate OmniThink on the WildSeek091

datasets (Jiang et al., 2024) based on previous met-092

rics as well as a new metric, named knowledge093

density. Experimental results demonstrate that Om-094

niThink enhances the knowledge density of gen-095

erated articles without compromising key metrics096

such as coherence and depth. To conclude, our097

main contributions are as follows:098

• We propose OmniThink, a novel writing099

framework that emulates the human slow-100

thinking process.101

• We propose a new metric, Knowledge Den-102

sity (KD), which measures the proportion of103

useful information in an article.104

• We analyze the challenges of current long- 105

form generation methods from a novel knowl- 106

edge boundary perspective, investigate the un- 107

derlying factors contributing to the effective- 108

ness of OmniThink, and propose a new direc- 109

tion for future long-form generation research. 110

2 Background 111

2.1 Task Definition 112

We focus on the task of open-domain long-form 113

generation for machine writing, which retrieving 114

information from an open domain and synthesiz- 115

ing it into a coherent article (Fan et al., 2019; Su 116

et al., 2022; Quan et al., 2024). Given an input 117

topic T, the target of open-domain long-form gen- 118

eration is to generate a long article A. The current 119

standard approach involves two major steps (Zhang 120

et al., 2019; Zheng et al., 2023): (i) Use a search 121

engine S to retrieve information I = S(T) which 122

is related to the topic T; (ii) Generate an outline 123

O = Generate(I,T) based on the retrieved in- 124

formation I and input topic T. Finally, the ar- 125

ticle is generated using the outline, expressed as 126

A = Generate(O, I). 127

2.2 Revisiting Previous Methods 128

Previous works have made numerous efforts to im- 129

prove the quality of open-domain long-form gener- 130

ation. Co-STORM (Jiang et al., 2024) introduces 131

a user-participatory roundtable discussion in step 132

(i) to enhance the diversity of the retrieved infor- 133

mation. STORM (Shao et al., 2024) proposes a 134

questioning mechanism to improve the quality and 135

relevance of the generated outlines in step (ii). 136

Although substantial progress has been made 137

in open-domain long-form generation, a per- 138

sistent challenge remains: the generated con- 139

tent frequently suffers from redundancy and 140

lacks novelty. We present a case generated by 141

STORM (Shao et al., 2024) with GPT-4o as the 142

backbone, as shown in Figure 2. In this article, 143

the well-known phrase “AlphaFold was developed 144

by DeepMind” appears multiple times, whereas it 145

could be stated only once in the initial mention. 146

2.3 Limitation Analysis From A Boundary 147

Perspective 148

As discussed in Section 2.1, open-domain long- 149

form generation relies on retrieved information to 150

composite the article. From a boundary perspective, 151

redundancy can be analyzed in two aspects. First, 152
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# Impact on Drug Discovery and Development
AlphaFold, an AI program developed by Google DeepMind has 
been hailed as a groundbreaking innovation with transformative 
potential in drug discovery. 
...
...

## What is AlphaFold?
AlphaFold is an ai system developed by Google DeepMind. It 
employs a machine learning approach...
...

AlphaFold is developed by DeepMind ✖️ nAlphaFold

Figure 2: A case generated by STORM using GPT-
4o on the topic of AlphaFold. We have marked the
repeated expressions in the article regarding “AlphaFold
is developed by DeepMind”.

when the retrieved content contains limited factual153

knowledge, the available information for generat-154

ing the text is constrained, leading to redundancy155

in the generated article (Lewis et al., 2021). Sec-156

ond, even when a large amount of non-redundant157

factual knowledge is retrieved, the model cannot158

organize and structure the knowledge as humans159

do to effectively utilize it, resulting in a limited160

amount of usable information and, consequently,161

redundancy (Xia et al., 2024). Similarly, the lack162

of novelty can be attributed to either the failure to163

collect novel knowledge or the inability to use the164

retrieved novel knowledge effectively.165

In summary, the challenges in open-domain long-166

form generation can be abstracted into two knowl-167

edge boundary issues: the Knowledge Information168

Boundary and the Knowledge Cognition Boundary.169

3 OmniThink170

We introduce a machine writing framework Omni-171

Think, which emulates the human slow-thinking172

process, as shown in Figure 3.173

3.1 Information Acquisition174

While LLMs have learned vast amounts of human175

knowledge through training, they may struggle176

to capture the spontaneous processes by which177

humans organize useful information and update178

cognitive frameworks when learning new knowl-179

edge (Riva et al., 2024; Chemero, 2023). To ad-180

dress this, we propose two novel components: the181

Information Tree T and the Conceptual Pool P182

to simulate the human process of acquiring knowl-183

edge and updating cognitive frameworks (Wu et al.,184

2025b). Through interactive expansion and re-185

flection, as shown in Figure 4, these components186

are iteratively enriched, expanding the knowledge187

boundaries of open-domain long-form generation.188

Section 1: Information Acquisition

Input Topic :
The Presidents of the United States Over the Years

Topic

Sub-Topic

Search
Expansion

Reflection
Conceptual Pool

Conceptual Pool

Conceptual PoolInformation Tree

... ... ...

Iterately expand information tree and conceptual pool

Section 2: Outline Structuring

writer model

...
#Introduction

##Early Presidents

#Expansion and Civil Strife

#Early 20th Century
#Post-War and Modern

Section 3: Article Composition

#Early Presidents of the US
George Washington...who built...Thomas 
Jefferson...Civil war...is the most...John F. 
Kennedy... eloquent speeches...
#Post-War and Modern

...

Figure 3: We divide OmniThink into three steps. Dur-
ing the Information Acquisition phase (§3.1), Omni-
Think primarily forms an Information Tree and Concep-
tual Pool through continuous Expansion and Reflection,
which serve as the foundation for subsequent outline
structuring (§3.2) and article composition (§3.3).

Initialization The interactive process begins with 189

the initialization of a root node based on the input 190

topic T. OmniThink first utilizes search engines, 191

e.g., Google, or Bing, to retrieve information re- 192

lated to T, using the retrieved information to con- 193

struct the initial root node of the information tree 194

Nr. This initial information in Nr is then analyzed 195

and extracted to form a preliminary conceptual pool 196

P0, which serves as OmniThink’s foundational cog- 197

nition of the topic and guides subsequent expansion 198

processes. 199

3.1.1 Expansion of Information Tree 200

At time step m, OmniThink analyzes all leaf nodes 201

Lm = {N0, N1, . . . , Nn} of the information tree 202

Tm. For nodes that need expansion, OmniThink 203

uses the current conceptual pool Pm to identify 204

areas for deeper expansion or suitable directions 205

for expansion. For each leaf node Ni, OmniThink 206

generates kNi sub-nodes, denoted as SUB(Ni) = 207

{S0, S1, . . . , SkNi
}, for expansion. Each sub-node 208

represents a specific aspect or subtopic identified 209

from the current node Ni. For each sub-node, Om- 210

niThink retrieves relevant information and stores it 211

within the respective node, subsequently adding the 212

sub-node to the appropriate position in the updated 213

information tree Tm+1 as follows: 214

Tm+1 = Combine(Tm,SUB(N0), . . . ,SUB(Nn)))
(1) 215
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The overview 
of the

Information Tree

Conceptual Pool

Input topic :
The Presidents of the United States Over the Years

Meet the termination condition

Iterately expansion & reflection

means expand this concept means not to expand this concept

Conceptual Pool

Doc
Wikipedia

NULL

Root Node

Search

( Topic = Input Topic )

Article

Bing

Conceptual Pool

Paper
Google

...

Post

Twitter

Expansion

Reflection

Leaf 
Node1

Leaf 
Node2

Leaf 
Node3

Leaf 
Node4

Root 
Node

46 
presidencies

Abraham 
Lincoln 

Thomas 
Jefferson 

John F. 
Kennedy 

The bald 
eagle

Search

( Sub-Topic = Keywords )

...

A vast amount of information about the sub-topic

1. The US has had 46 presidencies.
2. Abraham Lincoln is the 16th President.
3. Thomas Jefferson and John F. Kennedy are also remembered for their 
eloquent speeches and writings that shaped national identity.

......
i. The bald eagle, the national bird of the United States, symbolizes freedom 
and strength and appears prominently on the presidential seal.

......

1. The US has had 46 presidencies.
1.1 The presidency began with George Washington in 1789, marking the 

establishment of a new democratic tradition.
1.2 Joe Biden currently serves as the 46th president.

......
2. Abraham Lincoln is the 16th President.

2.1 Abraham Lincoln served from 1861 to 1865 and is best known for 
leading the nation during the Civil War.

2.2 He abolish slavery culminated in the Emancipation Proclamation.
3. Thomas Jefferson and John F. Kennedy are also remembered for their 
eloquent speeches and writings that shaped national identity.

3.1 Thomas Jefferson's Declaration of Independence defined America's 
ideals of liberty and equality.

3.2 John F. Kennedy was born in Brookline, Massachusetts, on May 29, 
1917.

......Detailed process of the Information Tree

The concepts marked with the same color scheme in the diagram represent 
kinship relationships between the concepts.

NULL

Reflection

Expansion

①

②
③

④

⑤

⑥

①

Figure 4: The specific process of Expansion and Reflection in OmniThink. The concepts marked with the same
color scheme in the diagram represent kinship relationships or progressive relationships between the concepts. ( 1⃝ -
4⃝) illustrate the specific process of a single Expansion and Reflection cycle in OmniThink. The left half shows the

changes of the Information Tree during the iteration process, while the right half shows the changes of Conceptual
Pool.

This targeted retrieval process ensures that Omni-216

Think collects comprehensive and in-depth knowl-217

edge for each sub-node, thereby enriching the hier-218

archical structure of the information tree.219

3.1.2 Reflection of Conceptual Pool220

In this phase, OmniThink reflects the newly re-221

trieved information in all leaf nodes Lm+1 =222

{N0, ...Nn} to update its cognitive framework,223

which is represented as conceptual pool. The infor-224

mation from leaf nodes is analyzed, filtered, and225

synthesized to distill the core insights Im+1 =226

{INS0, ..., INSn}. These distilled insights are then227

incorporated into the conceptual pool Pm, which228

is continuously updated and enriched throughout229

the process as follows:230

Pm+1 = Merge(Im+1,Pm) (2)231

Using the updated conceptual pool Pm+1, which232

represents the LLM’s expanded cognition boundary233

on the topic, OmniThink further expands the leaf234

nodes of the information tree iteratively.235

The iterative cycle of expansion and reflection236

continues until OmniThink determines that suffi-237

cient information has been acquired or the prede-238

fined maximum retrieval depth K is reached. Dur-239

ing this process, as the Information Tree and Con- 240

ceptual Pool are continuously expanded, the In- 241

formation Boundary and Cognition Boundary are 242

progressively expanded. The pseudocode for ex- 243

pansion and reflection can be found in Algorithm 1. 244

3.2 Concept-guided Outline Structuring 245

The outline determines the content direction, struc- 246

tural hierarchy, and logical progression of an arti- 247

cle. To create an outline that is well-guided, clearly 248

structured, and logically coherent, it is essential to 249

have a comprehensive and in-depth cognition of the 250

topic. In the previous section, OmniThink main- 251

tains a concept pool that essentially represents the 252

cognition boundary of the LLM. When generating 253

the content outline, we first create a draft outline 254

OD, and then ask the LLM to refine and link the 255

content from the concept pool P , ultimately form- 256

ing the final outline O = Polish(OD,P). Through 257

this approach, the LLM is able to comprehensively 258

cover the key points of the topic in the outline and 259

ensure logical consistency and content coherence 260

in the article. 261

3.3 Article Composition 262

After completing the outline O, we begin writing 263

for each section S. At this stage, the LLM would 264
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work in parallel for each section. When writing the265

content of the section, we use the titles of each266

section and their hierarchical subsections to re-267

trieve the most relevant K documents from the268

information tree by calculating the semantic sim-269

ilarity (Sentence-BERT (Reimers and Gurevych,270

2019) embeddings). After obtaining the relevant271

information, the LLM is prompted to generate the272

section content with citations based on the retrieved273

information. Once all sections are generated, they274

will be concatenated into a complete draft article275

AD = {S1, ..Sn}. Since these sections are gener-276

ated in parallel and the specific content of other sec-277

tions is not yet clear, we prompt the LLM to process278

the concatenated article, remove redundant infor-279

mation, and form the final article A = {S′
1, ..S

′
n}.280

4 Experiments281

4.1 Dataset and Baseline282

We use WildSeek as evaluation dataset to verify283

the effectiveness of our method, following previ-284

ous work (Jiang et al., 2024; Shao et al., 2024).285

WildSeek collects datas related to the open-source286

STORM web application, with each entry consist-287

ing of a specific topic and a user’s intend. We select288

representative baselines for comparison, including289

RAG, oRAG, and STORM (Shao et al., 2024) and290

Co-STORM (Jiang et al., 2024). The baseline re-291

sults are reproduced on the basis of STORM1.292

4.2 Knowledge Density Metric293

Previous works mostly focus on whether the article294

is relevant and correct, but do not consider whether295

the article is sufficiently concise and free of redun-296

dancy (Li et al., 2024; Que et al., 2024; Liu et al.,297

2024). Many generated articles contain a lot of298

redundant information, which is very inconsistent299

with human writing. To quantify this, we introduce300

the Knowledge Density (KD) for the generated301

article, which is defined as the ratio of meaning-302

ful content to the overall volume of text (Xu and303

Reitter, 2017) as:304

KD =

∑N
i=1 U(ki)

L
(3)305

where N is the total number of atomic knowl-306

edge units identified within the document. The307

function U(ki) indicates whether the i-th unit infor-308

mation ki is unique. L represents the total length309

of the text.310

1https://github.com/stanford-oval/storm

Note that the value of the knowledge density met- 311

ric lies in its ability to measure the reading cost of 312

generated text from the perspective of information 313

acquisition (Bovair and Kieras, 1991; Dos Santos 314

and Mookerjee, 1993). Readers encountering low 315

KD content often experience fatigue, frustration, 316

or disengagement due to redundant or irrelevant 317

details. In contrast, high-density content provides 318

a streamlined experience, enabling efficient knowl- 319

edge transfer. 320

4.3 Evaluation Setup 321

We use Prometheus2 (Kim et al., 2024)2 to auto- 322

maticly score articles on a scale of 0 to 5, evaluat- 323

ing Relevance, Breadth, Depth, and Novelty. Fur- 324

thermore, we measure information diversity (Jiang 325

et al., 2024) (cosine similarity differences between 326

web pages) and knowledge density (discussed in 327

detail in §4.2) for information richness. Detailed 328

procedures are provided in the Appendix B. In addi- 329

tion, we also conduct a detailed human evaluation. 330

The implementation details and evaluation results 331

can be found in Appendix C. 332

4.4 Implementation Details 333

We build OmniThink based on the DSpy frame- 334

work (Khattab et al., 2023), and Appendix A.2 335

contains the corresponding prompts we used. Dur- 336

ing generation, we set the temperature at 1.0 and 337

top_p at 0.9. We use Bing’s API with the parameter 338

for the number of web pages returned per query set 339

to 5. For the computation of knowledge density, 340

we utilize Factscore3 with GPT-4o-08-06 as the 341

backbone to decompose atomic knowledge (Min 342

et al., 2023). After decomposition, we proceed to 343

use GPT-4o-08-06 for the deduplication of the split 344

atomic knowledge. To avoid the impact of search 345

engine changes over time. More implementation 346

details are presented in Appendix A.1. 347

4.5 Main Results 348

Article Generation. Table 1 presents the evalua- 349

tion results on WildSeek dataset. Within the frame- 350

work of four grading criteria (Relevance, Breadth, 351

Depth, and Novelty) OmniThink excels across all 352

metrics, particularly standing out in Novelty. This 353

achievement can be attributed to OmniThink’s In- 354

formation Tree and Conceptual Pool, which are 355

2https://github.com/prometheus-eval/
prometheus-eval

3https://github.com/shmsw25/FActScore
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Backbones Methods Rubric Grading Information Diversity Knowledge Density
Relevance Breadth Depth Novelty

Conversational Models

GPT-4o

RAG 4.65 4.55 4.59 4.22 0.1042 22.11
oRAG 2.38 3.63 2.56 2.27 0.0963 19.70
STORM 4.34 4.21 4.21 3.80 0.6342 19.33
Co-STORM* 4.37 4.66 4.65 3.89 0.6285 19.53
OmniThink 4.77 4.71 4.66 4.31 0.6642 22.31

Qwen-Plus

RAG 2.63 2.82 2.93 2.21 0.0927 10.32
oRAG 2.42 2.52 2.66 2.22 0.1032 11.31
STORM 2.72 2.81 3.00 2.72 0.6417 10.28
Co-STORM* 3.26 3.10 3.07 2.73 0.5332 11.52
OmniThink 4.00 3.92 4.06 3.38 0.7230 11.66

Reasoning Models

O1-preview

RAG 3.99 4.13 4.02 3.44 0.1065 10.49
oRAG 2.49 3.03 2.89 2.55 0.1222 10.51
STORM 3.26 3.22 3.44 2.56 0.6121 10.82
Co-STORM* 3.41 3.29 3.23 2.97 0.6347 10.33
OmniThink 4.20 4.20 4.32 3.60 0.6752 10.87

DeepSeek-R1

RAG 4.12 4.33 4.55 4.44 0.1044 11.32
oRAG 4.56 4.49 4.39 4.37 0.1123 10.44
STORM 2.42 2.93 3.14 2.86 0.6640 11.57
Co-STORM* 4.62 4.54 4.78 4.47 0.5332 11.66
OmniThink 4.70 4.78 4.78 4.59 0.6653 11.72

Table 1: Results of article quality evaluation. ∗ means that this method is different from the original experimental
setting, primarily in the human-machine collaboration component. Instead of simulating human involvement through
an agent, as done in the original paper (Jiang et al., 2024), we remove the human participation step.

continuously enriched, enabling OmniThink to ex-356

pand the boundaries of existing knowledge.357

OmniThink utilizes the Conceptual Pool for mul-358

tidimensional deep thinking on the retrieved infor-359

mation during the retrieval process, enabling subse-360

quent searches to access deeper levels of external361

knowledge, thereby enhancing the diversity of in-362

formation.363

In terms of knowledge density, OmniThink em-364

ploys a continuous and dynamic retrieval strategy,365

storing a wealth of information in the Informa-366

tion Tree. This allows OmniThink to draw upon367

a broader range of resources during the content368

generation phase, positioning OmniThink at a dis-369

tinct advantage in the knowledge density metric370

compared to existing benchmark methods.371

Method Content
Guidance

Hierarchical
Clarity

Logical
Coherence

RAGo 3.93 3.95 3.97
STORM 3.92 3.99 3.99
Co-STORM* 3.45 3.27 3.41
DeepThink 4.00 4.02 3.99

Table 2: Results of outline quality evaluation.

Outline Generation. We evaluate outline qual- 372

ity from the perspectives of structural soundness, 373

logical consistency, and generative guidance. More 374

evaluation details can be found in the Appendix B.1. 375

From Table 2, we notice that OmniThink achieves 376

superior performance. This improvement can be at- 377

tributed to the unique design of OmniThink’s Con- 378

ceptual Pool, which enables the LLMs to develop a 379

more comprehensive and diverse understanding of 380

the target topic during outline generation. Conse- 381

quently, this facilitates better guidance for content 382

production and enhances the overall structural co- 383

herence of the generated content. 384

5 Analysis 385

5.1 Boundary Analysis 386

As discussed in Section 2.3, we divide the boundary 387

into Information Boundary and Cognition Bound- 388

ary. In this section, we explore in detail whether 389

OmniThink has truly expanded these boundaries. 390

Information Boundary. To investigate whether 391

OmniThink has truly expanded the Information 392

Boundary, we map the retrieval information of 393

OmniThink, STORM, and Co-STORM to a two- 394

dimensional plane as their Information Boundary 395
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to visualize the scope. As shown in Figure 5, Om-396

niThink has the largest retrieval scope, indicating397

that it has indeed expanded the Information Bound-398

ary through the information tree and conceptual399

pool. More implementation details can be found in400

Appendix E.401

PCA Dimension 1

PC
A 

Di
m

en
sio

n 
2

OmniThink STORM Co-STORM oRAG

Figure 5: The information scope of OmniThink, Co-
STORM, STORM and oRAG.

Cognition Boundary. For the Cognition Bound-402

ary, since Expansion and Reflection cannot be sep-403

arated, we set a new baseline, oRAG-Plus, where404

we increase the number of web pages retrieved by405

oRAG-Plus to match that of OmniThink. From Fig-406

ure 6, it can be observed that without the guidance407

of the Conceptual Pool, even with a large amount408

of information, the LLM still fails to utilize it ef-409

fectively. In fact, some of the results of oRAG-Plus410

are even lower than those of oRAG, which may be411

due to the lack of sufficient cognition to utilize the412

retrieved information, with excessive web content413

acting as noise to the model.414

5.2 Expansion & Reflection Analysis415

In this section, we provide a detailed analysis of416

the expansion and reflection, as the conceptual pool417

and information tree are developed through contin-418

uous expansion and reflection.419

Expansion and reflection contribute to the en-420

hancement of article quality. We compare Om-421

niThink with a version that does not implement422

dynamic expansion and reflection. As shown in423

Figure 7(a), w/o E&R performs worse in all met-424

rics than the complete system, particularly in terms425

of Information Diversity and Novelty.426

Cognitive boundary mainly constrain the poten-427

tial for innovation. To further analyze how the428

expansion and reflection processes shape various429

aspects of the final article through the conceptual430

pool and information tree, we design an indirect431

Relevance Breadth Depth Novelty avg
0

1

2

3

4

5

Sc
or

e

4.77 4.71 4.66
4.31

4.61

2.38

3.63

2.56
2.27

2.71
2.42

2.82
2.44 2.33

2.50

OmniThink oRAG oRAG-plus

Figure 6: The Comparison of results between Omni-
Think, oRAG, and oRAG-plus.

yet ingenious experiment. As shown in Figure 7(b), 432

we use lower-performing models to complete the 433

expansion and reflection processes, with the de- 434

cline in various metrics serving as an indicator of 435

their impact on the article. The details of the ex- 436

perimental design can be found in Appendix F. We 437

observe that reflection is much more important for 438

novelty. As discussed in Section 5.1, OmniThink 439

indeed expands the knowledge boundary. Reflec- 440

tion endows the model with the ability not only to 441

re-evaluate and introspectively consider existing 442

knowledge but also to integrate this information 443

in a way that promotes the emergence of more di- 444

verse and expansive ideas, which is similar to our 445

definition of the cognition boundary. Expanding 446

the cognition boundary through Reflection signif- 447

icantly enhances the model’s innovation in gener- 448

ating articles. Therefore, we believe that it is the 449

cognition boundary that limits the model’s writing 450

innovation. 451

Information boundary limits the effective orga- 452

nization of information on the topic. We notice 453

that expansion is more important than reflection in 454

Knowledge Density, Breadth, and Depth. The ratio- 455

nale behind this is that expansion inherently sets the 456

trajectory for the model’s subsequent information 457

retrieval. By establishing more precise and effec- 458

tive directions for the model’s retrieval process, it 459

becomes more adept at harnessing the retrieved 460

information to expand the information boundary. 461

This integration not only enhances the relevance of 462

the content but also increases the knowledge den- 463

sity, as the text becomes more comprehensive and 464

nuanced. Consequently, a better expansion strategy 465

leads to a more sophisticated planner, capable of 466

navigating the complexities of information retrieval 467

and utilization with greater finesse. 468
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(a) (b) (c)

Figure 7: (a) The Ablation of OmniThink; (b) The comparison of the impact of expansion and reflection on various
metrics; (c) The result of depth analysis

More knowledge boundaries need to be iden-469

tified and defined. Previous experiments have470

shown that expansion and reflection extend the in-471

formation boundary and cognition boundary, which472

improves the quality of the articles. We increase473

the depth of expansion and reflection to explore474

how far they can extend the knowledge boundary.475

From Figure 7(c), we observe that as the depth476

increases, the growth rate of knowledge density477

and information diversity significantly slows down.478

This indicates that the information boundary and479

cognition boundary are no longer the primary limi-480

tations on article quality, and other boundaries need481

to be identified and defined.482

6 Related Work483

6.1 Information Seeking in NLP484

Previous studies on information-seeking fo-485

cused on designing question-answering (QA) sys-486

tems (Wu et al., 2025a). Early open-domain QA487

methods generally assumed that users could ful-488

fill their information needs through a single query489

(Chen et al., 2017; Levy et al., 2021). Subsequent490

studies have recognized that, in real-world scenar-491

ios, users often struggle to satisfy their informa-492

tion needs with a single query (Chen et al., 2017;493

Levy et al., 2021). To address this limitation, re-494

searchers have explored multi sub-query retrieval495

methods, where a single query is decomposed into496

multiple sub-queries to retrieve distinct pieces of497

information (Mao et al., 2024; Chen et al., 2011;498

Peng et al., 2019). The information collected is499

then aggregated to provide a comprehensive answer.500

Building on these developments, recent advances501

in open-domain long-form generation require rea-502

soning across multiple information sources (Fan503

et al., 2019; Ujwal et al., 2024; Wei et al., 2024; Tan504

et al., 2024). This line of open-domain long-form505

generatio underscores the importance of integrat-506

ing information from multiple perspectives. Unlike 507

previous methods, we propose an approach that 508

simulates the human slow-thinking process, where 509

the model synthesizes and updates its cognitive 510

framework based on existing retrieval information 511

to further retrieve additional information. 512

6.2 Machine Writing 513

Due to the high costs associated with manual writ- 514

ing, machine writing has garnered significant re- 515

search interest in recent years (Zhou et al., 2023; 516

Pham et al., 2024; Wang et al., 2024a,b,c). The 517

emergence of LLMs and Retrieval-Augmented 518

Generation (RAG) has opened new possibilities 519

for automated writing (Liang et al., 2024; Balepur 520

et al., 2023; de la Torre-López et al., 2023). To 521

ensure authenticity and real-time relevance, cur- 522

rent RAG-based automated writing systems pri- 523

marily rely on retrieved content to generate arti- 524

cles. For example, STORM (Shao et al., 2024) 525

introduces a role-playing question-and-answer ap- 526

proach to author Wikipedia-like articles, while 527

Co-STORM (Jiang et al., 2024) proposes a user- 528

participated information retrieval paradigm. We 529

propose a new strategy, which starts from the per- 530

spective of information sources, providing LLMs 531

with higher quality knowledge to subsequently im- 532

prove the quality of the generated text. 533

7 Conclusion and Furture Work 534

We propose OmniThink, a machine writing frame- 535

work that emulates the human-like process of it- 536

erative expansion and reflection. Automatic and 537

human evaluations demonstrate that OmniThink 538

can generate well-founded, high-quality long ar- 539

ticles. OmniThink is model-agnostic and can be 540

integrated with existing frameworks. In the future, 541

we will explore more advanced machine writing 542

methods that combine deeper reasoning with role- 543

playing and human-computer interaction. 544
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Limitations545

Although the proposed OmniThink has demon-546

strated its advantages in both automatic and human547

evaluations, several limitations remain. Firstly, the548

current work is limited to search and text gener-549

ation, while a vast amount of multimodal infor-550

mation in the open domain remains unused. Sec-551

ondly, we have not considered personalized lan-552

guage styles in text production. As a result, the gen-553

erated texts tend to be academic in nature, which554

may not be as suitable for general users’ reading555

preferences. We plan to address these limitations556

in future work.557
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A OmniThink Details839

A.1 Implementation840

We build OmniThink based on the DSpy frame-841

work (Khattab et al., 2023), and STORM. Ap-842

pendix A.2 contains the corresponding prompts843

we used. During article generation, we set the844

temperature at 1.0 and top_p at 0.9. The search845

engine employed is Bing’s API, with the parameter846

for the number of web pages returned per query847

configured to 5. To retrieve information based on848

the outline, we use SentenceBERT (Reimers and849

Gurevych, 2019) embeddings to calculate cosine850

similarity, thereby retrieving the three most simi-851

lar web pages each time. For the computation of852

knowledge density, we utilize Factscore4 with GPT-853

4o-08-06 as the backbone to decompose atomic854

knowledge (Min et al., 2023). After the decom-855

position, we proceed to use GPT-4o-08-06 for the856

deduplication of the split atomic knowledge.857

A.2 Full Prompts in OmniThink858

In §3, we introduce the specific process of Om-859

niThink, which is implemented using zero-shot860

prompting based on GPT-4o-2024-08-06. Lists 1,861

2, 3, 4 and 5, respectively document the complete862

prompts for OmniThink’s Expand, Reflect, Write863

Outline, Write Article, and Polish Article stages.864

These prompts are designed to guide the model865

through iterative stages of content generation, en-866

suring coherence and depth in the produced text.867

The structured process leverages dynamic ad-868

justments based on intermediate outputs, reflecting869

a balanced integration of retrieval and generation870

capabilities. This systematic approach highlights871

OmniThink’s ability to adaptively construct well-872

organized and contextually relevant articles across873

diverse topics.874

B Automatic Evaluation Details875

To further ensure reliability, we conducted multiple876

evaluation rounds using different prompts cover-877

ing various aspects of outline coherence, structural878

logic, and topic relevance. This multi-faceted eval-879

uation helps mitigate potential biases and enhances880

the robustness of the scoring results.881

B.1 Outline Evaluation882

Since Prometheus2 (Kim et al., 2024) does not883

perform targeted optimization on the outline, we884

4https://github.com/shmsw25/FActScore
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Figure 8: The educational background distribution of
assessors.

decided to use a more powerful model to score the 885

outline. To ensure the results are consistent, we 886

set the temperature to 0. Specifically, we use the 887

Prometheus2 framework but replace the underlying 888

evaluation model with GPT-4o-08-06. The scoring 889

criteria for outline quality evaluation and discourse 890

quality evaluation can be found in Lstlisting 10. 891

In addition, since Co-STORM does not have an 892

intermediate outline generation step, we had to ex- 893

tract the outline from the final article for evaluation, 894

which might be the reason for the relatively lower 895

outline scores observed form Co-STORM. 896

B.2 Article Evaluation 897

Following Co-STORM (Jiang et al., 2024), we uti- 898

lized the Prometheus-7b-v2.0 model for evaluation. 899

Prometheus (Kim et al., 2024) is an open-source 900

scoring model used to assess lengthy texts based 901

on user-defined criteria. Its default temperature 902

value is 1.0, and the top_p value is 0.9. Due to the 903

model’s limited context window, we exclude refer- 904

ence sections from the article evaluation and trim 905

the input text to fewer than 2000 words to fit within 906

the model’s context window. This is consistent 907

with STORM’s approach (Shao et al., 2024), where 908

the shortest section is removed each time until the 909

article length meets the specified requirement. The 910

scoring criteria for article quality evaluation can be 911

found in Listing 11. 912

C Human Evaluation 913

C.1 Human Evaluation Details 914

We randomly select 20 topics and compare arti- 915

cles generated by our method with those from the 916

Co-STORM (the comprehensive best-performing 917

baseline based on automatic evaluation), scoring 918

them on the same four aspects. The participants 919
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in the evaluation voluntarily provided their high-920

est educational qualification to demonstrate their921

ability to impartially assess the article. As shown922

in Figure 8, all of our human evaluators have an923

undergraduate degree or higher, with 53% having924

a graduate degree. As discussed in §C, to compare925

the merits of OmniThink and Co-STORM, each926

human evaluator was given a scoring criterion and927

a pair of articles. They were required to compare928

and assign scores, with the scoring criteria being929

the same as Lstlisting 11. We compiled the average930

scores given by the human evaluators for Omni-931

Think and Co-STORM and compared their wins932

and losses.933

C.2 Human Evaluation Results934

31%36%33%3.63Relevance 3.61

32%22%46%3.82Breadth 3.43

32%30%38%3.81Depth 3.73

28%36%36%3.81Novelty 3.79

Win Draw Lose

Figure 9: Comparison of OmniThink and Co-STORM
results under human evaluation. The values on the left
side represent the average score from OmniThink hu-
man evaluators, while the values on the right side repre-
sent the average score from Co-STORM human evalua-
tors.

To better understand the strengths and weak-935

nesses of OmniThink, we engage 15 well-educated936

volunteers to conduct a human evaluation. In Fig-937

ure 9, we present the results of human scoring. The938

findings indicate that OmniThink’s average per-939

formance surpasses that of the current strongest940

baseline across various dimensions, with a notable941

11% improvement in the Breadth metric compared942

to Co-STORM. However, in terms of the Novelty943

metric, although automated evaluation shows an944

11% enhancement, human assessment reveals only945

a marginal advantage. This discrepancy suggests946

that the current automated evaluation may not yet947

be fully aligned with human judgment, highlighting948

a direction for future improvement in the evaluation949

of long texts.950

It should also be noted that despite OmniThink’s951

overall superior performance in various dimen-952

sions, approximately 30% of the articles are con-953

sidered equally excellent to the baseline by hu-954

man evaluators. This could be attributed to the 955

increasing difficulty for humans to discern subtle 956

differences as the foundational writing capabili- 957

ties of large models improve. Consequently, there 958

is an urgent need to develop more rigorous and 959

fine-grained evaluation methods to assess model 960

performance more accurately. 961

D Further Analysis 962

D.1 Unique URL Analysis 963

To further investigate whether OmniThink sur- 964

passes these predefined boundaries, we conduct 965

an unique url experiment. The goal is to exam- 966

ine whether OmniThink can retrieve more unique 967

URLs compared to other methods, thus enabling 968

the generation of more diverse and innovative con- 969

tent. Table 3 show that OmniThink retrieves signif-

Method OmniThink Co-STORM STORM oRAG
Unique URLs 120.63 10.49 16.56 2.15

Table 3: Average number of unique URLs retrieved by
each method.

970
icantly more unique URLs compared to other meth- 971

ods, such as Co-STORM, STORM, and oRAG. 972

This indicates that OmniThink can access a broader 973

range of diverse web content, which in turn enables 974

the generation of more innovative and in-depth ar- 975

ticles. 976

D.2 Processing Time Analysis 977

We have recorded the time required for each 978

method to run in the main table. Based on cost 979

considerations, we use Google Search and Qwen- 980

Plus. We ran 10 cases for each and calculated the 981

average time taken. As shown in Table 4, the cur-

Method OmniThink Co-STORM STORM
time(s) 322 289 289

Table 4: Average time taken by each method.

982
rent state of long text generation has encountered 983

a certain bottleneck. We bypassed the scaling of 984

complex text writing pipelines and instead focused 985

on scaling from the data perspective to enhance text 986

quality. We embraced the current trend of multiple 987

rounds of reflection, led by DeepResearch. There- 988

fore, we believe that these processing time costs 989

are worthwhile. 990
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E Information Boundary Experiments991

Details992

In the information boundary analysis, our data993

comes from the results in Table 1, based on GPT-4o994

as the backbone. we extract the snippets content995

of each retrieved webpage from the search engine,996

then use Sentence-BERT to extract their representa-997

tions. After reducing the dimensions to a 2D plane998

using PCA, we apply normalization and calculate999

the centroid for each category. Outliers, defined1000

as points beyond 1.5 times the standard deviation,1001

are exclude, and the convex hull formed by the1002

remaining points is computed.1003

F Expansion & Reflection Experiments1004

Details1005

Given the interdependent nature of expansion and1006

reflection in OmniThink, it is impractical to assess1007

their individual impacts in isolation. To address1008

this challenge, we adopt an indirect yet systematic1009

approach to evaluate their collective influence on1010

the final articles’ quality. During the information1011

acquisition phase, we substitute the model used1012

for expansion with a lower-performing model and1013

measured the extent of performance decline in the1014

generated article’s metrics, which served as an in-1015

dicator of the impact of the expansion process on1016

these metrics. Specifically, based on the experi-1017

mental results for qwen-plus-2024-08-06, we re-1018

place the models used for the expansion and re-1019

flection processes from Qwen-Plus to Qwen2.5-7b-1020

instruct (Team, 2024) and observe the decline in1021

various evaluation results. This transition allows us1022

to observe and document the subsequent changes1023

in a range of evaluation metrics, providing insights1024

into the expansion and reflection process’s influ-1025

ence on the articles’ overall assessment.1026

G Case Study1027

In Figure 12, we present an example of AGI gener-1028

ated by OmniThink. It is generated using GPT-4o1029

as the backbone. We can see that OmniThink’s lan-1030

guage is more concise compared to other methods,1031

and it contains more information per unit of text1032

length.1033

In addition, we present an example of AGI gener-1034

ated by the Reasoning model in Figure 13. We can1035

observe that the OmniThink using the Reasoning1036

model cites significantly more content per chapter,1037

indicating that the model has improved its ability1038

to utilize information through reflection.1039

H Clarification of Reflection 1040

In this paper, our reflection refers to the process 1041

where the LLM reflects on the retrieved informa- 1042

tion based on its current Conceptual Pool, eval- 1043

uating which parts of the information can enrich 1044

the existing Conceptual Pool. The usable informa- 1045

tion is then extracted as insights and added to the 1046

Conceptual Pool. 1047

I Pseudo-code of Expansion & Reflection 1048

Algorithm 1 Expansion and Reflection

1: Input: Topic T, Depth K
2: Output: Information Tree T , Conceptual Pool
P
{Initialization}

3: Initialize Information Tree T0 with root node
Nr

4: Retrieve initial information using search en-
gines

5: Organize and analyze information to form Con-
ceptual Pool P0
{Expansion and Reflection}

6: for each time step m = 0 to K − 1 do
7: Lm ← Leaf Nodes of Tm
8: Store Lm in Conceptual Buffer Pb
9: for each node Ni in Lm do

10: if Needs Expansion(Ni) then
11: Determine expansion areas using Pm
12: Generate sub-nodes SUB(Ni) =

{S0, S1, . . . , SkNi
}

13: for each sub-node Sj in SUB(Ni) do
14: Retrieve information for Sj

15: Add Sj to Tm+1

16: end for
17: end if
18: end for
19: Lm+1 ← Leaf Nodes of Tm+1

20: Analyze, filter, and synthesize information
from Lm+1 to obtain insights Im+1

21: Update Conceptual Pool Pm+1 ←
Merge(Im+1,Pm)

22: if Sufficient information acquired then
23: break
24: end if
25: end for
26: Return Final Article A
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class ExtendConcept(dspy.Signature):
"""

You are an analytical robot. I will provide you with a subject, the information I have searched about it, and our
preliminary concept of it. I need you to generate a detailed, in-depth, and insightful report based on it, further
exploring our initial ideas.

First, break down the subject into several broad categories, then create corresponding search engine keywords for each
category.

Note: The new categories should not repeat the previous ones.

Your output format should be as follows:
-[Category 1]
--{Keyword 1}

--{Keyword 2}
-[Category 2]
--{Keyword 1}

--{Keyword 2}
"""
info = dspy.InputField(prefix='The information you have collected from the webpage:', format=str)

concept = dspy.InputField(prefix='The summary of the previous concepts:', format=str)
category = dspy.InputField(prefix='The broader categories you need to further expand:', format=str)
keywords = dspy.OutputField(format=str)

Listing 1: Prompts used for expanding in OmniThink.

class GenConcept(dspy.Signature):
"""
Please analyze, summarize, and evaluate the following webpage information.

Think like a person, distill the core point of each piece of information, and synthesize them into a comprehensive opinion.

Present your comprehensive opinion in the format of 1. 2. ...

"""
info = dspy.InputField(prefix='The webpage information you have collected:', format=str)
concepts = dspy.OutputField(format=str)

Listing 2: Prompts used for reflecting in OmniThink.
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class PolishPageOutline(dspy.Signature):
"""

Improve an outline for a report page. You already have a draft outline that covers the general information. Now you want
to improve it based on the concept learned from an information-seeking to make it more informative.

Here is the format of your writing:

1. Use "#" Title" to indicate section title, "##" Title" to indicate subsection title, "###" Title" to indicate
subsubsection title, and so on.

2. Do not include other information.

3. Do not include topic name itself in the outline.
"""

draft = dspy.InputField(prefix="Current outline:\n ", format=str)
concepts = dspy.InputField(prefix="The information you learned from the conversation:\n", format=str)
outline = dspy.OutputField(prefix='Write the page outline:\n', format=str)

class WritePageOutline(dspy.Signature):

"""
Write an outline for a report page.
Here is the format of your writing:

1. Use "#" Title" to indicate section title, "##" Title" to indicate subsection title, "###" Title" to indicate
subsubsection title, and so on.

2. Do not include other information.

3. Do not include topic name itself in the outline.
"""

topic = dspy.InputField(prefix="The topic you want to write: ", format=str)
outline = dspy.OutputField(prefix="Write the report page outline:\n", format=str)

Listing 3: Prompts used for writing the outline in OmniThink.
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class WriteSection(dspy.Signature):
"""Write a Wikipedia section based on the collected information.

Here is the format of your writing:
1. Use "#" Title" to indicate section title, "##" Title" to indicate subsection title, "###" Title" to indicate

subsubsection title, and so on.

2. Use [1], [2], ..., [n] in line (for example, "The capital of the United States is Washington, D.C.[1][3]."). You DO
NOT need to include a References or Sources section to list the sources at the end.

3. The language style should resemble that of Wikipedia: concise yet informative, formal yet accessible.

"""

info = dspy.InputField(prefix="The Collected information:\n", format=str)

topic = dspy.InputField(prefix="The topic of the page: ", format=str)
section = dspy.InputField(prefix="The section you need to write: ", format=str)
output = dspy.OutputField(

prefix="Write the section with proper inline citations (Start your writing with # section title. Don't include the page
title or try to write other sections):\n",

format=str)

Listing 4: Prompts used for writing section in OmniThink.

class PolishPage(dspy.Signature):
"""

You are a faithful text editor that is good at finding repeated information in the article and deleting them to make sure
there is no repetition in the article.

You won't delete any non-repeated part in the article.

You will keep the inline citations and article structure (indicated by "#", "##", etc.) appropriately.
Refine the statement to avoid vague and ambiguous expressions, making it more concise and clear.
Do your job for the following article.

"""

article = dspy.InputField(prefix="The article you need to polish:\n", format=str)

page = dspy.OutputField(
prefix="Your revised article:\n",
format=str)

Listing 5: Prompts used for polishing article in OmniThink.
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Criteria Description Guidance for Content Generation: Does the outline effectively guide content generation, ensuring comprehensive coverage of the topic?
Score 1 Description The outline fails to guide content generation, omitting significant aspects of the topic or providing insufficient direction.
Score 2 Description The outline provides limited guidance, covering some key areas but lacking depth or completeness in addressing the topic.
Score 3 Description The outline provides moderate guidance for content generation, addressing most key areas but leaving some gaps or ambiguities.
Score 4 Description The outline effectively guides content generation, covering all significant aspects with clear direction, though minor refinements could enhance comprehensiveness.
Score 5 Description The outline is exemplary in guiding content generation, thoroughly addressing all aspects of the topic with clear, detailed direction and no significant gaps.

Criteria Description Hierarchical Clarity: Does the outline clearly define a hierarchy of topics and subtopics, with a logical, diverse structure that is easy to understand?

Score 1 Description
The outline exhibits no discernible hierarchical structure.
Topics and subtopics are jumbled together without logical separation or clear levels, making it nearly impossible to follow or identify any organization.

Score 2 Description
The outline attempts to establish a hierarchy but fails to maintain logical consistency. Main topics and subtopics are frequently misclassified,
and the structure is overly rigid or disjointed. Subtopics may be missing, misplaced, or redundant, making it hard to grasp the intent of the structure.

Score 3 Description
The outline has a recognizable hierarchical structure but lacks diversity in organization style. While main topics are somewhat clear, subtopics occasionally overlap,
are misaligned, or follow a repetitive format. This restricts flexibility and introduces mild confusion in certain areas.

Score 4 Description
The outline displays a clear, logical, and diverse hierarchical structure. Main topics are distinct, and subtopics are properly nested. While most elements are well-placed,
there may be minor redundancies or opportunities to introduce more diverse formats for subtopics. Slight adjustments could achieve better precision and variety in style.

Score 5 Description
The outline showcases an exceptional, flawless hierarchical structure. Each main topic is distinct, and subtopics are logically nested with absolute clarity and stylistic diversity.
The outline demonstrates flexibility in structure and organization, adapting its style where appropriate for the content and logic. No further refinement is necessary.

Criteria Description Logical Coherence: Does the outline logically organize topics and subtopics, ensuring a smooth and natural flow of ideas with clear logical transitions?

Score 1 Description
The outline is highly disjointed and incoherent. Topics and subtopics appear in a random, unordered manner, with no logical flow or sense of progression.
Major conceptual gaps and illogical jumps are present throughout the structure.

Score 2 Description
The outline shows some attempt at logical organization, but it contains frequent inconsistencies, abrupt shifts, or logical missteps.
Topics and subtopics are misaligned or lack proper transitions, making the reader work hard to follow the structure.

Score 3 Description
The outline demonstrates a basic level of logical coherence. Most topics follow a general sequence, but some sections feel forced, with weak or unclear transitions.
There are small jumps in logic, causing slight confusion or loss of flow at certain points.

Score 4 Description
The outline exhibits a strong sense of logical flow, with ideas presented in a mostly smooth and connected manner.
Transitions between topics and subtopics are clear, but a few minor adjustments could make the flow more seamless or natural. The logic is sound, but room for refinement exists.

Score 5 Description
The outline achieves exceptional logical coherence. Each topic and subtopic follows a deliberate, thoughtful progression, with clear, natural, and intuitive transitions.
The reader experiences a seamless flow of ideas, and no adjustments are required to improve logical consistency or flow.

Figure 10: Outline scoring rubrics on a 1-5 scale for the Prometheus model.

Criteria Description Broad Coverage: Does the article provide an in-depth exploration of the topic and have good coverage?
Score 1 Description Severely lacking; offers little to no coverage of the topic’s primary aspects, resulting in a very narrow perspective.
Score 2 Description Partial coverage; includes some of the topic’s main aspects but misses others, resulting in an incomplete portrayal.
Score 3 Description Acceptable breadth; covers most main aspects, though it may stray into minor unnecessary details or overlook some relevant points.
Score 4 Description Good coverage; achieves broad coverage of the topic, hitting on all major points with minimal extraneous information.
Score 5 Description Exemplary in breadth; delivers outstanding coverage, thoroughly detailing all crucial aspects of the topic without including irrelevant information.

Criteria Description Novelty: Does the report cover novel aspects that relate to the user’s initial intent but are not directly derived from it?
Score 1 Description Lacks novelty; the report strictly follows the user’s initial intent with no additional insights.
Score 2 Description Minimal novelty; includes few new aspects but they are not significantly related to the initial intent.
Score 3 Description Moderate novelty; introduces some new aspects that are somewhat related to the initial intent.
Score 4 Description Good novelty; covers several new aspects that enhance the understanding of the initial intent.
Score 5 Description Excellent novelty; introduces numerous new aspects that are highly relevant and significantly enrich the initial intent.

Criteria Description Relevance and Focus: How effectively does the report maintain relevance and focus, given the dynamic nature of the discourse?
Score 1 Description Very poor focus; discourse diverges significantly from the initial topic and intent with many irrelevant detours.
Score 2 Description Poor focus; some relevant information, but many sections diverge from the initial topic.
Score 3 Description Moderate focus; mostly stays on topic with occasional digressions that still provide useful information.
Score 4 Description Good focus; maintains relevance and focus throughout the discourse with minor divergences that add value.
Score 5 Description Excellent focus; consistently relevant and focused discourse, even when exploring divergent but highly pertinent aspects.

Criteria Description Depth of Exploration: How thoroughly does the report explore the initial topic and its related areas, reflecting the dynamic discourse?
Score 1 Description Very superficial; provides only a basic overview with significant gaps in exploration.
Score 2 Description Superficial; offers some detail but leaves many important aspects unexplored.
Score 3 Description Moderate depth; covers key aspects but may lack detailed exploration in some areas.
Score 4 Description Good depth; explores most aspects in detail with minor gaps.
Score 5 Description Excellent depth; thoroughly explores all relevant aspects with comprehensive detail, reflecting a deep and dynamic discourse.

Figure 11: Report scoring rubrics on a 1-5 scale for the Prometheus model.
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AGI(GPT-4o)

# Introduction

Artificial General Intelligence (AGI) refers to artificial intelligence that can understand, learn, and apply intelligence
across various tasks like a human[1]. Unlike narrow AI, designed for specific tasks, AGI can theoretically perform
any intellectual task a human can. AGI has been a topic of scientific research and philosophical debate, focusing on

machines exhibiting human−like cognition and autonomous learning[1]. The pursuit of AGI involves
interdisciplinary research in computer science, cognitive science, neuroscience, and other fields to replicate human−
like understanding and reasoning in machines[1]. Researchers aim to create systems that process information and

adapt to new environments and tasks with minimal human intervention. Realizing AGI could revolutionize industries,
enabling machines to perform complex problem−solving and decision−making tasks autonomously[1]. While AGI
holds significant promise, it also poses substantial ethical, technical, and safety challenges related to its impact on

employment, privacy, and existential risk, which remain active discussion topics[1]. Despite these challenges,
advancements in machine learning, neural networks, and computational power continue to propel AGI development
[1].

# Definitions and Characteristics
Artificial General Intelligence (AGI) is a form of artificial intelligence that understands, learns, and applies
intelligence across various tasks, akin to human cognitive capabilities[1]. Unlike narrow AI, which performs specific

tasks, AGI solves general problems without domain restrictions[1]. The concept became prominent in 2007 when AI
researcher Ben Goertzel, inspired by DeepMind cofounder Shane Legg, popularized the term in a book[1]. AGI
embodies qualities like adaptability and general problem−solving, setting it apart as a versatile entity compared to

existing AI models, which operate within defined domains[1].
# Historical Context and Philosophical Underpinnings

The concept of AGI has been a subject of interest since the early days of computing and AI research. The idea of
machines with human−like intelligence dates back to pioneers like Alan Turing, who in 1950 questioned "Can
machines think?" and introduced the Turing Test to measure a machine's intelligent behavior[2]. AGI differs from

narrow AI as it aims to simulate human cognitive abilities across varied tasks, positioning it at the intersection of
technology, cognitive science, and ethics, thereby raising questions about intelligence, consciousness, and human
cognition.

Advancements in AI, especially in generative models, have reignited discussions about AGI. Modern AI tools apply
distinct embedding strategies to engage with data in text, images, and sound, reflecting early philosophical inquiries
into human mind structures and potential mechanical replication.

Consequently, pursuing AGI is not just technological but also philosophical, prompting ongoing discussions about
implications of creating machines that might match or surpass human intelligence.
# Key Issues in Development

Developing AGI presents critical challenges and ethical considerations. A primary issue is defining and replicating
human cognitive processes in machines, as explored in Kurzweil's work on understanding human thought intricacies
[3]. The potential for machines to exhibit human−like empathy and compassion is also under examination, shown in

chatbot developments designed for self−compassion[4].
Another issue is the ethical implications of human−robot relationships, investigating boundaries of emotional
interactions[5]. Moreover, safety and ethical considerations are crucial, especially in autonomous vehicles using

advanced AI, where ethical frameworks must guide real−world decisions[6]. The socio−ethical impacts of AGI, like
its influence on employment, privacy, and norms, require continuous evaluation. The Lighthill Report from the 1970s
highlighted skepticism about AI's feasibility and potential, echoing today as developers and ethicists analyze AGI's

implications[7]. Understanding these issues is essential for responsible AGI technology development and deployment.

# Current Technological Developments

Recent AGI advances focus on aligning AI systems with human values and ethics. A pivotal study offers insights into
designing AI that integrates societal norms responsibly, ensuring AGI development adheres to safety and
responsibility principles as it gains autonomy and decision−making capabilities[8].

# Future Directions
AGI development aligns with evolving technological paradigms, with potential in multisensory processing.
Criticisms of visual dominance in models inspire this approach, paralleling architectural theory's multisensory

considerations beyond visual[2][8]. This could lead to AGI processing data through multiple sensory inputs,
enhancing contextual awareness.

Exploring sensory modality interactions, supporting a holistic sensory input perspective, AGI could achieve
comprehensive environmental understanding, akin to enriching human experiences[13].

Critiques of visual dominance suggest AGI needs nuanced cognitive flexibility, adapting dynamically to varied
contexts, researching psychosocial and philosophical intelligence aspects[14]. AGI's future involves multidisciplinary
collaborations synthesizing sensory science, architecture, and social theory insights, making AGI a profound

perception and intelligence exploration.

Figure 12: A case of AGI generated by OmniThink with GPT-4o.
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AGI(DeepSeek-R1)

# Introduction

The development of **Artificial General Intelligence (AGI)**systems capable of human−level reasoning and
autonomy has raised significant ethical and legal questions, particularly in military contexts.

By 2050, autonomous weapon systems (AWS) powered by AGI could dominate battlefields, posing risks to human
rights and humanitarian principles by challenging frameworks of **international humanitarian law (IHL)** and **
international human rights law (IHRL)**.

Key issues include indiscriminate harm, accountability gaps, and loss of human control over lethal decisions[1].
Critics warn that AGI−driven AWS might exacerbate human dignity violations through invasive surveillance,
uncontrolled conflict escalation, and the ethical dilemma of delegating life−and−death decisions to machines lacking

empathy[1].
As nations like China prioritize human rights in tech governance, urgent regulatory clarity and safeguards are needed,
requiring international cooperation to align AGI development with humanitarian goals[1].

# Historical Evolution
The EU's 2020 digital strategies *A European Strategy for Data*, *Shaping Europe's Digital Future*, and the *White
Paper on Artificial Intelligence* redefined **technological sovereignty** by emphasizing reduced reliance on

external technologies and Europe's role in shaping global AGI standards[2].
## Technological Autonomy

A core pillar of the EU's strategy focused on **technological autonomy**, particularly in critical infrastructure like 5
G networks. The *Shaping Europe's Digital Future* document stressed indigenous capability development to avoid
dependency, extending to AGI through investments in research and foundational technologies[2].

## Regulatory Frameworks
The EU further prioritized **regulatory sovereignty**, building on the GDPR to propose laws like the *Data Act*
and *Digital Services Act*. These aimed to counter data monopolies, ensure ethical AI deployment, and create a

unified data space with harmonized rules, positioning Europe as a global standard−setter in AGI governance[2].
# Technical Implementation Pathways
## Quantum Machine Learning and Algorithms

Quantum machine learning (QML) leverages variational quantum algorithms (VQAs) for tasks like quantum
autoencoding, enabling efficient optimization in high−dimensional spaces critical for AGI[3][4]. Hybrid frameworks,
such as quantum neural networks (QNNs) and quantum generative adversarial networks (QGANs), integrate classical

and quantum components to model complex data[5].
## Error Correction and Noise Mitigation

Robust error correction, including quantum error correction (QEC) protocols and dynamical decoupling, is essential
to maintain coherence in quantum systems. Noise disrupts optimization landscapes (Fig. 5), complicating training a
challenge partially addressed by error−mitigated VQAs, though scalability remains unresolved[6][7][8].

## Hybrid Quantum−Classical Architectures
Hybrid systems combine classical machine learning with quantum subroutines, such as parameterized quantum
circuits for decision−making under uncertainty. Quantum−enhanced reinforcement learning uses superposition to

explore action spaces efficiently, though scalability depends on hardware advancements[9][10][11][12].
## Challenges and Limitations

Key hurdles include noise mitigation, resource optimization for hybrid systems, and AGI−compatible QEC protocols.
Fault−tolerant quantum computation may be necessary for AGI−relevant advantages, requiring further exploration of
quantum−classical algorithm interplay[7][8][13].

# Core Challenges in AGI Development
## Economic Value Measurement

Quantifying AGI's economic impact demands frameworks like the **Anthropic Economic Index**, which assesses
adaptability, decision−making, and task performance against human benchmarks[11][14]. Critics stress the need to
account for labor disruption and ethical risks in autonomous economic decisions[11].

# Evaluation Methodologies
AGI evaluation requires human oversight to ensure compliance with humanitarian law. The International Committee
of the Red Cross (ICRC) emphasizes predictability, reliability, and accountability in AGI decision−making,

particularly for military systems[13][14]. Their frameworks advocate transparency, human judgment in critical
functions, and multidisciplinary assessments to balance innovation with ethical safeguards[3][12][14].
# Contemporary Research Landscape

Current AGI research emphasizes hybrid cognitive models, exemplified by **OpenNARS for Research 3.0+**, an
open−source project integrating non−axiomatic logic and probabilistic inference for human−like reasoning under
uncertainty. Hosted on GitCode, it enables modular experimentation with hybrid AI architectures, prioritizing

transparency and scalability[15].

Figure 13: A case of AGI generated by OmniThink with DeepSeek-R1.
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