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Abstract001

Procedural semantic representations describe002
the meaning of natural language expressions in003
terms of computer programs that can be eval-004
uated against images, databases, knowledge005
graphs or other external resources. While re-006
sources annotated with procedural semantic007
representations already exist for a variety of008
spoken languages, such resources are still lack-009
ing entirely for signed languages. In this pa-010
per, we introduce GeoQuery-LSFB as a signed011
language extension to the multilingual Geo-012
Query corpus. Concretely, we have comple-013
mented each procedural semantic annotation014
from the original corpus with a correspond-015
ing French Belgian Sign Language (LSFB) ex-016
pression that was phonetically transcribed from017
video recordings following the HamNoSys con-018
vention and annotated with French ID-glosses.019
The GeoQuery-LSFB corpus constitutes a sub-020
stantial new resource for a low-resource lan-021
guage and offers for the first time the possibility022
to study, from an onomasialogical perspective,023
a signed language along a diverse variety of024
spoken languages.1025

1 Introduction026

Procedural semantic representations describe the027

meaning of natural language expressions in terms028

of computer programs that are compositionally029

structured and can be evaluated by a machine030

(Woods, 1967; Johnson-Laird, 1977; Woods, 1981;031

Winograd, 1972; Woods, 2010). A defining prop-032

erty of procedural semantics is that the evaluation033

of semantic representations involves their ground-034

ing in some kind of ‘world model’, which can range035

from a database or knowledge graph, through a036

quantitative or qualitative simulation, to the ac-037

tual world as perceived through a robot’s sensory038

system. The grounded and compositional nature039

1The authors declare that this paper was written without the
assistance of generative writing aids and that no AI assistants
were used in any stage of the research.

of procedural semantic representations is of great 040

interest to a variety of natural language understand- 041

ing tasks, including database querying (Zelle and 042

Mooney, 1996; Kwiatkowski et al., 2010; Berant 043

et al., 2013; Liang, 2016; Dong and Lapata, 2016; 044

Cheng et al., 2019), visual question answering 045

and dialogue (Andreas et al., 2016; Johnson et al., 046

2017b; Hudson and Manning, 2019; Verheyen et al., 047

2023), and robot instruction (Bollini et al., 2013; 048

Misra et al., 2016; van Trijp et al., 2024). 049

While a number of resources that annotate nat- 050

ural language expressions with procedural seman- 051

tic representations already exist today, most of 052

these resources exclusively include English data 053

(Hemphill et al., 1990; Zelle and Mooney, 1996; 054

Kuhlmann et al., 2004; Zettlemoyer and Collins, 055

2005; Chen and Mooney, 2008; Tasse and Smith, 056

2008; Johnson et al., 2017a; Hudson and Manning, 057

2019; Nevens et al., 2024). For other spoken lan- 058

guages, resources that come with procedural se- 059

mantic annotations exist much more scarcely, but 060

some corpora are available for German (Gross et al., 061

2018; Jones et al., 2012), Chinese (Lu and Ng, 062

2011), Spanish, Japanese and Turkish (Wong and 063

Mooney, 2006), Greek and Thai (Jones et al., 2012), 064

and Indonesian, Swedish and Farsi (Susanto and 065

Lu, 2017). All non-English resources, with the 066

exception of Gross et al. (2018), extend the origi- 067

nal English GeoQuery corpus (Zelle and Mooney, 068

1996) with translations, resulting in a parallel cor- 069

pus that includes a typologically rather diverse se- 070

lection of languages. When it comes to signed 071

languages however, no corpora annotated with pro- 072

cedural semantic representations exist to date. 073

In this paper, we introduce the GeoQuery-LSFB 074

corpus as a signed language extension to the mul- 075

tilingual GeoQuery corpus. Concretely, this new 076

resource complements each procedural semantic 077

annotation from the original corpus with a corre- 078

sponding French Belgian Sign Language (LSFB) 079

expression. Based on video recordings that fea- 080
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ture a native LSFB signer, the expressions were081

annotated with French ID-glosses and phonetically082

transcribed following a time-aligned, multilinear083

extension to the Hamburg Notation System (Ham-084

NoSys) convention (Hanke, 2004). Apart from the085

250 utterances in the original parallel corpus, we086

also present an augmented version of the corpus087

that covers 4519 utterances and thereby better fits088

today’s data-intensive processing methods.089

The GeoQuery-LSFB corpus constitutes a sig-090

nificant contribution to the linguistic resource land-091

scape in three main respects. First of all, it is092

the first resource that aligns signed language ex-093

pressions with procedural semantic representations.094

The corpus thereby facilitates research into lan-095

guage processing technologies that could so far096

only be developed for spoken languages. Second,097

it adds valuable corpus data to the limited resources098

that are currently available to support the study of099

the LSFB sign language. Finally, the parallel and100

semantically annotated nature of the corpus offers101

for the first time the possibility to study, from an102

onomasiological perspective, a signed language103

along a diverse variety of spoken languages.104

The GeoQuery-LSFB corpus was released un-105

der the GNU General Public License 2.0 and is106

available for download at <see supplementary ma-107

terials>2.108

2 Background and related work109

2.1 French Belgian Sign Language resources110

LSFB (Langue des signes de Belgique franco-111

phone) is the sign language used by the deaf112

and hard-of-hearing community within the French-113

speaking Community of Belgium. The number114

of LSFB users is estimated at 20,000 of which115

4,600 are first language users3. As a sign language,116

LSFB is produced and comprehended through the117

visual-gestural modality. Phylogenetically, LSFB118

is closely related to Vlaamse Gebarentaal (VGT),119

the sign language of the Flemish Community of120

Belgium. Both languages are historically rooted in121

the Old French Sign Language (VLSF) and were122

considered under the umbrella of Belgian Sign Lan-123

guage until the 1970s. LSFB received recognition124

2Upon acceptance of this paper, the corpus will be archived
on Zenodo and will be referenced through its DOI in the paper.

3The overall number of LSFB users is estimated at 0.44%
of the total population following Haeusler et al. (2014). The
number of first language users is estimated at 0.1% of the total
population following Pasikowska-Schnass (2018).

as an official language in the French-speaking Com- 125

munity of Belgium in 2003. 126

While significant efforts in creating linguistic 127

resources that can be used for LSFB research, edu- 128

cation and language technology development are 129

currently ongoing, LSFB for now remains a low- 130

resource language. The most extensive resource 131

today is the LSFB Corpus (Meurant, 2015; Meu- 132

rant et al., 2016), which consists of 90 hours of 133

unscripted yet task-moderated video-recorded con- 134

versations between pairs of signers. French ID- 135

gloss annotations (Johnston, 2008) have been made 136

available for 25 hours of the corpus material. An 137

overview of all ID-glosses that were used to an- 138

notate the corpus, along with French translations 139

and isolated video recordings of the corresponding 140

LSFB signs, has been released as the lex-LSFB 141

lexical database (Meurant et al., 2015). The LSFB 142

online dictionary (https://dico.lsfb.be) pro- 143

vides LSFB video translations for over 5000 French 144

words and a tool for translating LSFB signs into 145

French words was made available by Fink et al. 146

(2022). The LSFB Corpus was made available 147

to the machine learning community through the 148

release of two datasets, one of which wraps the 149

original corpus data (LSFB-CONT) while the other 150

groups occurrences of the most frequently used 151

signs (LSFB-ISOL) (Fink et al., 2021). A spoken 152

Belgian-French counterpart to the LSFB Corpus, 153

where participants were asked to carry out the same 154

conversational tasks, is currently under construc- 155

tion (Lepeut et al., 2024). 156

2.2 Sign language transcription 157

On a high level, sign language transcription sys- 158

tems can be grouped into two categories. The first 159

category transcribes each sign within a signed ex- 160

pression using a gloss, i.e. an identifier for the 161

sign that essentially corresponds to the translation 162

of the sign into a different language, typically the 163

ambient spoken language of the community. Of 164

particular interest are ID-glosses (Johnston, 2008, 165

2010), where contextually different variants of a 166

sign, i.e. variants with the same form but a dif- 167

ferent meaning, are grouped under the same gloss. 168

(ID-)glosses do not contain any information about 169

the form of a sign itself and are heavily dependent 170

on a spoken glossing language. 171

The second category of writing systems tran- 172

scribe signed expressions phonetically or phono- 173

logically. Systems in this category do not rely 174

on any external glossing language, but transcribe 175
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the form components of signs directly. Pho-176

netic/phonological transcription systems for signed177

languages were pioneered by Stokoe (1960) for178

American Sign Language (ASL). The SignWrit-179

ing (Sutton, 1995) and HamNoSys (Prillwitz et al.,180

1987; Hanke, 2004) writing systems are currently181

the most widely used language-agnostic transcrip-182

tion systems. SignWriting logographically rep-183

resents manual and non-manual components of184

signs in 2D space using an alphabet of 652 base185

symbols (Sutton, 2010). HamNoSys provides a186

linear, phonographic representation of sign com-187

ponents using a more restricted inventory of just188

over 200 base symbols (Smith, 2013). More re-189

cently, the Typannot writing system for handshape190

annotation was introduced with the goal of reach-191

ing a HamNoSys-like phonographic system while192

achieving a SignWriting-like readability (Rébulard193

et al., 2018), but is still to find a more widespread194

adoption.195

Gloss-based transcriptions and phonetic tran-196

scriptions are very different in nature, have differ-197

ent properties and serve different purposes. Gloss-198

based transcriptions are, relatively speaking, less199

time-consuming to annotate and their grounding200

in an ambient spoken language naturally supports201

their use in domains where the relationship between202

the signed and the spoken language is of significant203

interest, such as (machine) translation and different204

forms of sign language education. Phonetic tran-205

scriptions on the other hand are a valuable resource206

for linguistic research as they allow for a repre-207

sentation of signed forms that do not need to be208

cast into linguistic theories that were developed for209

spoken languages. As noted by Hodge and Cras-210

born (2022), it can be considered good practice in211

corpus development to incorporate different levels212

and types of annotation. In this way, the corpus be-213

comes multipurpose and is thereby likely to better214

stand the test of time.215

2.3 Procedural semantics216

The procedural approach to semantics was intro-217

duced in the field of artificial intelligence in the218

1960s and 1970s by a.o. Woods (1967), Winograd219

(1972) and Johnson-Laird (1977). The innovative220

idea behind this approach was that the meaning of221

a natural language expression can take the form of222

a program that can be evaluated by a machine. The223

evaluation of such a program involves its grounding224

in a ‘world model’, i.e. an external resource such225

as a database, knowledge graph, sensory observa-226

tion, or simulation. Let us consider an example 227

drawn from the GeoQuery resource, which will be 228

described in more detail in the next section. The 229

world model consists in a database of geographical 230

facts, including the area and population of cities 231

and states, the height of mountains, the length of 232

rivers, and the states and cities rivers run through. 233

Procedurally, the meaning of a question like “How 234

big is Texas?” could be represented through a query 235

that, when evaluated against the database, would re- 236

turn the area of the state of Texas. Importantly, the 237

answer itself is irrelevant when it comes to repre- 238

senting the meaning of the question. If a new treaty 239

is signed and the world model is consequently up- 240

dated, a query that accurately captured the mean- 241

ing of the question would still return the correct 242

answer, even if the answer is no longer the same. 243

Likewise, a program that adequately represents the 244

meaning of the statement “The Mississippi river 245

runs through Iowa” should evaluate to true in every 246

world where Iowa is among the states the Missis- 247

sippi river runs through, and evaluate to false in 248

any other world. 249

The procedural approach to representing mean- 250

ing subscribes to the Davidsonian view that the 251

meaning of an utterance corresponds to its truth 252

conditions (Davidson, 1967). A complete under- 253

standing of an utterance amounts to being able to 254

determine its truth value in every possible world, a 255

task that requires an exact knowledge of the condi- 256

tions under which the utterance is true. In terms of 257

procedural semantics, the programs that represent 258

the meaning of natural language utterances thus 259

correspond to their truth conditions. The process of 260

evaluation then corresponds to the task of determin- 261

ing the truth of an utterance in a particular world4. 262

In general, there are many ways in which proce- 263

dural semantic programs can be formalised and in 264

which their evaluation can be implemented, and the 265

choice will typically depend on the task at hand and 266

the nature of the world model that is provided (see 267

e.g. Verheyen et al., 2023). Despite the terminology 268

that is used, procedural semantic programs almost 269

never take the form of a sequence of operations to 270

execute. Instead, they state the logic underlying 271

the computation they are supposed to represent, for 272

example through a conjunction of predicates. As 273

long as a procedural interpretation can be linked to 274

their logic interpretation, the programs are consid- 275

4In Fregean terminology, the programs would correspond
to the Sinn of an utterance, while the evaluation process would
reveal its Bedeuting (Frege, 1892).

3



ered procedural semantic representations. In this276

paper and the associated GeoQuery-LSFB corpus,277

all procedural semantic representations will take278

the form of logic expressions that correspond to279

machine-evaluatable database queries.280

2.4 The GeoQuery corpus281

The GeoQuery corpus was originally introduced282

by Zelle (1995) and Zelle and Mooney (1996) as a283

benchmark dataset for the supervised learning of284

semantic parsers. In its original form, it consisted285

of 250 English questions5 about US geography that286

were collected from undergraduate students at the287

Department of Computer Sciences of the Univer-288

sity of Texas at Austin. Each question was anno-289

tated by a human expert with a logical query that290

would answer the question upon evaluation against291

the GeoBase database of US state geography (Bor-292

land International, 1988). The corpus was extended293

to 880 question-query pairs by Tang and Mooney294

(2001) and Tang (2003) using data collected from295

users of the GeoQuery web interface.296

The logical queries annotated in the original297

dataset straightforwardly integrate with logic pro-298

gramming languages such as Prolog. In order to299

better accommodate semantic parsers written in300

other programming languages, Kate et al. (2005) in-301

troduced FunQL, a functional, variable-free query302

language for the GeoQuery domain, along with303

scripts for the automatic conversion between the304

annotated logical queries and their FunQL counter-305

parts. Popescu et al. (2003) and Iyer et al. (2017)306

introduced a relational database schema for the307

Geobase database and manually annotated all Geo-308

Query questions with SQL queries.309

The first multilingual version of the GeoQuery310

corpus was introduced by Wong and Mooney311

(2006), who provided Spanish, Japanese and Turk-312

ish translations of the original GeoQuery questions.313

Later, translations of all questions in the extended314

GeoQuery dataset were added for many other lan-315

guages, in particular for Chinese by Lu and Ng316

(2011), for German, Greek and Thai by Jones et al.317

(2012) and for Indonesian, Farsi and Swedish by318

Susanto and Lu (2017).319

Figure 1 shows a single entry in the multilingual320

GeoQuery corpus. The original English question321

5We refer to the GeoQuery utterances as questions as they
constitute requests for information to be answered. Grammat-
ically, these requests can be expressed through interrogative
sentences (e.g. ‘What is the city with the smallest popula-
tion?’) but also through imperative sentences (e.g. ‘Give me
the biggest city in Wisconsin’).

“Through which states does the Mississippi run?” is 322

shown on top along with its translation into the 10 323

other languages of the dataset. The procedural se- 324

mantic representations that correspond to the ques- 325

tions are shown in the bottom-left part of the figure. 326

Note that the logical query and the FunQL query 327

are equivalent, but that the SQL query was con- 328

structed independently. A schematic representation 329

of the ‘world models’ is shown in the bottom-right 330

part of the figure. The SQL meaning representation 331

can be evaluated against the relational database, 332

while the GeoQuery and FunQL meaning represen- 333

tations can be evaluated against the Prolog factbase. 334

3 Data collection and transcription 335

The overall corpus creation task consisted in an- 336

notating the 250 utterances of the original Geo- 337

Query corpus with corresponding LSFB expres- 338

sions. Given that LSFB is not a written language, 339

one cannot simply ask a native signer to write down 340

LSFB translations of the English sentences. Our 341

native LSFB informant was however experienced 342

in signing LSFB expressions that semantically cor- 343

respond to utterances written down in the ambient 344

French language. The first stage in the corpus cre- 345

ation process therefore consisted in making video 346

recordings of LSFB expressions. These recordings 347

could then be transcribed both phonographically 348

and in terms of ID-glosses by an expert transcriber 349

in a second stage. 350

In order to optimise the workload of the LSFB 351

informant and transcriber, the first challenge was 352

to select the minimal number of expressions that 353

needed to be signed, video-recorded and tran- 354

scribed. We started from the 221 unique meaning 355

representations in the corpus and reduced them 356

to 95 schemata by replacing named entities by 357

their higher-level entity type (<state>, <river>, 358

<city> or <capital>). For each of these schemata, 359

the first corresponding utterance from the Geo- 360

Query dataset was translated into French and pro- 361

vided to the signer. The signer was instructed to 362

interpret the meaning of the French utterance and 363

sign a corresponding LSFB expression. For mean- 364

ing representations that occurred multiple times in 365

the corpus with the exact same named entities, the 366

signer was asked to sign the same number of vari- 367

ants. The signed utterances were video-recorded, 368

yielding a total of 124 recordings. 369

The expert transcriber annotated the record- 370

ings first with French ID-glosses and then with 371
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¿Qué estados atraviesa el Mississippi?Spanish

Mississippi hangi eyaletlerden geçiyor?Turkish

mishishippi kawa hadono shuu wo tootte irunodesuka?Japanese

密⻄⻄⽐ 河 贯穿 哪些 州Chinese

Durch welche Staaten fliesst der Mississippi?

Greek

 !ฐ ใด % แ'( )ส+ส+ป- ไหล 1าน
German

Negara-negara bagian manakah yang dilalui Mississippi ?

؟ دنکیم روبع اه تلایا مادک زا یپیسیسیم

Genom vilka stater löper floden Mississippi genom ?

Thai

Indonesian

Farsi

Swedishποιες πολιτείες διασχίζει ο mississippi ?

Through which states does the Mississippi run?

GeoQuery

Procedural semantic representation

answer(A,(state(A),const(B,riverid(mississippi)),traverse(B,A)))

answer(state(traverse_1(riverid('mississippi'))))FunQL

SELECT river.traverse FROM river 
WHERE  river.river_name='mississippi’;SQL

Natural language question

World model

Figure 1: Schematic representation of a single entry in the multilingual GeoQuery corpus, featuring the original
English question, its translation into ten other spoken languages, its procedural semantic representation in the
GeoQuery, FunQL and SQL languages, and the relational and logic databases that constitute the world model.

HamNoSys-based phonographic transcriptions. ID-372

gloss annotation layers were created for the left373

and right hands using glosses from the lex-LSFB374

lexical database (Meurant, 2015). During the anno-375

tation process, four new namesigns were added376

to the database (NS:CALIFORNIE, NS:FLORIDE,377

NS:TEXAS and NS:MEXIQUE), as well as five new378

regular ID-glosses (KILOMETRE-CARRE, TAILLE,379

ME-DIRE, MOINE and SERRER). Depicting and380

pointing signs were annotated following the guide-381

lines established by Johnston (2010, 2016). Finger-382

spelled named entities were transcribed as such and383

variants of existing ID-glosses were tagged follow-384

ing Johnston (2016)’s handshape categorisation.385

Phonographic transcriptions were made using386

a time-aligned, multilinear extension to the Ham-387

NoSys convention. Concretely, a separate Ham-388

NoSys annotation layer was added for each hand.389

The segmentation of the layers was copied from the390

corresponding ID-gloss layers, temporally aligning391

the HamNoSys and ID-gloss transcriptions. Two-392

handed signs, which HamNoSys transcribes using a393

single linear expression, are annotated in the layer394

for the dominant hand, in which case the corre-395

sponding segment in the layer for the other hand is396

left empty.397

An example transcription is shown in Figure398

2 for the original utterance “What are the high399

points of the states surrounding Mississippi?”.400

The annotation layers associated to the signer’s401

dominant right hand are divided into eight time-402

aligned segments, one for each ID-gloss that was403

identified. The signer opens with the PALM- 404

UP sign, a discourse marker that indicates that 405

the speaker is thinking (Gabarró-López, 2017). 406

This sign is followed by the DANS sign (English: 407

IN) and the finger-spelled proper name Missis- 408

sippi (FS:MISSISSIPPI, where FS stands for ‘fin- 409

ger spelling’). Then, the IL-Y-A sign is annotated 410

(English: THERE-IS), followed by a depicting sign 411

DS(BENT5):ETAT+, where DS stands for ‘depicting 412

sign’, BENT5 for the handshape categorised accord- 413

ing to Johnston (2016) and + signals that the sign is 414

repeated multiple times. Finally, the pointing sign 415

PT:DET/LOC(1)+ is annotated, where PT stands for 416

‘pointing sign’, DET/LOC for ‘determiner or loca- 417

tion’, 1 for the used handshape and + for repetition, 418

followed by the ID-glosses HAUT (English: HIGH) 419

and QUOI (English: WHAT). Note that the circular 420

motion of the pointing sign is included in its Ham- 421

NoSys transcription, but is reduced to ‘repetition’ 422

in the ID-gloss annotation. 423

The annotation layers for the left hand hold three 424

segments, two of which are ID-gloss annotations 425

for two-handed signs (PALM-UP and DANS). For 426

these segments, the HamNoSys transcription layer 427

for the left hand remains empty, as the symmetry 428

operator ¨ is used in the corresponding right-hand 429

HamNoSys segment. The third left-hand segment 430

concerns a depicting sign referring to a state-like 431

entity that is again signed using Johnston (2016)’s 432

handshape BENT5 and which coincides with three 433

right-hand segments. 434

After the transcription of the 124 video record- 435
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Figure 2: An example transcription of a video fragment in which the LSFB expression that corresponds to the
English utterance What are the high points of the states surrounding Mississippi? is signed. Tiers for right-hand
ID-gloss, right-hand HamNoSys transcription, left-hand ID-gloss and left-hand HamNoSys transcription are shown.

ings was completed, the resulting annotation layers436

were extrapolated to the 250 utterances of the orig-437

inal corpus. This could be done straightforwardly438

by substituting the named entity segments that were439

annotated in the recordings with segments contain-440

ing the namesigns or finger-spelled transliterations441

of the named entities that occur at the same loca-442

tion in the remaining utterances. A separate, larger443

corpus of 4519 annotated utterances was also cre-444

ated by extrapolating the transcriptions of the video445

recordings to all named entities in the GeoBase446

database, enforcing the constraint that states, rivers,447

cities and capital cities can only be substituted with448

an entity of the same type.449

As indicated above, the French ID-gloss anno-450

tations and HamNoSys transcriptions were con-451

tributed by a single expert transcriber. As a result,452

no extensive inter-annotator agreement study could453

be performed. While we acknowledge this as a lim-454

itation of the resource that we created, we would455

very much like to emphasize the difficulty of re-456

cruiting and training annotators for a low-resource457

sign language like LSFB. The annotator that was re-458

cruited is to the best of our knowledge the only per-459

son sufficiently proficient in both LSFB and Ham-460

NoSys to perform this task reliably. When it comes 461

to the French ID-gloss annotations, a small-scale 462

inter-annotator agreement study was performed in 463

the pilot phase of the corpus creation process in 464

order to validate its feasibility. This pilot study 465

yielded a Cohen’s kappa of 0.83 on 10 corpus en- 466

tries selected to be maximally different. This result 467

led to the green light needed to initiate the corpus 468

creation process, but cannot be reported as such as 469

a measure of the quality of the final resource. 470

All annotations were created using the ELAN 471

software toolkit (Crasborn and Sloetjes, 2008)6, the 472

HamNoSys input palette (Hanke, 2021)7 and the 473

CWA Signing Avatars SiGML Player8. 474

4 The GeoQuery-LSFB corpus release 475

The GeoQuery-LSFB corpus was released under 476

the GNU General Public License 2.0 and can be 477

6Institute for Psycholinguistics, The Language Archive, Ni-
jmegen, The Netherlands:https://archive.mpi.nl/tla/
elan

7https://www.sign-lang.uni-hamburg.de/
hamnosys/input/

8https://vhg.cmp.uea.ac.uk/tech/jas/std/

6

https://archive.mpi.nl/tla/elan
https://archive.mpi.nl/tla/elan
https://www.sign-lang.uni-hamburg.de/hamnosys/input/
https://www.sign-lang.uni-hamburg.de/hamnosys/input/
https://vhg.cmp.uea.ac.uk/tech/jas/std/


downloaded from <see supplementary materials>9.478

The release consists of the following parts:479

Documentation A user guide that documents the480

contents of the release, especially with respect to481

using the corpus for research purposes. The doc-482

umentation provides a detailed description of all483

aspects of the corpus, including the required in-484

stallation procedures, the labels used during the485

transcription process and the data structures that486

were used.487

Video recordings All 124 video recordings, en-488

coded using MPEG-4 compression. The videos489

amount to a total length of 21 minutes and 44 sec-490

onds, which corresponds to an average of 10.35491

seconds per video.492

HamNoSys font A version of the Menlo font that493

was extended with the HamNoSys character set by494

Hanke (2021).495

Annotation files The 124 raw ELAN annotation496

files in .eaf format, as well as their corresponding497

configuration files in .psfx format.498

Corpus files The actual corpus files, which hold499

for each entry: a unique identifier, the original500

English utterance, a reference to the higher-level501

semantic schema of which the meaning of the ut-502

terance is an instantiation, a reference to the corre-503

sponding ELAN file and video recording (where ap-504

plicable), translations of the utterance into Spanish,505

Turkish, Japanese (Romanji), German, Greek, Thai,506

Indonesian, Swedish, Chinese and Farsi, the French507

translation of the utterance that was provided to the508

LSFB signer, procedural semantic representations509

of the utterance in the GeoQuery, FunQL and SQL510

formats, and our integrated representation of the511

ID-gloss and HamNoSys annotations of the corre-512

sponding LSFB expression. Apart from the unique513

identifiers and references to the higher-level seman-514

tic schemata, ELAN files and video recordings, we515

contributed the French and LSFB annotations and516

adopted all other annotations from prior versions517

of the corpus as documented in Section 2.4 above.518

The corpus files are provided in both the JSON and519

XML formats, with both versions containing the520

exact same information.521

Database files Scripts for executing and evaluat-522

ing the procedural semantic representations of the523

9Upon acceptance of this paper, the corpus will be archived
on Zenodo and will be referenced through its DOI in the paper.

utterances in GeoQuery, FunQL and SQL formats, 524

including Iyer et al. (2017)’s script for creating and 525

populating a relational database. Instructions on 526

how to use the execution and evaluation scripts are 527

included in the user guide. 528

Overall, the transcription layers of the GeoQuery- 529

LSFB corpus for the dominant right hand contain 530

2681 segments, while those for the left hand hold 531

1258 segments. 2794 segments (70.93%) were an- 532

notated with lexicalised ID-glosses. 143 distinct 533

lexicalised ID-glosses occur, with the most fre- 534

quent ones being either generally frequent in LSFB, 535

such as UN (English: A/ONE) and IL-Y-A (English: 536

THERE-IS), or being related to the domain of the 537

dataset (e.g.VILLE (English: CITY) and RIVIERE 538

(English: RIVER)). 595 segments (15.11%) were 539

annotated with pointing sign glosses and 380 seg- 540

ments (9.65%) were annotated with depicting sign 541

glosses. The remaining 170 segments (4.32%) were 542

annotated as finger-spelled proper names. 543

5 Discussion and conclusions 544

We have presented the GeoQuery-LSFB corpus as 545

a linguistic resource for the low-resource French 546

Belgian Sign Language (LSFB). Concretely, we 547

have extended the multilingual and semantically 548

annotated GeoQuery corpus with transcriptions of 549

corresponding LSFB expressions. Based on video 550

recordings featuring a native LSFB signer, an ex- 551

pert transcriber has annotated each expression from 552

the original corpus with French ID-glosses (fol- 553

lowing Meurant et al., 2015; Johnston, 2016) and 554

phonographic HamNoSys transcriptions (following 555

Hanke, 2004). The corpus was released under the 556

GNU General Public License 2.0 and includes (i) 557

an extensive user guide, (ii) the video recordings 558

that were made, (iii) the original English corpus 559

data and procedural semantic annotations, (iv) the 560

multilingual versions of the corpus and FunQL and 561

SQL annotations that were previously contributed 562

by different researchers, (v) our LSFB annotations 563

in terms of French ID-glosses and HamNoSys tran- 564

scriptions, and (vi) scripts for executing and eval- 565

uating the procedural semantic representations. A 566

synthetically augmented version of the corpus was 567

also included in order to meet user demand. 568

The GeoQuery-LSFB corpus constitutes a sig- 569

nificant contribution to the linguistic resource land- 570

scape in three main respects. First of all, the corpus 571

contributes valuable data to the limited pool of re- 572

sources that are currently available for the linguistic 573

7



study of LSFB, as well as for the development of574

LSFB language technologies. Such data is chal-575

lenging to create, not only for financial reasons,576

but also given the limited number of people that577

both sufficiently master LSFB and have experience578

or interest in the creation and management of lin-579

guistic resources. Second, the GeoQuery-LSFB580

corpus is, to the best of our knowledge, the first581

corpus that aligns signed expressions with proce-582

dural semantic annotations. The corpus thereby583

facilitates research into language processing tech-584

nologies, such as data-efficient semantic parsers585

or natural language interfaces, that could so far586

only be developed for spoken languages. Finally,587

the parallel and semantically annotated nature of588

the corpus offers for the first time the possibility589

to study, from an onomasiological perspective, a590

signed language along a diverse variety of spoken591

languages.592

Limitations593

Single annotator The LSFB transcriptions and594

annotations were performed by a single expert tran-595

scriber. We acknowledge this as a limitation of596

the resource that we created. Yet, we would like597

to emphasize the difficulty of recruiting and train-598

ing transcribers for a low-resource sign language599

like LSFB. We were not able to identify a second600

potential transcriber sufficiently proficient in both601

LSFB and HamNoSys to perform the transcription602

task. Regarding the French ID-gloss annotations,603

a small-scale inter-annotator agreement study was604

performed in the pilot phase of the corpus creation605

process in order to validate its feasibility. This pilot606

study yielded a Cohen’s kappa of 0.83 on 10 cor-607

pus entries selected to be maximally different. This608

result led to the green light needed to initiate the609

corpus creation process, but the final corpus was610

annotated by only one of the transcribers that was611

part of the pilot due to a lack of available human612

resources.613

Limited size and domain of the corpus With its614

250 and 4519 utterances, the resource that we intro-615

duce is limited in volume and restricted to a single616

domain. As such, it might not be suitable for many617

data-intensive processing methods and should not618

be taken as a representative sample of language619

use. At the same time, it is the first resource of620

its kind for LSFB, and for any signed language for621

that matter. Given the extremely limited resources622

available for the low-resource LSFB language, the623

corpus will find immediate use in LSFB-related 624

research and to the best of our expectations in sign 625

language research more generally. 626

Ethics Statement 627

The LSFB informant consented to the publication 628

and distribution of the video recordings that are 629

part of the GeoQuery-LSFB resource. Both the 630

LSFB informant and the expert transcriber were 631

remunerated for their work according to the official 632

pay scales for scientific personnel employed by 633

universities of the French community of Belgium. 634
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