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Abstract

As large language models (LLMs) increasingly
bridge linguistic boundaries, robust multilin-
gual evaluation has become critical to ensuring
equitable technological development. This po-
sition paper analyzes over 2,000 multilingual
(non-English) benchmarks from 148 countries,
published between 2021 and 2024, to assess
past, present, and future practices in multilin-
gual benchmarking. Historically, we observe
that a large amount of resources has been in-
vested in creating multilingual benchmarks, yet
English is still the most dominant language and
many fail to address the needs of underrepre-
sented languages and domains. Currently, we
identify the most common use cases of LLMs
and observe that benchmarks often lack real-
world applicability and fail to align with human
judgments, highlighting a disconnect between
evaluation frameworks and practical utility. To
address these gaps, we propose six essential
characteristics for effective benchmarks, includ-
ing accuracy, resistance to contamination, ap-
propriate challenge levels, practical relevance,
linguistic diversity, and cultural authenticity.
‘We also outline five critical research directions,
including improving natural language gener-
ation evaluation, expanding low-resource lan-
guage coverage, and developing culturally au-
thentic benchmarks. Our findings highlight a
concerning trend: while significant resources
are invested in multilingual benchmarks, many
fail to reflect real-world applications or align
with human judgments. Through this structured
analysis, we advocate for evaluation frame-
works that better represent global linguistic
diversity, ensuring that language technologies
serve all communities equitably.

1 Introduction

The remarkable capabilities of large language mod-
els (LLMs) have transformed natural language pro-
cessing (NLP), with applications spanning diverse
domains and languages worldwide (Ouyang et al.,

Figure 1: The overview of this work. We examine
over 2,000 multilingual (non-English) benchmarks, pub-
lished between 2021 and 2024, to evaluate past, present,
and future practices in multilingual benchmarking.

2022; Sanh et al., 2022; OpenAl, 2023; Touvron
et al., 2023; Anil et al., 2023; Mesnard et al., 2024,
Yang et al., 2024; DeepSeek-Al et al., 2025). As
these technologies increasingly serve users across
linguistic boundaries, robust multilingual evalua-
tion becomes not merely academic but essential
(Zhu et al., 2024; Qin et al., 2025). This pa-
per presents a comprehensive analysis of multi-
lingual benchmarking practices to understand past
approaches, assess present correlations with human
judgments, and chart future directions for more eq-
uitable, representative, and effective multilingual
evaluation of language technologies.

To provide a comprehensive analysis, we first
establish a dataset of multilingual benchmarks by
collecting and annotating papers from the arXiv
cs.CL category (2021-2024) (Section 3). After
filtering 370,000 papers through both automated
LLM-based screening and expert review, we iden-
tify 2,024 relevant studies containing multilingual
benchmarks from 148 countries. Our analysis fol-
lows a temporal framework organized around three
key questions:

1. PAST: What benchmarks do we currently
have? (Section 4) We document historical
trends, revealing the persistent dominance of
English and high-resource languages, the un-
derrepresentation of low-resource languages,



and a strong focus on discriminative tasks
(66.5%) over generative ones (23.5%). Most
benchmarks (61.4%) use original language
content, with human translations comprising
just 13.2%. Text classification remains the
leading task, while question answering has
grown rapidly since the rise of LLMs. Dataset
sizes have expanded substantially and are
mainly built from public domains (e.g., news,
social media), with high-value domains like
healthcare and law still being rare. Devel-
opment is concentrated in China, India, Ger-
many, UK, and USA, with Europe emphasiz-
ing academic research and China/USA show-
ing more academia-industry collaboration.

2. PRESENT: What is the current status of
multilingual evaluation? (Section 5) We
identify two main findings. First, user in-
terests are consistent across languages (En-
glish, Chinese, French, German, Spanish,
Russian), with writing tasks dominating
(30-45%), followed by commonsense rea-
soning and programming. Second, bench-
mark—human judgment correlations vary:
STEM tasks (ARC and MGSM) show strong
alignment (0.70-0.85), while others are
weaker (0.11-0.30). Notably, localized bench-
marks (e.g., CMMLU for Chinese) correlate
better with human judgments (0.68) than trans-
lated ones (0.47 and 0.49), underscoring the
need for culturally and linguistically authentic
evaluations.

3. FUTURE: What do we need, and what
should we do next? (Section 6) Based on
our analysis, we outline key principles for ef-
fective multilingual benchmarks, emphasiz-
ing the need for accurate, contamination-free,
challenging, practically relevant, linguistically
diverse, and culturally authentic evaluations.
It identifies critical research directions, includ-
ing addressing the imbalance in natural lan-
guage generation (NLG) tasks, improving rep-
resentation for low-resource languages, cre-
ating localized benchmarks that reflect cul-
tural nuances, leveraging LLMs as multilin-
gual judges while addressing biases, and de-
veloping efficient benchmarking methods to
manage growing complexity.

Our contributions in this position paper are mul-
tifaceted. First, we provide a large-scale and com-

prehensive analysis to date of multilingual bench-
marking trends, documenting historical patterns
and identifying critical gaps in language cover-
age. Second, we quantitatively evaluate how well
current benchmarks align with human judgments
across multiple languages, offering insights into
which evaluation approaches best reflect the true
model quality. Third, we propose concrete strate-
gies and a call to action for developing the next
generation of multilingual benchmarks, balancing
practical constraints with the need for greater lin-
guistic diversity and cultural authenticity. By crit-
ically examining existing practices and charting
clear directions forward, we aim to catalyze more
equitable, representative, and meaningful evalua-
tion methodologies that can better guide the devel-
opment of truly multilingual language technologies
serving the global community.

2 Related Work

Multilingual Large Language Models LLMs
have revolutionized the landscape of natural lan-
guage processing (NLP) and artificial intelligence
(AD) (Brown et al., 2020; Ouyang et al., 2022; Bai
et al., 2022; OpenAl, 2023; Anil et al., 2023; Riv-
iere et al., 2024), extending advanced language un-
derstanding and generation to multiple languages
(Scao et al., 2022; Wu et al., 2024; Wang et al.,
2024b). Early LLMs often centered on English,
but multilingual capabilities now play a vital role
(Touvron et al., 2023; Jiang et al., 2023). For in-
stance, Llama-1 mainly targeted English (Touvron
et al., 2023), whereas Llama-3.1 supports eight
languages (Dubey et al., 2024); the Qwen series
began with Chinese and English (Bai et al., 2023)
but, by the Qwen 3 release, covers more than 100
languages.! Meanwhile, researchers have assem-
bled large multilingual corpora to fuel pre-training
(Ortiz Sudrez et al., 2020; Laurencon et al., 2022;
Nguyen et al., 2024), supervised fine-tuning (SFT)
and reinforcement learning from human feedback
(RLHF)) (Li et al., 2023; Lai et al., 2023; Singh
et al., 2024b). A recent survey offers a systematic
overview of multilingual LLMs (Zhu et al., 2024).

Multilingual Evaluation As large language
models (LLMs) evolve, evaluating their multilin-
gual performance becomes ever more urgent to ad-
dress global linguistic diversity (Guo et al., 2023;
Chang et al., 2024; Wang et al., 2024a). Two

"https://qwenlm. github.io/blog/qwen3/
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main strategies have emerged: translating existing
English-based evaluation sets into other languages
(Shi et al., 2023; Lai et al., 2023; Singh et al.,
2024a) or developing fresh benchmarks specific
to each target language. Some efforts rely on local
exam-style questions (Koto et al., 2023; Li et al.,
2024; Yiiksel et al., 2024), while others stress cul-
turally relevant content. Recent examples include
CulturalBench (Chiu et al., 2024), ArtELingo-28
(Mohamed et al., 2024), and CVQA (Romero
et al., 2024), which integrate region-specific im-
ages, questions, and opinions to gauge how well
LLMs handle real-world cultural nuances.

Ours In this position paper, we analyse over
2,000 multilingual evaluation studies published be-
tween 2021 and 2024, focusing on the era shaped
by LMs. We highlight emerging trends in multilin-
gual evaluation, examine how current benchmarks
align with human judgments, and suggest direc-
tions for future research. Our work extends a previ-
ous survey of 156 multilingual evaluation studies
spanning 2008 to 2021 (Yu et al., 2022), offering
an up-to-date perspective on the impact of LLMs.

3 Scope, Collection, and Annotation

In this section, we outline our approach to deter-
mining the scope of datasets included in our study,
detail our collection process from arXiv submis-
sions, and describe our annotation methodology.

Scope Our work follows the approach of Yu et al.
(2022), focusing exclusively on labeled datasets
in which a system is tasked with generating an
output label y from an input text z. It is impor-
tant to note that the output label is not limited
to a single categorical value but may also consist
of generated text, allowing for the production of
more complex outputs. To maintain this focus on
clear input-output relationships and ensure that the
generated labels remain meaningful and contextu-
ally relevant, we deliberately exclude English-only
benchmarks, training datasets, unlabeled datasets,
machine translation datasets, language identifica-
tion datasets, and multi-modal datasets from our
study. Furthermore, we also exclude the program-
ming languages from our study.

Collection In this work, we collect papers under
the cs.CL category of arXiv from January 1, 2021,
to December 31, 2024 using the arXiv APL.> The

*https://info.arxiv.org/help/api/index html

arXiv API provides programmatic access to meta-
data and abstracts of papers, enabling efficient data
collection. From this process, we initially retrieved
a total of 370K papers. To refine the dataset, we
utilize QWEN2.5-MAX to analyze the abstracts
of each paper and filter out those irrelevant to our
study. Following this automated step, we conduct a
manual review to ensure the suitability of each pa-
per for inclusion in our study. This rigorous process
resulted in a final dataset of 2,024 papers.

Annotation Besides utilizing metadata from the
arXiv API, three authors manually annotate the
collected papers following the annotation scheme
presented in Table 3 (Appendix B), including publi-
cation date, covered languages, tasks and their cat-
egories, dataset size, affiliation information, trans-
lation use, and domains. These authors have at
least one year of experience in NLP research and
proficiency in multiple languages.

Takeaways for PAST ( )]

Multilingual benchmarks remain domi-
nated by English and high-resource lan-
guages, with limited progress in linguis-
tic diversity, domain coverage, and indus-
try involvement. Dataset sizes are rapidly
increasing, but most resources originate
from a few countries and academic in-
stitutions, highlighting persistent gaps in
linguistic and contextual representation.

L v,

4 PAST: What Benchmarks Do We Have?

In this section, we present a comprehensive analy-
sis of the current landscape of multilingual bench-
marks based on our paper collection. We examine
the distribution of languages, the evolution of task
types, translation methods, and more across bench-
marks collected from 2021 to 2024. Understanding
the existing benchmark ecosystem is crucial for
identifying gaps in language coverage, tracking
shifts in evaluation focus, and recognizing opportu-
nities for more inclusive benchmark development.

Languages Figure 2 illustrates the distribution
of the top 50 languages across our collected bench-
marks. Notably, even though we deliberately ex-
clude English benchmarks during the collection
process, English still tops the chart, peaking near
1000 occurrences. Similarly, other high-resource
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Figure 2: Distribution of the top 50 languages in our
multilingual benchmark collection. Although English is
deliberately excluded from the collection, it still appears
as the most frequent language in the collection. This
distribution illustrates the current imbalance in multilin-
gual evaluation benchmarks.

languages (HRLs) occupy the leading positions. In
contrast, low-resource languages (LRLs) appear
much less frequently. This distribution underscores
the dominance of high-resource languages, while
highlighting the challenges in achieving broader
linguistic representation.

Translations Figure 3(a) illustrates the distribu-
tion of translation methods used in benchmark cre-
ation. Notably, the majority (61.4%) of bench-
marks are not translated, suggesting they are cre-
ated in their original languages. Human transla-
tions account for 13.2% of the benchmarks, rep-
resenting the highest quality but most resource-
intensive approach. Among machine translation
tools, Google Translate leads with 8.8%, followed
by GPT series models (OpenAl, 2023) (5.0%) and
DeepL (1.9%). This distribution highlights both
the prevalence of native-language benchmark de-
velopment and the growth of machine translation
technologies in multilingual benchmark creation.

Tasks In our collected benchmarks, 66.5% of the
papers focus on discriminative tasks, 23.5% on
generative tasks, and 10.0% on both. Figure 3(b)
shows the percentage distribution of the top 5 tasks
from 2021 to 2024. Text classification remains
the dominant task, while question answering and
machine reading comprehension have grown signif-
icantly, especially since the emergence of LLMs in
2023. Named entity recognition is declining, and
sentiment analysis remains stable.

Dataset Sizes Figure 3(c) illustrates that dataset
sizes in multilingual benchmarks have consistently
increased from 2021 to 2024, with significant
growth in larger datasets. For example, very large
datasets (>100K examples) have nearly tripled
from 104 to 304. This trend reflects the empha-
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Figure 3: Analysis of multilingual benchmarks. Fig-
ure 3(a): 61.4% of benchmarks originate in their native
languages with varying translation methods; Figure 3(b):
Task trends (2021-2024) show dominance of text classi-
fication and growth in question answering; Figure 3(c):
Dataset sizes consistently grow; Figure 3(d): Domains
are dominated by public sources like news.

sis on large-scale evaluation resources in the era of
foundation models.

Domains Figure 3(d) demonstrates that multilin-
gual benchmarks predominantly utilize publicly
accessible sources such as news, social media, and
Wikipedia-derived content, which constitute a sig-
nificant portion of the datasets. This concentration
highlights a clear trend: multilingual benchmarks
predominantly leverage publicly accessible sources
rather than specialized, high-value domains. This
distribution reflects the convenience of using public
data and the challenges in obtaining high-quality
data from specialized domains.

Countries and Institutions Figure 4(a) high-
lights the countries leading multilingual benchmark
development from 2021 to 2024. In this paper,
we introduce the term “G5 countries” to refer to
the China, India, Germany, UK, and USA, which
together account for at least 40% of multilingual
benchmark development. Among them, only China
shows steady growth from 2021 (10.4%) to 2024
(16.4%). Figure 4(b) illustrates the institutional dis-
tribution across the top 50 countries:? Europe leads

3We use publicly available geographical data for visualiza-
tion purposes only. The map representation does not imply any
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Figure 4: (a) Top 5 countries in multilingual benchmark creation from 2021 to 2024. (b) Affiliation type distributions
of the top 50 countries in multilingual benchmark creation. We merge the countries in European Union (EU) into

one category for better visualization.

with a strong academic focus, while China and the
USA feature more balanced academia-industry col-
laborations. The predominantly academic-driven
nature of these benchmarks points to a gap between
research and real-world application, suggesting op-
portunities for greater industry engagement in mul-
tilingual benchmark creation.

Takeaways for PRESENT ( )

Multilingual evaluation reveals that users
across languages share remarkably sim-
ilar interests, with writing tasks (30-
45%) dominating across all languages.
However, benchmarks vary significantly
in their alignment with human judg-
ments: STEM-related tasks (ARC and
MGSM) consistently show strong corre-
lation, while translated benchmarks per-
form inconsistently and often poorly. Lo-
calized benchmarks demonstrate supe-
rior correlation compared to translated
ones, highlighting the critical importance
of culturally and linguistically authentic
evaluations.

political stance or territorial claims. Data Source: https://www.
naturalearthdata.com/downloads/110m-cultural- vectors/

[Text]
$text

[Instruction]

Please identify the category of the text above
— from Greeting, Writing, Translation, Math,
— or Programming. If the text does not belong
< to any of these categories, you may add a
— new category.

Figure 5: The prompt used for categorizing the user
interests.

5 PRESENT: What is the Current Status
of Multilingual Evaluation?

In this section, we examine the present state of
multilingual evaluation from two critical perspec-
tives: the actual interests of multilingual users (Sec-
tion 5.1), and the alignment between multilingual
benchmarks and human judgments (Section 5.2).

5.1 What Are the Multilingual Users
Interested in?

Setup To understand the interests of multilingual
users, we analyze the distribution of user instruc-
tions in Chatbot Arena (Chiang et al., 2024) and
WildChat (Zhao et al., 2024b). We analyze six lan-
guages, including English, Chinese, French, Ger-
man, Spanish, and Russian, with 10K instructions
for each language. We employ QWEN2.5-MAX
to categorize the instructions. We provide 5 seed
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Type Chinese  French German Spanish ~ Russian

Discriminative

XNLI Natural Language Inference 0.233 0.235 0.410 0.483 0.588
ARC STEM Question Answering 0.818 0.735 0.767 0.801 0.803
HellaSwag Commonsense Reasoning — 0.684 0.745 0.772 0.811
Truthful QA Question Answering 0.547 0.613 0.614 0.624 0.773
MMLU Understanding 0.473 0.398 0.371 0.345 0.303
GlobalMMLU  Understanding 0.487 0.422 0.395 0.349 0.331
Generative

XQuAD Question Answering 0.110 — 0.301 0.225 0.154
MGSM Mathematics 0.855 0.814 0.848 0.798 0.711

Table 1: The Spearman’s p for various benchmarks across 5 languages. The highest correlation for each language is
highlighted in bold. Type indicates the capability type that the benchmark is testing.
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Figure 6: Distribution of user instruction categories
across six languages. We discard the “Greetings" cate-
gory, as it is not a task-oriented instruction.

categories: Greeting, Writing, Translation, Math,
and Programming, but allow the model to introduce
new categories, with the prompt shown in Figure 5.

Users from different countries share common
interests. We present the distribution of user in-
structions in Figure 6. Our analysis reveals striking
similarities in user interests across different lan-
guages. Writing tasks dominate user interactions
across all six languages, comprising 30-45% of all
instructions. This is followed by commonsense rea-
soning and programming tasks, which consistently
appear among the top three categories in almost all
languages. Interestingly, while translation tasks are
present in non-English languages (ranging from 4-
6% of instructions), they are understandably absent
in English. Mathematical tasks appear consistently
across all languages but at lower frequencies (3-
7%). These patterns suggest that despite linguistic
and cultural differences, users across different lan-

guages primarily use LLMs for similar purposes,
with content creation and practical problem-solving
being universal priorities. Furthermore, it is impor-
tant to note that the user instructions are collected
from Chatbot Arena and WildChat, which are pri-
marily used for research purposes. Therefore, the
distribution of user instructions may not accurately
reflect the general population’s interests.

5.2 Do These Benchmarks Correlate Well
with Human Judgments?

Setup To assess correlation between benchmarks
and human judgments, we compare 30 LLMs’ per-
formance on 8 multilingual benchmarks (XNLI
(Conneau et al., 2018), ARC (Clark et al., 2018),
HellaSwag (Zellers et al., 2019), Truthful QA (Lin
et al., 2022), MMLU (Hendrycks et al., 2021),
GlobalMMLU (Singh et al., 2024a), XQuAD
(Artetxe et al., 2020), and MGSM (Shi et al., 2023))
against their Chatbot Arena Elo rankings as of
December 30 2024. For ARC, HellaSwag, Truth-
fulQA, and MMLU, we use Google Translate trans-
lations from Lai et al. (2023). We analyze five lan-
guages (Chinese, French, German, Spanish, Rus-
sian) using Spearman’s p. The details of LLMs are
in Appendix A.

STEM-related tasks are more aligned with hu-
man judgments. As shown in Table 1, bench-
marks that focus on STEM-related capabilities
consistently exhibit stronger correlations with
human judgments across all languages. ARC,
which tests commonsense and scientific reasoning,
shows strong correlations ranging from 0.735 in
French to 0.818 in Chinese. Similarly, MGSM,
which evaluates mathematical problem-solving
abilities, demonstrates exceptionally high corre-
lations across all languages (0.711-0.848). In con-
trast, conventional NLP tasks, such as XNLI and



XQuAD, show weaker correlations (0.110-0.588).
We believe this discrepancy is due to the fact that
reasoning capabilities are language agnostic and
less affected by translation quality. Referring to
our analysis in Section 4, these findings highlight a
concerning trend: despite significant investments,
many multilingual benchmarks fail to align well
with human judgments.

Translation is NOT all you need. Table 1 re-
veals that translated English benchmarks perform
inconsistently across languages. XNLI shows
weak correlation in Chinese and French (0.233
and 0.235) but moderate correlation in Russian
(0.588), while XQuAD performs poorly in Chi-
nese (0.110) compared to German (0.301). Notably,
human-translated GlobalMMLU exhibits stronger
correlations with human judgments than machine-
translated MMLU, emphasizing the importance of
high-quality translations.

Localized benchmarks are crucial. In addition
to the results presented in Table 1, we also evaluate
these LLMs on CMMLU (Li et al., 2024), which
includes authentic exam questions from various
Chinese exams. CMMLU demonstrates a correla-
tion of 0.682 with human judgments in Chinese,
significantly higher than the correlation of trans-
lated MMLU in Chinese (0.473 and 0.487). This
finding underscores the importance of localized
benchmarks specifically designed to capture these
nuances and contexts.

Takeaways for FUTURE ( )]

Effective multilingual benchmarks
should be accurate, contamination-free,
challenging, relevant, linguistically
diverse, and culturally authentic. Future
research should prioritize: expanding
language generation evaluation, includ-
ing low-resource languages, developing
culturally-specific benchmarks, explor-
ing LLM-as-a-judge approaches, and
creating efficient evaluation methods.

6 FUTURE: What We Need and What
We Should Do Next?

In this section, we firstly identify essential charac-
teristics of effective multilingual benchmarks (Sec-
tion 6.1). We then propose concrete directions for

future research efforts that address persistent gaps
in evaluating language models across diverse lan-
guages, contexts, and applications (Section 6.2).

6.1 What We Need for Effective Multilingual
Benchmarks?

Effective multilingual benchmarks require several
key characteristics to meaningfully evaluate LLM
capabilities across diverse languages. Drawing in-
spiration from Reiter (2025), we propose the fol-
lowing key characteristics for good multilingual
benchmarks:

* Accurate: All the benchmarks must contain
reliable ground truth annotations, properly ver-
ified by domain experts. Recent research re-
veals that even widely adopted benchmarks
like MMLU contain numerous errors (Gema
et al., 2025), undermining evaluation validity.

* Contamination-free: Benchmark contami-
nation occurs when evaluation data appears
in a model’s training corpus, leading to in-
flated performance metrics that misrepresent
a model’s true capabilities. Recent research
even demonstrate that the data contamination
in one language can be transferred to another
language (Yao et al., 2024).

* Challenging enough: The performance of
recent state-of-the-art models has quickly
saturated on widely used benchmarks, with
scores approaching or exceeding human per-
formance. As shown in KILLED-BY-LLM,*
the average lifespan of a popular benchmark
is only 2.6 years before it is not sufficiently
challenging. Therefore, multilingual bench-
marks must maintain an appropriate difficulty
level that can differentiate between models.

* Practically relevant: As shown in Figure 3(d)
and Figure 4(b), about 70% of the benchmarks
are released by the academic community and
these benchmarks are created from the public
sources, which may not always reflect real-
world applications. Without this practical
grounding, benchmarks risk optimizing for
capabilities that have limited real-world im-
pact, creating a disconnect between research
advancements and actual user needs.

* Linguistically diverse: Effective multilingual
benchmarks must include languages represent-
ing different families, writing systems, and ty-
pological features. As shown in Figure 2, our

*https://rObk.github.io/killedbyllm/
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analysis reveals severe imbalances favoring
high-resource languages, with many language
families entirely unrepresented.

e Culturally authentic: Multilingual bench-
marks must reflect the cultural diversity. Re-
cent research has highlighted the importance
of cultural considerations in benchmark de-
sign (Son et al., 2024; Zhao et al., 2024a; Chiu
et al., 2024). Our results also demonstrate that
CMMLU (Li et al., 2024) aligns better with
Chinese users’ judgments, compared with the
translated MMLU (Hendrycks et al., 2021;
Singh et al., 2024a).

Advancing toward more comprehensive multi-
lingual benchmarks following these principles is
essential for ensuring language technologies serve
global populations equitably.

6.2 What We Should Do Next?

Building on our analysis of necessary characteris-
tics for effective multilingual benchmarks, we now
outline five critical research directions.

Natural Language Generation While most ex-
isting multilingual benchmarks focus on discrimi-
native tasks like classification and multiple-choice
problems, natural language generation (NLG) capa-
bilities remain significantly underassessed across
diverse languages. As discussed in Section 4, about
66% of the benchmarks are focused on discrimi-
native tasks, while only 23% of the benchmarks
are focused on NLG tasks. This imbalance is par-
ticularly concerning as generative applications are
increasingly prevalent in real-world applications.

Low-Resource Languages As shown in Fig-
ure 2, low-resource languages, which lack sub-
stantial amounts of digital text data, remain sig-
nificantly underrepresented in current multilingual
benchmarks. This underrepresentation creates a
problematic cycle: models perform poorly on these
languages, leading researchers to focus on higher-
resource languages where improvements are more
easily demonstrable, further widening the capabil-
ity gap. Breaking this cycle requires deliberate
effort to develop specialized benchmarks that focus
on low-resource languages.

Localized Benchmarking Current evaluation ap-
proaches often rely on translated content from
English or other high-resource languages. As
shown in Section 5.2, the localized benchmarks can
achieve better alignment with the target language

and culture. Recent work has begun addressing
these issues by incorporating more diverse cultural
perspectives (Li et al., 2024; Son et al., 2024; Zhao
et al., 2024a; Chiu et al., 2024), but there remains
significant room for benchmarks that assess models
on their ability to handle local applications.

LLM-as-a-Judge Recent research has demon-
strated the potential of using LLMs themselves as
evaluation tools for assessing the quality of model-
generated text in English (Zheng et al., 2023;
Dubois et al., 2024). This approach offers promis-
ing opportunities for multilingual evaluation by ex-
tending these techniques across diverse languages
and tasks. However, deploying LLMs as judges in
multilingual contexts also introduces unique chal-
lenges, such as the potential evaluation biases that
mirror the language disparities in the judge models.

Efficient Benchmarking Current benchmarks
often include numerous languages and tasks to
thoroughly assess model capabilities. The size of
benchmarks grows linearly with the number of lan-
guages and combinatorially with the number of
tasks and evaluation dimensions. As shown in Fig-
ure 3(c), the size of the benchmarks is growing
rapidly over the years. Future research should aim
to develop methods for efficient evaluation, such
as identifying representative language-task subsets,
employing statistical sampling techniques, or using
adaptive testing approaches that maintain evalua-
tion quality while reducing computational costs.

7 Conclusion

In this position paper, we present a comprehensive
analysis of multilingual benchmarking practices
by systematically examining over 2,000 studies.
Our findings uncover persistent disparities in lan-
guage representation, evolving task types, dataset
sizes, and other critical factors. Through a present-
focused investigation, we identify user interests
across different languages and highlight significant
gaps between benchmark scores and actual human
preferences, particularly in translation-based evalu-
ations. Our analysis underscores six key limitations
in current multilingual evaluation practices and pro-
poses guiding principles for effective multilingual
benchmarking. Additionally, we outline five criti-
cal research directions to advance the field.



8 Limitations

In Section 5.1, we employ QWEN2.5-MAX to cat-
egorize user interests, acknowledging the potential
for annotation errors. The instructions are derived
from Chatbot Arena (Chiang et al., 2024) and Wild-
Chat (Zhao et al., 2024b), which are predominantly
utilized by researchers and developers. As a result,
the user interests in our dataset may not fully reflect
those of the general population.

In Section 5.2, we analyze correlations between
benchmarks and human judgments using 30 open-
source LLMs. Due to constraints in computational
resources and financial budgets, our evaluation is
limited to these models and excludes proprietary
LLMs. Expanding the evaluation to include more
models, particularly proprietary LLMs, would pro-
vide a broader perspective.
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A LLMs in Evaluations

In this work, we evaluate 30 LLMs on 8 multilin-
gual benchmarks across 5 languages. We present
all the LLMs used in this work in Table 2.

B Annotation

Our annotation schema is presented in Table 3.

13



Model Chinese French German Spanish Russian

google/gemma-1.1-7b-it 1118.6 1018.5 1049.9 1052.1 1076.6
CohereForAl/aya-expanse-32b 1267.1  1199.8 1196.6 1199.7 1249.8
google/gemma-7b-it 1095.5 979.7 978.9 983.3 1014.7
meta-llama/Llama-3.1-8B-Instruct 1211.2  1142.8 1138.8 1176.5 1187.2
meta-llama/Llama-2-7b-chat-hf 1031.8 925.1 956.4 989.9 10154
microsoft/Phi-3-small-8k-instruct 11229 10919 10754 1110.6 11384
Qwen/Qwen2.5-Coder-32B-Instruct 1277.2 11825 1192.8 1219.7 1250.3
meta-llama/Meta-Llama-3-8B-Instruct 11352 1113.1 1101.6 11745 1138.8
ibm-granite/granite-3.0-8b-instruct 1130.5 1027.3 083.2 1034.0 11025
microsoft/Phi-3-medium-4k-instruct 1165.1 10704 1100.7 1098.7 1169.8
google/gemma-2-27b-it 1278.8 1190.1 1206.0 12239 12559
google/gemma-1.1-2b-it 1076.4 963.9 947.8 9914 1020.1
microsoft/Phi-3-mini-128Kk-instruct 1076.3 9942 1009.0 1056.1 1039.0
meta-llama/Llama-3.2-1B-Instruct 1023.0 1021.4 10109 1030.2 972.9
CohereForAl/aya-expanse-8b 1241.2  1166.1 11803 11614 12284
meta-llama/Llama-2-13b-chat-hf 1055.3 992.3 998.2 1076.9 10759
meta-llama/LLlama-3.2-3B-Instruct 1084.7 1031.0 1053.6 1095.7 984.0
google/gemma-2-2b-it 1190.3 11293 1105.1 1144.6 11421
HuggingFaceH4/zephyr-7b-beta 1017.9 989.5 9755 10404 1067.1
microsoft/Phi-3-mini-4k-instruct 1081.8 1033.2 1038.5 1094.3 1056.5
google/gemma-2b-it 1049.3 852.2 909.9 985.9 964.9
mistralai/Mistral-7B-Instruct-v0.2 1068.4 983.9 979.2 10257 1045.8
HuggingFaceTB/SmolLM2-1.7B-Instruct  1106.5  1001.9 948.5 941.4  1033.0
Qwen/Qwenl.5-14B-Chat 1202.6 10684 10423 1079.2 1073.3
google/gemma-2-9b-it 12433 11429 1180.2 1199.7 1220.1
Qwen/Qwenl.5-4B-Chat 1083.6 929.8 9049 1013.6 977.5
mistralai/Ministral-8B-Instruct-2410 1256.8 11334 1128.0 1131.1 12229
ibm-granite/granite-3.0-2b-instruct 1130.3 1003.1 988.4 1037.0 1081.4
Qwen/Qwen1.5-7B-Chat 1196.1 1017.3 10224 10124 1035.8
allenai/OLMo-7B-Instruct 1071.7 879.6 885.3 975.9 970.9

Table 2: LLMs used for evaluation and their Elo scores on 5 languages up to December 30, 2024.

14



Aspect

Description

Year and Month
Languages
Task Category
Tasks

Dataset Size
Affiliation Type
Affiliation
Country

Translation

Domain

The publication year and month of the paper.

The languages covered by the dataset.

The task types discussed in the paper (e.g., discriminative, generative, or both).
The specific tasks covered (e.g., sentiment analysis, question answering, sum-
marization, etc.).

The approximate size of the dataset, categorized as: <100, 100-1K, 1K-10K,
10K-100K, or >100K.

The Affiliation type of the creator of the dataset (e.g. academic, industry, or
both).

The affiliations that create the dataset.

The countries of the affiliations that create the dataset.

The method used for dataset translation (e.g., not translated, human translation,
Google Translate, etc.).

The domains of the dataset (e.g., news, social media, etc.).

Table 3: Annotation scheme for the collected paper.
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