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ABSTRACT
The proliferation of dashcams has significantly increased the
volume of recorded data on road traffic, offering a unique op-
portunity to develop sophisticated algorithms that can analyze
this data and predict potential accidents. In this paper, we in-
troduces a new approach for predicting car accidents in videos
by leveraging the Dynamic Spatial-temporal Attention Net-
work (DSTA). We incorporate a frame-level loss and a bag-
level loss into our method to aid in the model’s learning pro-
cess. Moreover, given that car crashes often involve continu-
ous processes, we introduce soft labels to smoothen the label
transitions in each video frame, thereby helping the model to
more accurately identify the accident frame number and mini-
mizing the impact of labeling noise. Additionally, we employ
the output of the temporal self-attention aggregation (TSAA)
module to enhance the prediction’s robustness, which extracts
information from all frames of the current video and to avoid
interference from individual difficult frames. Our experimen-
tal results indicate that our Improved-DSTA (IDSTA) method
outperforms the original DSTA method and performs excep-
tionally well in the AVA dataset. Overall, our proposed ap-
proach demonstrates significant potential in predicting car ac-
cidents from dashcam videos.

Index Terms— Anticipating Vehicle Accidents, Multi In-
stance Learning, Autonomous Vehicle

1. INTRODUCTION

Road accidents have been a persistent cause of injuries and
fatalities worldwide, emphasizing the need for developing
technologies that can effectively anticipate accidents and pro-
vide early warnings to drivers. In this regard, dashcams have
emerged as a valuable tool that can record the road ahead
and provide visual data for analyzing potential hazards and
accident-prone situations.

In the realm of computer vision-based accident anticipa-
tion, initial studies employed traditional recurrent neural net-
works that utilize soft attention mechanisms to identify the
causal factors present among agents in a given traffic scene
[1, 2, 3, 4]. Recent advancements in computer vision and
machine learning techniques have brought about significant
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progress in this field. Numerous studies have explored the use
of dashcam videos for early accident anticipation, such as the
work by [5], which proposes a Dynamic Spatial-Temporal At-
tention (DSTA) network for this purpose. In another study, [6]
consider normal and anomalous videos as bags and video seg-
ments as instances in multip instance learning (MIL) and au-
tomatically learn a deep anomaly ranking model that predicts
high anomaly scores for anomalous video segments. How-
ever, car accidents occur rapidly and may only occupy a few
frames in a video, while the rest of the frames may be of little
significance. To better distinguish car accidents, it is crucial
to enhance the model’s ability to capture information from
specific frames before and after the event.

As mentioned above, the original frame-level loss of
DSTA may not be suitable for the AVA dataset, as it lacks
video segments during and after accidents, which makes it
difficult to annotate the time of accident occurrence. To ad-
dress this issue, we propose a novel approach that involves
redesigning the frame-level loss by manually annotating the
time point at which each car accident video in the train-
ing set shows the beginning of abnormal behavior. Further-
more, we introduce the use of soft labels to make label tran-
sitions in each frame of a video smoother, thereby reducing
the model’s training difficulty and minimizing the impact of
labeling noise.

To alleviate the issue of imbalanced sample numbers
across different categories, we apply weighting to the cross-
entropy loss of normal and abnormal frames. Lastly, we de-
sign a bag-level loss to assist the model in learning, which
takes the maximum value of the GRU outputs for all frames
of each video as the anomaly score for that video. Experi-
mental results demonstrate that using the output of the TSAA
module with DSTA achieves higher accuracy than using the
output of GRU as the prediction result.

In summary, our contributions are

• We propose a novel approach for predicting car acci-
dents in dashcam videos using the Dynamic Spatial-
temporal Attention Network, with a redesigned frame-
level loss and a bag-level loss to facilitate the model’s
learning process.

• We introduce the use of soft labels to smoothen the la-
bel transitions in each video frame, thereby reducing



the model’s training difficulty and minimizing the im-
pact of labeling noise.

• We employ the output of the TSAA module to enhance
the prediction’s robustness. Experimental results indi-
cate that the proposed IDSTA method outperforms the
original DSTA method and performs exceptionally well
in the AVA dataset.

We will begin by describing the data collection process
and the methodology we will use to develop our algorithms.
We will also present the results of our experiments and eval-
uate the effectiveness of our approach.

2. RELATED WORKS

Anticipating traffic accidents from dashcam videos is a com-
plex problem that requires predicting the likelihood of a fu-
ture event. While computer vision-based approaches for hu-
man action anticipation often rely on appearance features,
such as object, activity, and context cues [7, 8, 9, 10, 11],
these methods are typically applied to video data captured by
static surveillance cameras and may not be suitable for mo-
bile cameras mounted on vehicles. In recent years, various
approaches have been proposed to tackle this challenge by
leveraging dashcam videos to predict traffic accidents. For
instance, Suzuki et al. [1] proposed an adaptive loss func-
tion that promotes early anticipation of accidents by assign-
ing penalty coefficients based on the achieved mean time-to-
accident during training. Additionally, Yao et al. [12] utilized
ego-vehicle motion information to develop an unsupervised
approach that predicts the future locations of traffic agents.
Likewise, Takimoto et al. [13] integrated physical location
data with video data to predict traffic accidents. In another
study, [6] considered normal and anomalous videos as bags
and video segments as instances in multip instance learning
(MIL), automatically learning a deep anomaly ranking model
that predicts high anomaly scores for anomalous video seg-
ments.

Attention mechanisms have gained considerable attention
in recent times due to their ability to focus on relevant fea-
tures, similar to how humans selectively concentrate on im-
portant aspects. Neural networks equipped with attention
units can identify and highlight relevant features for accu-
rate predictions. While Chan et al. [4] introduced dynamic
soft-attention to traffic accident anticipation, Zeng et al. [2]
proposed a soft-attention RNN that models the interaction be-
tween traffic agents and identifies risky regions. Additionally,
Fatima et al. [3] introduced a feature aggregation block that
captures inter-object interactions. Nonetheless, these meth-
ods mainly concentrate on learning attentions to spatially dis-
tributed agents linked to accidents, paying less attention to the
temporal importance of appearance features. Cui et al. [14]
integrated both a spatial attention module and a temporal at-
tention module with a GRU [15] to estimate the state-ofhealth

of batteries. T Bao et al. [16] used a graph convolutional re-
current neural network (GCRNN) to capture the spatial tem-
poral relations among candidate objects.

Recently, Muhammad et al.[5] proposed a Dynamic
Spatial-Temporal Attention (DSTA) network that predicts the
probability of a future accident. It selects discriminative tem-
poral segments using a Dynamic Temporal Attention (DTA)
module and informative spatial regions using a Dynamic Spa-
tial Attention (DSA) module. However, the original frame-
level loss of DSTA may not be suitable for identifying certain
accidents well, as it lacks video segments during and after ac-
cidents, making it difficult to annotate the time of accident
occurrence. To address this, it is necessary to improve the
model’s ability to capture information from specific frames
before and after the event.

3. IMPROVED-DSTA

3.1. Predicting Accidents from Dashcam Video

The problem of predicting accidents from dashcam video is a
critical task in the field of computer vision and driving safety.
The goal is to develop a machine learning model that can an-
alyze the video feed from a dashboard camera mounted on a
vehicle and accurately identify the occurrence of an accident.

The inputs to the model consist of a sequence of video
frames captured by the dashcam, usually at a fixed frame rate.
Each frame is represented as a matrix of pixel values, with
dimensions HxWxC, where H , W , and C denote the height,
width, and number of color channels of the image, respec-
tively. The input sequence can vary in length depending on
the duration of the driving footage and the frequency of acci-
dents.

The output of the model is the prediction of the accident
occurrence and the corresponding frame number t where the
accident happens. The accident occurrence is represented as a
binary value, where 1 indicates an accident, and 0 indicates no
accident. The frame number is an integer value that identifies
the specific frame where the accident occurs.

The purpose of this problem is to improve driving safety
by providing real-time accident detection and alert systems.
Early detection of accidents can help reduce the severity of in-
juries and prevent further damage to the vehicle or surround-
ing environment.

In mathematical terms, let X be the input video sequence,
where X = [x1, x2, ..., xn] is a sequence of video frames, with
xi representing the ith frame. Let Y be the output label, where
Y =[y1, y2, ..., yn] is a sequence of binary labels, with yi = 1
indicating the presence of an accident in the corresponding
frame xi, and yi = 0 otherwise. The model learns a mapping
function f(X) → Y that can accurately predict the occur-
rence of accidents in the video sequence X .



3.2. Feature Extraction

We performed object detection on images using the pre-
trained cascade RCNN network provided by DSTA[5], and
retained the top (19-k) bounding boxes with the highest pre-
dicted confidence. We used the coordinates of the k bound-
ing boxes provided in the AVA dataset, as well as the (19-k)
bounding boxes selected as candidate regions, for a total of
19 bounding boxes. We then cropped the corresponding re-
gions from the image based on the bounding box coordinates.
Subsequently, we used a pre-trained VGG-16 network to ex-
tract feature vectors from the original image and the cropped
regions.

Given that in the task of predicting car accidents, the key
objects in the images are generally various types of vehicles,
we utilized a pre-trained VGG-16 model on cars-196 to ex-
tract features, which is different from some previous works
that used pre-trained models on imagenet to extract features.
We found that using the pre-trained VGG-16 model on cars-
196 for feature extraction achieves better performance than
using pre-trained models on imagenet.

3.3. Model Architecture

Our network architecture utilizes DSTA. DSTA extracts spa-
tial information from a single image through a Dynamic Spa-
tial Attention module(DSA) and captures the relationship be-
tween different frames in a video through a Dynamic Tem-
poral Attention module(DTA). The future probability of ac-
cidents is predicted using a gated recurrent unit(GRU). Due
to its excellent ability to extract both spatial and temporal in-
formation, DSTA has achieved outstanding performance on
datasets such as DAD and CCD. Therefore, we employ DSTA
as our network architecture.

margin=15

Fig. 1. Comparison of Soft Label and Hard Label. Tempera-
ture Controls how soft the label is.

3.4. Soft Label

The AVA dataset contains only video clips before the occur-
rence of accidents, and does not include video segments dur-
ing and after the accident, which is different from datasets
such as DAD and CCD. Therefore, we cannot annotate the
time of accident occurrence (TOA) for each video segment
similar to the DAD method (otherwise, TOA would be the
last frame of the video), and calculate the frame-level loss
based on this. In addition, the original frame-level loss of
DSTA decreases as the accident prediction probability of any
frame in the accident video increases, that is, this loss hopes
that all frames in the accident video have a high accident pre-
diction probability. However, in an accident video, abnormal
segments usually only account for a small part of the video.
Therefore, the design of the original DSTA loss is not suitable
for the AVA dataset.

Based on the characteristics of the AVA task, we have re-
designed the frame-level loss. We manually annotated the
time point t̂ at which each car accident video in the train-
ing set shows the beginning of abnormal behavior. The rule
for selecting the annotated time point is that the annotator can
perceive the abnormal behavior in the current frame at that
time. After annotation, we can divide the video into normal
and abnormal segments based on t̂, and assign a label of 0
(indicating no car accident) to the frames in the normal seg-
ment, and a label of 1 (indicating a car accident) to the frames
in the abnormal segment, thus obtaining frame-level binary
classification label information. Then, we calculate the cross-
entropy loss between the output of each frame’s GRU and the
binary classification label of the current frame, and take the
average as the final frame-level loss.

However, due to the subjective factors of the annotators,
the labeling of the moment t in exceptional cases can be con-
sidered noisy in the annotated dataset. Moreover, the change
between adjacent frames of a video is often small. The ap-
proach of roughly assigning a label of 0 to frame t̂ − 1 and
a label of 1 to frame t̂ would result in completely opposite
labels between similar frames, thereby increasing the impact
of labeling noise. To solve this problem, we propose using
Soft Labels to make the label transition of each frame in the
video smoother, reducing the difficulty of model training and
minimizing the influence of dataset noise.

Formula (1) shows the mathematical expression of soft
label we used. In the formula, m represents margin, T repre-
sents Temperature coefficient, which controls the soft degree
of soft label, and x represents the label of current frame. Fig-
ure 1 plots hard Lables and Soft labels with different temper-
atures.

y =


softmax(m /T)

t̂−m
· x, 0 < x ≤ t̂−m

softmax
[
x−t̂
T

]
, t̂−m < x < t̂ +m

[softmax(m /T)]·(x−60)−x+t̂+m

t̂+m−60
, t̂ +m ≤ x ≤ 1

(1)
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Fig. 2. Prediction with output of GRU may be subject to some outlier.

Considering a car accident video, the abnormal segments
typically only account for a small portion of the video, leading
to the issue of imbalanced sample numbers across different
categories. To alleviate this problem, we applied weighting to
the cross-entropy (CE) loss of normal and abnormal frames,
assigning a greater weight to the CE loss of abnormal frames.

3.5. Multi Instance Learning Loss

As mentioned earlier, frame-level loss is noisy, and if only
frame-level loss is used for training, it may still affect the
performance of the model. However, multi-instance learning
only requires bag-level labels in the training data, i.e., it does
not require frame-level labels. As some previous works[6]
have described, a video can be seen as a bag, and each frame
or a segment of the video can be seen as an instance, so the
original car accident prediction problem can be naturally re-
garded as a binary classification problem of multi instance
learning. Therefore, we designed a bag-level loss to assist the
model in learning. Specifically, in the training process, we
take N videos from the current batch and divide them into two
categories: normal videos and car accident videos. Then we
take the maximum value of the GRU outputs for all frames of
each video as the anomaly score for that video. Afterwards,
we calculate two types of gap loss: (1) overall gap loss: cal-
culate the gap between the average anomaly scores of normal
videos and car accident videos in the current batch; (2) hard
example gap loss: calculate the gap between the maximum
anomaly score of normal videos and the minimum anomaly
score of car accident videos in the current batch. We hope
to increase these gap to enhance the model’s ability to distin-
guish difficult samples.

The formula of this loss is shown in (2), where O ∈
RN×F represents the GRU output anomaly score of all F

frames of N videos in a batch.

Lgap(O) = max (0, 1−min ({Oi}yi=1) + max ({Oi}yi=0))

+ max (0, 1−
∑

i,yi=1(Oi)

np
+

∑
i,yi=0(Oi)

nn
), (2)

In which Oi = maxj (Oij).
Meanwhile, we also partition the video segments outside

the soft label margin into normal and abnormal segments
based on the annotated abnormal time point t̂. Then, we cal-
culate the frame-level gap loss by taking the minimum value
of the abnormal segments and the maximum value of the nor-
mal segments.

Lgap frame(O) =∑
i,yi=1

max (0, 1−max ({Oij}j≥ti+m) + max ({Oij}j<ti−m))

(3)

In which t̂i represents the annotated abnormal time point of
ith video.

3.6. TSAA Prediction

In our experiments, we found that using the output of the
TSAA module with DSTA as the prediction result achieves
higher accuracy than using the output of GRU as the predic-
tion result, which differs from the original DSTA method that
uses GRU for prediction. One possible reason we analyzed is
that the original DSTA method uses GRU to output the prob-
ability of a future car accident for each frame in a video, and
when the probability of a certain frame exceeds a threshold,
the video is considered to have a car accident in the future.
This method is susceptible to interference from individual dif-
ficult frames, resulting in incorrect results. However, DSTA’s



TSAA module extracts information from all frames of the cur-
rent video through an attention module to predict whether a
car accident will occur in the future, thus possessing better ro-
bustness. Figure 2 shows an example where TSAA correctly
predicted a negative sample and GRU incorrectly predicted a
positive sample. Only some frames in the sample have high
abnormal scores, and GRUs tend to produce false results in
such cases.

4. RESULTS

We calculated the F1-score and test accuracy on our self-
labeled test set to compare the performance of different meth-
ods precisely. As Shown in Table 1, the experimental results
demonstrate that our IDSTA method outperforms the original
DSTA method.

Table 1. Performance on AVA test dataset.
freeway

Model F1-Score Accuracy
DSTA[5] 0.504 0.545
IDSTA 0.614 0.630
IDSTA (without soft label) 0.513 0.551
IDSTA (without gap loss) 0.526 0.584
IDSTA (without gap-frame loss) 0.480 0.558

road
DSTA[5] 0.438 0.623
IDSTA 0.612 0.701
IDSTA (without soft label) 0.518 0.623
IDSTA (without gap loss) 0.536 0.623
IDSTA (without gap-frame loss) 0.523 0.630

5. CONCLUSION

In this work, we proposed the Improved-DSTA (IDSTA)
method for car accident anticipation, which effectively distin-
guishes between abnormal and normal frames in a car acci-
dent video. To overcome the challenges posed by the rapid
occurrence of car accidents and the limited number of ab-
normal frames, we introduced a redesigned frame-level loss
and bag-level loss, along with soft labels, to help the model’s
learning process. Our contributions enhance the model’s abil-
ity to capture information from specific frames before and af-
ter the event, resulting in a more robust and effective approach
for car accident anticipation. The experimental results on the
AVA dataset demonstrate that our proposed IDSTA method
outperforms the original DSTA method and achieves high ac-
curacy. Our approach holds the potential to be applied to other
datasets and contribute towards the development of better ac-
cident anticipation systems.
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