Under review as a conference paper at ICLR 2026

BACK TO SQUARE ROOTS: AN OPTIMAL BOUND
ON THE MATRIX FACTORIZATION ERROR FOR MULTI-
EPOCH DIFFERENTIALLY PRIVATE SGD

Anonymous authors
Paper under double-blind review

ABSTRACT

Matrix factorization mechanisms for differentially private training have emerged
as a promising approach to improve model utility under privacy constraints. In
practical settings, models are typically trained over multiple epochs, requiring
matrix factorizations that account for repeated participation. Existing theoretical
upper and lower bounds on multi-epoch factorization error leave a significant
gap. In this work, we introduce a new explicit factorization method, Banded
Inverse Square Root (BISR), which imposes a banded structure on the inverse
correlation matrix. This factorization enables us to derive an explicit and tight
characterization of the multi-epoch error. We further prove that BISR achieves
asymptotically optimal error by matching the upper and lower bounds. Empirically,
BISR performs on par with state-of-the-art factorization methods, while being
simpler to implement, computationally efficient, and easier to analyze.

1 INTRODUCTION

Private machine learning has become increasingly important as the use of sensitive data in model
training continues to grow. Ensuring privacy while maintaining model accuracy presents a critical
challenge, particularly in fields like healthcare, finance, and personal data analysis. Differential
Privacy (DP) has emerged as a fundamental framework for formalizing privacy guarantees in machine
learning. It provides a mathematically rigorous way to limit the influence of any individual data
point on the model’s output, thereby preserving privacy. One effective approach to achieving DP in
iterative training is through the use of structured noise mechanisms that balance privacy guarantees
with model utility.

In this work, we focus on the Matrix Factorization Mechanism (see Section[2.1|for formal description)
for ensuring DP, a method extensively studied in recent years in the context of private learning
(Kairouz et al. [2021; [Denisov et al., |2022; [Fichtenberger et al., 2023} |Henzinger et al., 2023}
Choquette-Choo et al.,|2023b; |Andersson & Paghl 2023} Henzinger et al.} 2024; Kalinin & Lampert,
2024} |Andersson & Paghl [2025; [Henzinger & Upadhyay, [2025; [Henzinger et al., [2025a; [Pillutla
et al.l 2025} |[Henzinger et al., 2025b). The approach has also been adopted in practice; for example,
Google has reported its use for training production on-device language models in their 2024 blog
post ”Advances in private training for production on-device language models" (Xu & Zhang 2024).
The core idea of the MF mechanism is to inject correlated noise into the gradients during training.
The correlations are determined by the inverse of a matrix C' € R™*", referred to as the strategy
matrix. While C' serves as a factor in the matrix factorization that defines the mechanism and used in
calculation of the privacy level, its inverse C'~! functions as the correlation matrix, specifying how
the injected noise is correlated across training steps. This structure allows the mechanism to preserve
model accuracy while still guaranteeing privacy.

Intuitively, the mechanism can be seen as follows: at each training step, fresh noise is generated and
added, but part of the previous noise is stored in a buffer. In subsequent steps, portions of the stored
noise are subtracted in a controlled manner. This cancellation effect reduces the total amount of noise
that accumulates in the model, thereby improving utility without weakening privacy guarantees.

When computing privacy, we must account for multi-epoch participation, since in multi-epoch
training the same datapoints are used multiple times. The notion of multi-epoch participation in
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the context of matrix factorization was first introduced by (Choquette-Choo et al.| (2023a)), where
it was formulated as an optimization problem over banded matrices. However, a key limitation of
existing methods is the lack of precise theoretical guarantees on the factorization error in multi-epoch
participation. While [Kalinin & Lampert|(2024) established a general lower bound and provided an
upper bound for Square Root Factorization, the error bounds for Banded Square Root Factorization,
where the correlation matrix C' is made p-banded, remained imprecise.

In this work, we propose a novel approach to matrix factorization: rather than imposing a banded
structure on the correlation matrix C, we introduce a banded inverse square root, enforcing the
banded structure on C~!. This shif offers several key advantages. First, it allows for precise
control over the resulting factorized matrices, enabling us to derive explicit upper bounds on the
factorization error with clear dependence on the bandwidth. Second, the method is computationally
efficient, as it requires one just to convolve the previous noise with a quickly computable fixed
sequence of coefficients, which can be done for instance via Fast Fourier Transform (FFT), making it
suitable for large-scale machine learning tasks. Most importantly, we prove that our method achieves
asymptotically optimal factorization error: we establish a new lower bound that matches our
upper bound, closing a significant theoretical gap in the literature.

By refining the theoretical understanding of banded factorization in multi-epoch settings, our work
provides both theoretical insights and practical benefits for privacy-preserving ML training. Our main
contributions are:

1. We introduce a new factorization method, the Banded Inverse Square Root (BISR), which is
scalable, efficient, and agnostic to the underlying training objective.

2. We prove that BISR is asymptotically optimal, by deriving tight upper and lower bounds on the
multi-epoch factorization error, with explicit dependence on bandwidth and workload properties.

3. We conduct a thorough empirical evaluation, comparing BISR to existing techniques in multi
participation training—including Banded Square Root (BSR) (Kalinin & Lampert,[2024), Buffered
Linear Toeplitz (BLT) (Dvijotham et al. [2024)), and Banded Matrix Factorization (Band-MF)
(McKenna, 20235)), showing that BISR achieves a higher or comparable accuracy for the large
matrix sizes.

4. In the low-memory regime, we propose an optimization method, BandInvMF, which directly
optimizes the coefficients of the matrix C . This approach achieves error rates comparable to
state-of-the-art factorization methods, while being easy and efficient to implement.

2 BACKGROUND

2.1 MATRIX FACTORIZATION (MF)

MF mechanisms provide a promising approach to the private matrix multiplication problem, which has
applications in continual counting and Stochastic Gradient Descent for machine learning. Specifically,
we aim to estimate the product of a public matrix of coefficients A € R™*™ and a private matrix
X € R™"*4, Instead of doing so directly, we adopt a factorization A = BC, allowing us to estimate
AX privately as AX = B(CX + Z) = A(X + C~1Z). Here, Z ~ N(0, s2)"* is appropriately
scaled Gaussian noise, which ensures that CX + Z € R"*4 is private; the multiplication by B
preserves the privacy guarantees due to DP’s post-processing property.

The choice of factorization A = BC can significantly impact the quality of the private estimation.
We quantify the approximation quality by the expected Frobenius error of the estimated product,

1 —
£(B,C)* = ~Ez]|AX — AX]|}, M
n
where || - || is the Frobenius norm. An elementary analysis (Li et al.,[2015) shows that
28 2

IThe inverse correlation matrix has been receiving more attention recently. In the concurrent work McMahan
& Pillutlal (2025)), the authors consider the inverse correlation matrix of BLT.
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and that the required noise strength, s, scales proportionally to the sensitivity of the matrix C. Let
X ~ X' indicates that the update vector sequences differ only in entries corresponding to a single
data item. Then sensitivity of the matrix C is defined as

sens(C') := Xsug/ |CX — CX'||p 3

Private SGD. In this work, we consider the task of model training with SGD with (optional)
weight decay and momentum. The corresponding update equations are 6,,1 = af; — m;11 and
miy1 = Pm; + x;, where 61,...,6, € RP are the model parameters after each update step,
z1,...,T, are the gradient vectors computed in each update step, 0 < o < 1 is the weight decay
factor, and 0 < 3 < 1 is the momentum strengthﬂ

Following Kalinin & Lampert|(2024)), we rewrite the dynamics in the matrix form as © = A% X,
with © = (0y,...,0,)" e R"*P X = (2,...,2,)" € R"™*P, and Aq p is the SGD workload
matrix defined as follows:

a+ 3 1 -0
Aap = : : oot e R )
n—1 n—2
Z akﬁn—l—k Z akﬂn—2—k o1
k=0 k=0

Note that, in contrast to the naive MF setting, in the SGD case any input data (gradient) z; depends
on the previously computed model parameters, 6;_1, that is, we aim for adaptive privacy. However,
Denisov et al.|(2022) shows that for Gaussian noise, adaptive privacy follows from the non-adaptive
one, i.e., it suffices for us to solve the case in which the X matrix is an arbitrary fixed data matrix.

Consequently, we estimate A, X privately using the form /Eﬁ\X = An (X +C~1Z). This form
corresponds to running SGD, but each individual gradient update is perturbed by a correlated noise
vector. That has the advantage that we do not need to store any previous gradients, and we can rely
on any existing implementation of the SGD procedure.

In multi-epoch SGD, each data sample might contribute to more than one gradient update vector. As
a suitable notion of sensitivity, we adopt the setting of b-min-separated repeated participation (two
participations of any data point occur at least b update steps apart). The resulting sensitivity can be
bounded as |Choquette-Choo et al.|(2023a)):

sensg »(C) < max CTCO)yy 4 5

kp(C) < Jnax Z [(CTCO)pi 5l ®)
1,)ET

where ITj, ; denotes the collection of index sets drawn from {1, ..., n} that contain at most k elements

and satisfy the condition that any two distinct indices are separated by at least b positions, so that no
two indices in the set lie closer than b apart. This bound becomes an equality in the case where all
entries of C'" C' are non-negative.

2.2 PRIVACY GUARANTEES

The privacy analysis of our mechanism relies on the well-established Gaussian mechanism, which
allows achieving arbitrary (e, §)-differential privacy levels by calibrating the noise variance to the
sensitivity of the underlying query. In particular, Theorem 2.1 of Denisov et al.|(2022) states that the
guarantees proved for the nonadaptive continual release model extend to the fully adaptive setting
under a suitable factorization of the query matrix. This ensures that the same differential privacy
guarantees hold even when the input stream is chosen adaptively. A related multi-epoch variant was
studied in |[Choquette-Choo et al.| (2023a)), which corresponds to a specific choice of the notion of
neighboring streams.

Theorem 1. (Denisov et al., 2022, Theorem 2.1) Let A € R™*™ be a lower-triangular full-rank query
matrix, and let A = BC' be any factorization with the following property: for any two neighboring

2For simplicity of exposition, we use an implicit learning rate of 1. Because of the linearity of the operations,
the general case can be recovered by pre-scaling x1, ..., £, accordingly.



Under review as a conference paper at ICLR 2026

Algorithm 1 Differentially Private SGD with Banded Inverse Matrix Factorization

Input: Initialization 6, € R?, dataset D, batch size B, clip norm (, learning rate > 0, weight
decay 0 < a < 1, momentum 0 < 8 < 1, loss (6, d), noise multiplier o s > 0, coefficients of
the banded inverse Toeplitz correlation matrix C~1: (co, ..., cp—1)

1: Initialize mo < 0 € R?
2: fori =1tondo
3: Sample a minibatch S; = {dy,...,dg} C D

4 for j = 1to B do

5: gj < Vo f(eifl,dj)

6: gj min(l, m) gj > per-example clipping
7 T; Zle J; > aggregate clipped gradients
8 Draw Z; ~ N(0,07 5I.z)

9: T +C Z;n:ig(p’i)*l ¢t Ziy > BISR noise injection
10: m; < Bmi_1+ T > momentum update
11: 0; < ab;_1 —nm; > weight decay + step

12: return 6,

streams of vectors G, H € R"*?, we have ||C(G — H)||p < k. Let Z ~ N(0, s20%)"*? with o
large enough so that

M(G) = AG+BZ = B(CG+Z)
satisfies (g,9)-DP in the nonadaptive continual release model. Then M satisfies the same DP
guarantee (with the same parameters) even when the rows of the input are chosen adaptively.

Formally, the privacy guarantee of the Gaussian mechanism itself is characterized by the following
analytic condition due to Balle & Wang| (2018)), which provides the exact relationship between the
sensitivity, the privacy parameters, and the variance of the added Gaussian noise:

Theorem 2 (Analytic Gaussian Mechanism (Balle & Wang, 2018)). Let f : X — R be a function
with global {s sensitivity A. For any € > 0 and § € [0,1], the Gaussian output perturbation
mechanism M (x) = f(z) + Z with Z ~ N(0,0%1) is (¢,8)-DP if and only if

B(E %) -CB-5-%) <8

This condition enables tight calibration of the noise level o for any target privacy parameters (e, ).

Optimal factorization. Better choices of factorization matrices can achieve the same privacy levels
with less added noise, potentially leading to higher utility. Therefore, various factorizations have
been proposed and studied theoretically as well as empirically.

Choquette-Choo et al.| (2023a)) defines the optimal factorization as the one that minimizes the expected
approximation error (I)), and proposed an optimization problem to (approximately) compute this
factorization. A downside of this approach is that the optimization problem is computationally
expensive and the numeric solution does not provide theoretical insights, such as the optimal (i.e.
lowest) rate of growth of the approximation error.

On the other hand, a square root factorization introduced by [Henzinger et al.| (2024)), is an explicit
factorization, defined by A, 3 = CZ e Kalinin & Lampert|(2024) showed that the factorization error
of the square root factorization under mulfi-epoch participation is worse than that of the optimal
factorization and they introduced banded square root (BSR) factorization, which is defined by making
the matrix C,, g banded. A limitation of BSR is that its guarantees are implicit in terms of the used
bandwidth, which does not allow concluding how they relate to the optimal multi-epoch factorization
at a theoretical level.

3 BANDED INVERSE SQUARE ROOT FACTORIZATION

In this section, we present our main theoretical results: we prove a new lower bound on the achievable
approximation error (Theorem 3], we introduce the BISR factorization (Definition[T)), and we prove
that BISR achieves this (therefore optimal) rate (Theorem .
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We first show an improved version of the lower bounds of the approximation error for general
factorizations from [Kalinin & Lampert| (2024).

Theorem 3 (General Multi-Participation Lower Bound). Let A, 3 € R™*"™ be the SGD workload
matrix @). In the multi-participation setting with separation 1 < b < n and k = [}], for any
factorization A, 3 = BC, it holds

_ [QWklogn+k) if a=1,
5<B’C>‘{Qa(¢%) i o<l ©)

Proof Sketch. We use the probabilistic method in Lemma@ to obtain the bounds Q,, (V%) for v < 1
and £(B, C) = Q(Vklogn) for a = 1. It remains to prove that for o = 1, we also have the lower

bound £(B, C') = Q(k). For that, we prove a general inequality: given a valid participation vector r,
we have £(B,C) > L[| Ay g2 O

As our second main contribution, we now introduce the BISR factorization for multi-epoch SGD.

Definition 1 (Banded Inverse Square Root (BISR)). For a given workload matrix A, let C be the
matrix square root (i.e. C% = A) with positive values on the diagonal. Let CP be the matrix obtained
by: i) computing the inverse matrix C~1, ii) imposing a banded structure with p bands by setting all
elements below the p-th diagonal to zero, iii) inverting the resulting banded matrix back. Then, we
denote by BISR the matrix factorization A = BPCP, with BP = A(CP)~ 1.

BISR can be seen as an alternative realization of the insights behind the BSR (Banded Square Root)
factorization from [Kalinin & Lampert| (2024). There, the intuition was that making the matrix C' p-
banded reduces its sensitivity without increasing the Frobenius norm of the subsequent postprocessing
matrix too much, thereby resulting in an overall reduction of the approximation error. The authors
did not derive exact rates, though, because the dependence on p is not explicit.

For BISR, we instead make the matrix C~! p-banded. This also leads to a reduction of the ap-
proximation error compared to the non-banded case, but with two additional advantages. First, the
resulting algorithm (see Algorithm E]) is time- and memory-efficient because the product of (C?)~1Z
can be represented as a convolution with p elements. Therefore, the computation can be performed
efficiently: in a streaming setting, only p rows of the matrix Z need to be stored at any time, while in
an offline setting (which requires more storage), it can be accelerated further using the Fast Fourier
Transform. Second, and mainly, it allows us to derive more explicit expressions of the approximation
error with respect to the bandwidth p. In particular, we show the following.

Theorem 4 (BISR Approximation Error). For1 <p <nand1 <k < 3 the following upper bound
holds for the matrix factorization error of the BISR A, g = BZ, 502 5 (as in Definition .'

nk nklogp kplogp —
S(Bﬁ,ﬁ,cfjﬁ) _ O3 (\/Elogp—f- /5t \/ o T \/ T ) for a=1, 7
Ou 5(VE) for a<1.

Proof sketch. To prove Theorem[é—l|, we use Lemmato bound the Frobenius norm ||B§ 3 | 7. Then,
Theorem 2 from Kalinin & Lampert (2024) (see Theorem[3)), together with monotonicity of values
C?, 5 from Lemma ﬁ provides an explicit way to express the sensitivity sensy, ;,(Cy, 3). To bound the
sensitivity, we apply Lemma to bound individual values. The product of the bounds on | BY, ;||
and sensy, 5(Cy,3) yields the result. The full proof of Theorem E]Can be found in the appendix. [

For comparison, [Kalinin & Lampert| (2024) proved a bound O (, / "Mp#) + Op(\/E) on the

approximation error of the BSR in the case « = 1, 3 = 0. While the first term also appears in (7), the
second is non-informative about the effect of the bandwidth, p. Therefore, it does not allow making a
statement about the optimality of the BSR.

In contrast, Theorem [4]is explicit about the role of p. Choosing its value to be O(blog b), such that
the occurring terms in (7)) are minimized, we obtain the following corollary.



Under review as a conference paper at ICLR 2026

Corollary 1 (Optimized BISR Approximation Error). Let Ay 5 = Bl ;CL 5 be the BISR factor-
ization defined ofDeﬁnition For1 <b<nletk = [%}]. Then, forp* = O(blogb), the matrix
factorization error admits the following optimized upper bound:

o )_{Oﬁ (\/Elogn—i—k), fora =1, ®)

E(BY ,,CP
s Ous(Vk), Sora < 1.

Comparing the upper bound in eq. with the lower bound in eq. (6)), we obtain that BISR is an
asymptotically optimal factorization in the multi-participation setting.

To use the BISR factorization, we apply the following lemma, which provides analytic expressions
for the elements of the inverse matrix C’;lﬁ

Lemma 1 (Inverse Square Root of the Matrix A, g). For k > 0, let 7, = (_1)k(1£2) = 2Tk =
ﬁil (72/2)‘ . The inverse square root of the matrix A;ﬁl/Q definedin @), for0 < <a <1 is
1 0o ... 0
éa:ﬁ 1 k
_ 1 ce o . - o
Oa,}'} = . . . . 5 where C;z’ = erﬁjrk_ja J. (9)
: : oo =
U |

The values of the matrix C;% can then be computed efficiently via the Fast Fourier Transform (FFT)

as a convolution of the sequences Fjaj and 7; B9, where the sequence r; forj = 1,...,n can be

i=3/2 5
J Tj—1-

computed in linear time using the recursive expression 7'; =

Following the work of /Andersson & Yehudayoff] (2025)), we show that the space complexity of the
matrix (Cg’ 5)_1 is equal to p, meaning that exact multiplication with a random real vector z in a
streaming setting, performing continuous operations, requires storing p real values (not including the
memory needed to store the matrix coefficients). This implies that, for memory-efficient computation,
one must either use a small bandwidth p or consider approximate multiplication. We formally state
the result in the following lemma:

Lemma 2. The space complexity—defined as the minimum buffer size required by a streaming
algorithm to correctly process an input—for computing the product of the Toeplitz matrix (C’g’ 5)_1

with an arbitrary vector z € R", forn > 2p — 1, is exactly p, and at least ";5 for C’;lﬁ.

4 EXPERIMENTS

In this section, we present numerical results from evaluating various factorization methods in the
multi-participation regime.

We first study the effect of using different bandwidths for BSR and BISR, as shown in Figure[T] We
found that, in most settings, the optimal bandwidth for BSR coincides with the separation parameter
b, whereas for BISR a smaller bandwidth suffices; therefore, in future comparisons with BISR, we
propose optimizing the bandwidth to determine the optimal p*.

We compare BISR with several other methods, including Banded Square Root (BSR), Banded
Matrix Factorization (BandMF), introduced by McKenna| (2025)), and Buffered Linear Toeplitz (BLT),
introduced by Dvijotham et al.|(2024)) and adapted for multi-participation training by McMahan et al.
(2024). We use a buffer size of 4, as recommended, and observe that the error saturates quickly as the
buffer size increases. We use BandMF with bandwidth equal to b, as we did not observe any benefit
from using a larger bandwidth. Moreover, we conjecture that optimal multi-epoch participation can
always be achieved on a banded lower triangular matrix with bandwidth b.

We emphasize that BLT has only been described, analyzed, and implemented for prefix-sum matrices.
Therefore, we do not show BLT results for momentum and weight decay plots. For all methods
except BISR, we use efficient implementations from the jax-privacy library (Balle et al., [2025]).
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Figure 1: RMSE comparison for Banded Square Root (BSR) and Banded Inverse Square Root (BISR)
methods across varying bandwidths (p). The results are shown for a fixed matrix size of n = 16384
and a participation number of k = 8. For BSR, the choice p = b is numerically optimal, while BISR
a smaller bandwidth suffices to achieve an optimal value.
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Figure 2: RMSE across varying matrix sizes for different factorization methods under multiple
optimizer settings and participation levels. We showed that also in practice, BISR performs on par
with, or even better than, BSR and BLT. However, methods based on numerical optimization, such as
BandMF, may achieve superior performance in certain regimes.

Our experiments (Figure [2) show that banded inverse square root factorization consistently matches
or exceeds BSR in quality across all regimes and outperforms it in scenarios with a large number
of participations. The improvement is particularly pronounced when the participation count is
high (k = 16). BISR achieves RMSE comparable to that of BLT, but has the advantage of easier
implementation for both factorization and training, as it only requires convolving previous noise with
a fixed set of coefficients—an "embarrassingly parallel” operation (see McKenna|(2025)). While in
practice, BandMF achieves slightly better RMSEE] at k = 16, it requires solving a computationally
expensive optimization problem, making it impractical for matrix sizes beyond n = 4096.

5 FroM BISR 1O BANDINVMF

In the previous sections, we established that BISR has asymptotically optimal rate for large bandwidths
p ~ blog b. However, in practice, one might want to work with a smaller value of p to save memory
and computational resources. In this section, we showcase a modification to BISR with improved
practical properties in this regime. We propose to keep the construction of a banded inverse matrix
with Toeplitz structure, but to set its values not by the closed form expressions (9) but by a numeric

3This is possible because even though we have shown that BISR provides an asymptotically optimal
factorization, that does not imply that it is superior to all other methods for finite problem sizes.
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Figure 3: RMSE across different factorizations and optimization parameters «, 3, with small band-
width. The plot shows that BandInvMF and BISR can significantly reduce RMSE for a small
bandwidth regime, justifying the use of banded inverse methods instead of banded factorizations.

optimization. Specifically, we optimize an upper bound on b-min separation participation, given by
Equation 5]

For the sake of numerical optimization, we assume that the optimum is achieved for indices of the
form ¢ 4 kb. This assumption can be justified, as we observed that the resulting solution for matrix C'
is positive and decreasing, which guarantees optimality. If the sequence is not decreasing, it can be
uniformly bounded by a decreasing sequence. Specifically, if the values on the diagonals of C' are
C},1, then they are upper bounded by max;>; C1 ;, which is a decreasing sequence by construction.
We use banded inverse square root factorization as an initialization for the coefficients. We provide
an efficient JAX implementation in the Appendix (see Algorithm I as well as the convergence plots
in Figure 3]

The numerical results are presented in Figure [3|referred to as BandInvMFE. We observe that the error
decreases drastically even with the addition of a single band, compared to a trivial factorization. This
observation is supported theoretically by the following lemma.

Lemma 3 (Optimal Band Inversion Error). Let the matrix C;l =LTT(1,-)\,0,...,0) be a lower
triangular Toeplitz matrix with 1 on the main diagonal and — )\ on the subdiagonal. Then, for a single
participation and the prefix sum matrix A, o, the following bound on the matrix factorization error
holds:

. -1 _ 1/4
Ae12{1)5(141700A ,C\) = O(n'%). (10)

Lemma 3| shows that the optimized inverse banded matrix factorization can achieve an asymptotically
better bound than a trivial factorization A x I, which yields an error of O(y/n). Moreover, from
Theorem[] for small p, the leading term for banded inverse square root factorization remains of order
O(y/n). Therefore, we advocate for optimizing the coefficients when the bandwidth is small.

We compare Band-Inv-MF with other methods for training the 3-Block ConvNet model on CIFAR-10
and the BERT-base model (~100M parameters) on IMDB (see Figure [)), both with and without
amplification by subsampling. For a fairer comparison, we use a recently proposed bins-and-balls
subsampling mechanism (Chua et al.l |2025), which combines the accuracy benefits of Poisson
subsampling with improved implementation efficiency. More importantly, it supports the matrix
mechanism via the MCMC accountant (Choquette-Choo et al., 2024ajb), even when the matrix
C is not banded. Our results indicate that in a low-memory regime, inverse correlation matrix
methods BISR and Band-Inv-MF achieve significantly higher accuracy than BSR and Band-MF, and
consistently outperform DP-SGD, with and without amplification. Although Band-Inv-MF achieves
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Figure 4: Accuracy results for CIFAR-10 and IMDB in the small bandwidth (low-memory)
regime. For CIFAR-10, both amplified (left) and non-amplified (right) results show that inverse
factorization methods, BISR and Band-Inv-MF, achieve significantly higher accuracy compared to
Band-MF. Both plots correspond to (9, 10~?)-DP, with training performed using momentum 3 = 0.9
and weight decay o = 0.9999, which we found to be optimal (see Tables[T]and 2]in the appendix).
For IMDB, we report accuracy from fine-tuning under the same low-memory regime, comparing
amplified and non-amplified settings, with training performed using momentum S = 0.95 and weight
decay a = 0.99999 (see Tables [3|and ).

lower RMSE than BISR, we did not observe a corresponding gain in accuracy. This indicates that
RMSE alone is not a sufficient proxy for model performance in matrix factorization.

6 DISCUSSION

This work demonstrates that imposing a banded structure on the inverse correlation matrix, rather
than on the matrix itself, leads to both theoretical and practical benefits for differentially private
training across multiple participations. Our Banded Inverse Square Root (BISR) method enables
explicit factorization, supporting clean error analysis and efficient implementation.

We prove that BISR achieves asymptotically optimal factorization error by improving upon previously
established lower bounds and showing that BISR matches the asymptotics precisely, thereby closing a
fundamental gap in the theory. An interesting direction for future work is to close the gap in constant
dependence, as numerical optimization methods (e.g., BandMF, BLT), despite their computational
cost, may outperform BISR.

In the low-memory regime, we find it beneficial to optimize directly over the coefficients of the
inverse correlation matrix. Our Band-Inv-MF method achieves a lower matrix factorization error
compared to BISR. However, these improvements do not yet translate to gains in model accuracy
when training with the amplification by subsampling. Future research should focus on optimizing the
matrix coefficients while explicitly accounting for amplification, in order to bridge this gap.
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ICLR 2026 REPRODUCIBILITY STATEMENT

All stated lemmas, theorems, and corollaries are proved in full in Appendix [A] Our methodological
contribution is described in Section |2} Algorithm [I|contains the details required to implement the
proposed differentially private model with matrix factorization. The computation of the factorization
for BISR is explained after Lemma([T} while the full runnable JAX implementation of Band-Inv-MF is
provided in Appendix |1} Our experimental evaluation is presented in Section |4, with hyperparameter
settings summarized in Tables[T]and 3]
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KEY INEQUALITIES AND RELATIONSHIPS

This section compiles the fundamental inequalities and key relationships employed throughout this
study. Each entry is presented with a concise explanation of its origin or the context in which it arises.

—-1/2 1 (2k
1. re= ‘( k‘/ >‘ = < k:) Henzinger et al.|(2024))
1 1 ..
2. — <7, < — Lemma 2.1 from|Dvijotham et al.|(|2024)
w(k+1) wk
p—1 p—1
1 1 2
3. Z r, <1+ — — <1+ ﬂ Integral inequality.
k=0 T VE g
p—1
4, Zr,% <1+logp Lemma
k=0
k
5. CZ’B = Z oﬂﬂkﬂrjrk_j Theorem 1 from|Kalinin & Lampert|(2024))
j=0
1— 2
6. Cllc’ﬂ < Cllc’,ﬁl [1 — (QkB)] for k > 1. LemmaE
k k ]
7. Z c;’ﬁ = Z 77 TR In the proof of Lemma |9
j=0 j=0 |
k k ]
8. Z c;’ﬁﬁk_J = Z rffk,j In the proof of Lemma 9|
j=0 j=0 ||
k1,8 k—j+1 ]
¢;P(1—pra
9. Z J ( ) = c,lc’ﬁ In the proof of Lemma |9
=0 1-8
. -
10. r(1-p) < Zé}’ﬁ < ci’ﬁ(l - 5) Lemma |9
§=0 |
k-1 ]
log(k +1) 15y2 _ 1 +logk
11. 1 < A (cj ): < TE Lemmal5|
Jj=0 L]
Oéj o, Oéj ]
120 ———=<¢;" < Lemma 5}
2vi+1 =7 T (1-8/a)Vi+1 | |
k—1 1 1 B
a,3\2
13. 1§j=0(cj )* < EEIE log(1a2> Lemmal5
1/2 -1 []
14. fk:(—l)k< I/€ ) =51 Lemmai
. =
15. éz”@ = ijﬁjfk,jak_J Lemmall
=0 ]
16. 7 (1+8) < 6,1’13 <0 Lemmalj
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A PROOFS

We start by stating some auxiliary results that will be extensively used throughout the proofs.
Lemma 4 (Theorem 1 in|Kalinin & Lampert| (2024) — Square Root of the Matrix A, g). For k >0,

let Ty, = (_2/2) ‘ For 0 < B < a < 1, the square root matrix Co g = A(lx/é has the following
explicit form:
1 0 e 0
o, k
] 1 - 0 , )
Cop = ) : .|, where cg”‘g = Za]ﬁkﬂrﬂ‘kﬂ‘, (11)
: .o =0
s

Theorem S (Theorem 2 from Kalinin & Lampert| (2024)). Let M be a lower triangular Toeplitz
matrix with decreasing non-negative entries mg > my > mo > ...Mmy—1 > 0 on the diagonals.
Then the sensitivity of M in the setting of b-min-separation is

k-1
sensy y(M) = H Z M. 145y H2 (12)
=0

where M. 1 jy) denotes the (1 + jb)-th column of M.

Lemma 5 (Lemma 7 from |Kalinin & Lampert, (2024)). For k € {1,...,n} it holds for c?’ﬁ as
defined in equation (T1)):

logk+1 ’“ 2 < l—l-logk

~h)? (42

z:O
for o = 1, and otherwise
k—

o 1 1
Z 5)2 — 57 log(l_a2). (14)

Lemma 2. The space complexity—defined as the minimum buffer size required by a streaming
algorithm to correctly process an input—for computing the product of the Toeplitz matrix (C’Z) B)’1

with an arbitrary vector z € R”, for n > 2p — 1, is exactly p, and at least 5= for C_

Proof of Lemma |2} Throughout this proof, we use only results from/Andersson & Yehudayoff] (2025),
and thus any reference to a theorem or lemma should be understood as coming from that work. We
use their Lemma 7, which lower-bounds the space complexity of a Toeplitz matrix using the rank
of a corresponding Hankel matrix of its coefficients. The matrix C;}i has a generating function
f=+/(1—ax)(1 — Bz). The proof of their Corollary 16 implies that the Hankel matrix H|[f] has
corank at most 3. Thus, Lemma 7 implies that C’ 5 has space complexity at least ”;1 — 3. For the
matrix (C? B) 1, the generating function is a rational function of degree p; therefore, for n > 2p — 1,
their Theorem 2 1mphes that the space complexity is exactly p, concluding the proof. O

Theorem 3 (General Multi-Participation Lower Bound). Let A, g € R"*" be the SGD workload
matrix @). In the multi-participation setting with separation 1 < b < n and k = [¢], for any
factorization A, g = BC, it holds

_ [Q(Wklogn+k) if a=1,
E(B’C)_{Qa(\/E) i oa<l, ©

Proof of Theorem |3} We use the probabilistic method in Lemma@to obtain the bounds 2, (\/E) for

a < 1and £(B,C) = Q(Vklogn) for a = 1. It remains to prove that for v = 1, we also have the
lower bound (B, C) = Q(k).

We begin with the following observation: given a matrix C', we can compute an optimal participation
scheme represented by a vector with ones at positions corresponding to participating columns,

13
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denoted by 7. As a lower bound, we consider a specific participation vector 7, with ones in
columns indexed by 1 + b for ¢ € [0,k — 1], such that |m;| = k. By construction, we have
sensy, »(C) 1= ||Cf|l2 > ||Cmi]|2. Therefore, the error can be bounded as follows:

1 1 1 1
£(B,C) = EHBHF sensy, »(C) > ﬁHBHFHCWﬂb > EHBCWle = ﬁHAL,@?ﬁHz (15)

As a lower bound, we consider 3 = 0 as || A1 g7m1]|2 > || A1,071]|2. The elements of the matrix A; o
are positive and non-increasing. Therefore, by Theorem[], the (k, b)-sensitivity of A, ¢ is exactly
|lA1,071(|2. By Theorem 9 from [Kalinin & Lampert (2024), this sensitivity is at least ‘g, resulting

in the lower bound: B

\[

which concludes the proof. O

&(B,C) > = Q(k), (16)

Lemma 6. Let A, g € R"*" be the SGD workload matrix @). In the multi-participation setting
with separation 1 < b < n and k = [} ], for any factorization A, g = BC, it holds that

£(B,C) = {gg%;‘)g”) Zz 1 (17)

Proof. Here, we refine Theorem 8 from Kalinin & Lampert| (2024) by removing the assumption that
the scalar products between the columns of the matrix C' are non-negative, i.e., C' TC > 0. We first
prove that

sensi.s(C)? = O3 (18)

)
To do so, we lower bound the b-min separation participation by the (k, b)-participation, where we
have a fixed b separation between vectors but are allowed to include only a subset of them. This
splits the set of all column indices into b disjoint subsets S; for j € [1,b] with |.S;| < k. Then, the
following inequality holds:

sensy 5(C)? > max sup ZC’[ , (19)

JELb] sCs;

2
where C|. ; denotes the i-th column of the matrix C'.

To prove a lower bound, we use the probabilistic method. Consider i.i.d. random variables ¢; ~
Bernoulli(1). Then:

sup H ZC [1,4]

sCS;

> E| Z Cr. ]el

Z ICLall3 + Z (CLips Clin)

i#i’
’LZES (20)
1
=2kl + 4HZC[ >3 3 Ikl
1€S; i1€S; €S;
Thus,
sensy5(C)? > rg[%]ZZn call? > 4b2||c[ 3= lCl3 1)
Therefore,
£(B,C) = —|B| (C) > ——|Bl#|Cllr > ——|BCl = —— | A s
,CO)= — sens « = ——||Aa.5]|-
\/’77, F k,b \/» F F 2\/% 2\/% B (22)

The nuclear norm of the matrix A, g has been lower bounded in Lemma 8 of [Kalinin & Lampert
(2024) by Q(nlogn) for a = 1, and by Q(n) for a < 1. Substituting k& = [ | concludes the
proof. O

14
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Lemma 1 (Inverse Square Root of the Matrix A, g). Fork > 0, let 7}, = (—1)""‘(122) = ol =

#711 (72/2)‘ . The inverse square root of the matrix A;’I/Q definedin @), for0 < < a <1, is

1 0O ... 0
~Qv B
cy’ 1 ... 0 . .
C;g - : : . .| where 52’5 = ijﬂjfkijak—]. ©)
&b f 1

Proof. The matrix for the momentum matrix is given by:

1 0 0 1 0 0
o 1 .- 0 5 1 .. 0

Aap = Aao X Apo = . . X . : N E (23)
oénfl O[n72 1 anl ﬂn 2 1

The inverse square root then takes the form:
CLs=CatxChsp (24)

since all lower triangular Toeplitz (LTT) matrices commute (see |Strang (1986) or Bottcher & Grudsky
(2000)). Therefore, it suffices to prove that the inverse square root of the matrix C', 0 is a lower

triangular Toeplitz matrix with elements 7;*, which would imply the stated formula for ¢ @B

the product of LTT matrices is given by the convolution of their elements.

SIHCC

The proof for the matrix C (o is based on the identities of the generating functions of the sequences
r and 7, derived s1mu1taneously using the binomial formula:

(1_ax)1/2zz(—z/2> Yeakak Zrka ok

o (25)
(1—az)/? = i (1/2) (—1)kakah = if oF ok
= L = & .
k=0 k=0

Then the generating function of the product of the matrices C,, and the proposed C.; ! is given by:

ZI [Z rkakﬁ,_ka”k] =(1-az)'?x(1-az)" V2 =1, (26)

k=0
implying that 7;a are indeed the coefficients of C; !, which concludes the proof. O

Lemma 7 (Bounds on diagonal entries of C| [13). The diagonal elements of the inverse square root
of the momentum matrix C| é defined in equation Q) with parameter 0 < 3 < 1, denoted as
(1, &1’[3, E;’ﬁ, Rl ), satisfy the following inequality:

yn—1
1+ 8) <& <0, fork>1. (27)
Proof. The values éi’ﬁ are given by the convolution of 7, and 5¥7:
k—1
&’ = me B = (L4 B+ > i (28)
7=0 Jj=1

Since 7; is negative for j > 1, the summation term is positive. Furthermore, 1 + % < 1 + 3, and
since T, is negative, we obtain the lower bound:

af > 1+ B). (29)

This bound is tight for £ = 1 as 61’5 = —#.
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For the upper bound, we first consider the special cases. When 5 = 0, we have 5,1;0 =73, < 0. For
8 =1, we formally obtain:

k 1, k=0,
&l =) Rk =4-1, k=1, (30)
j=0 0, otherwise.

This follows from the observation that C; ' x C;' = A", which has the structure described in the
equation.

Since the inequality holds for k& = 1, we now consider k > 2, where ¢}, = 0. We show the following,
which establishes the upper bound:

Proposition 1 (Monotonicity of diagonal elements of C| /13). Let 6,1€'ﬂ be the diagonal elements of

Cfé defined in equation (9). Then 5,16’6 is an increasing function of 3, varying from 7, at 3 = 0to 0
at § = 1.

Proof. To do so, we differentiate éi’ﬁ with respect to 3:

delB = S B =
dkﬁ = ki " 1+errk_jj63 1= gkt krkJrZTjrk_j]BJ k1. 31

Jj=1 Jj=1

To prove that this expression is positive, we analyze the term in brackets. As 3 — 0, the term tends
to positive infinity since ;7 _; are positive and j — k is negative. Moreover, this term is decreasing
as  — 1, so it suffices to check its non-negativity at 5 = 1, i.e.,

ol 20 (32)
dB |4y
Setting 8 = 1 in equation (3T)), we have
déy” =
dkB = ki + Z TiTh—j]- (33)
p=1 j=1

To show this, we use an auxiliary identity for the values 7 j:

- . ’I"jj -1 Tj —Tj 7:j
s T 2(TJ+2j1> 2 T (34)
Using the identity (34) in equation (33), we obtain:
d(eh"?) S = 152
= —Tp— =T+ = TiTh_ riTE_
df s, 2t 2T g 2Tk
j= j= (35)
1< 1 &
= 5 Zr]rk_j -3 Zr]rk_] =0
j=0 3=0
Since both sums vanish for k > 2, this concludes the proof of Proposition O
This completes the proof of the lemma. O
Lemma 8 (Decresing values). The values (1, c‘f"ﬁ, .. ,cg;ﬁl,g;}ﬁ, . yfj;ﬁl) of matrix C’(’;ﬁ as

defined in Lemmal|l2|are decreasing.
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Proof. The first p values are decreasing, as shown in|Kalinin & Lampert|(2024])). For the remaining
values, we prove that

p—1

G = I = DN — 9 ) 2 0. (36)
j=1

In Lemma we prove that (—é?’ﬂ ) > 0, so each term in the summation is non-negative. Since

the differences (g;" h_ g;ﬁﬁ) are also non-negative by the induction step, the inequality follows,
completing the proof. O

Lemma 9 (Bound on the matrix diagonal sum of C é). The diagonal elements of the inverse square
root of the momentum matrix C| /13 defined in equation Q) with parameter 0 < 8 < 1, denoted as

(1, 6%’[3, 6;’[3, e 7571551)) satisfy the following inequality:
k
(-8 <> &7 <ea’(1-p), fork=>1. (37)
j=0

Here 6§’ﬂ is as defined by equation (9).

Proof. We first state several properties of the sums of Zjlﬁ :

k k
1) Y57 = F{if e
j=0 j=0
2) D& =N "By, (38)
j=0 §=0
k ~1,Br1 _ pk—j+1
¢; (1-p ) B

which can be derived from equating the coefficients of the following generating function identities,
respectively:

RN ey
1 1— 1—- =
W) V=V x o= = =
1 v1ii—=z
2 V1—xzy1-— = 39
2) [ * Bx}xlfﬁx Vv1-—px 69
1 1 1
3 V1—xy/1— =
(3) [ :c Bz}x{l—ﬁwl—x} Vv1—xy1-pz
Upper Bound. First, we rewrite the expression as follows by multiplying and dividing by 1 — 3
the terms 6;’[3 :
k k ~1.8 k—j+1 k—j+1
. ¢ (1= pr7m 4 T
>t 1-p=0-5> - —a (1= 8)
7=0 =0
k k k (40)
=By GBI =By iy = By BT,
7=0 7=0 7=0

where the third equality follows from equation [38](2). For 3 = 0, the expression is identically 0. So,
now consider when 3 > 0. We want to show that

k
Z’I:jﬁijrk_j >0 (41)

Jj=0
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forall 8 € (0,1].

As [ increases from 0 to 1, the sum is clearly increasing, since the only positive term does not have
a 8 multiplier. For 8 = 1, the sum equals zero, as the sequences 7; and r; have inverse generating
functions. Therefore, the sum remains negative, concluding the proof of the upper bound.

Lower Bound. For the lower bound, using equation (38) and the recurrence relation of 7; stated in
Lemmal(T] we get

k k k
Zéjl»’ﬁ — T’k(l — ﬁ) = Z’Fjﬂj"’k—j — ’I"k(l — [‘3) = Z’I:jﬂka_j + ﬂ?"k
Jj=0 J=0 j=1
Eoo LI
— J pi—1 _ J .
=p Tk—lz%.il?‘k—]ﬂ] =B |k szilrkfj (42)
j=1 j=1
k

concluding the proof. In the above, the first inequality follows from the fact that 0 < 5 < 1. The fact

is trivially true for 8 = 0. O
Lemma 10 (Bound on diagonal values of the matrix C; g). The diagonal values of the matrix C g
(see equation (T1)) with parameter 0 < 3 < 1, denoted as (1, c%’ﬂ,cé’ﬁ7 .. ,cifl), satisfy the
inequality:
1— 2
e’ < e [1 - (Qkﬁ)] for k> 1. (43)
Proof. We first prove that
oy — e = (rpy =) (1= B). (44)
Using the expression of ci’ﬂ , we have
k—1 k
= = (o =) (L= B) = Ym0 =Y e B = (rkoa — )1 = B)
j=0 §=0
k-1
= f(re—1 —rx) + er(qu — 1) — "
j=1
k—1

=88 |8 (ke — k) + D (o — )BT =
Jj=1

We note that r, is a decreasing sequence; therefore, the first two terms inside the brackets are positive,
and the powers of [ in front of them are non-positive. Therefore, as a lower bound, we can substitute
8 = 1 inside the sum:

k—1

e’ - Cllg’ﬁ — (Pp—1 —re)(1 = B) = B% | iy — i + Z"’j(rk—j—l — Th—j) — Tk 45)
j=1
=BFrp1 = 2r 4+ (1 —rp1) — (1 —2r4)] =0
Using this inequality, we obtain:
1, 1, 1,
Cllc’ﬁ _ Cki - (Ckfl - Ckﬁ) Th—1— Tk
1,8 1,8 <1- 1,8 (1 - 5)
Ck’—l Ck’—l Ck;—l (46)
T 128 (1-p)?
T 2k MBS 2k
Ck—1
concluding the proof. O

18



Under review as a conference paper at ICLR 2026

Lemma 11 (Bounds on diagonals of B? 5) The matrix B? 0B in the BISR factorization is a lower
triangular Toeplitz matrix. The values on its diagonals are

(17 C?”87 Cg’ﬂ a,B boz,B ba B

s G by D) where Ogbf’ﬁgaic;fl/a for i>p 47

where c;"®'® for 1 <'i < p — 1is as defined in equation (TT) .

Proof. The first p values are identical to the square root factorization c?‘ﬂ due to the uniqueness of
the inverse. The remaining values satisfy the following recurrence:

p—1 : c p—1
banB — 5‘17,3 al It - ﬁl it =« Z B/O‘l — 51 it =« b 15/0‘ (48)
2 J _ - J _ -
= a—f = 1-8/a
Therefore, it suffices to prove that b1 B < c[lJ b 1> since we can then substitute 5 with 8/

- _ pi—j+1
bz,ﬂzz 181 ﬁ J BZ~J1’B giti- pz~1ﬁﬁpj
_ 1 Z LB | gitl- pZ~1 6(5’)1]‘*‘61—1) “9)
=0 =0

_ pitl—p P!
_ L—pTr ~1,5+clﬁ 51-‘4-1 P

1-p

7=0

We now use Lemma|§|t0 first show that bl’ﬁ > 0, since the sum of ¢ c P is non-negative and all other
terms are positive. Second, we establish that:

1— i+1—p
byP < 1/ - B)ey’ +eyf B = el (50)
which completes the proof. O

Lemma 12 (Bounds on diagonals of C, ;). The matrix CY, 4 in the BISR factorization is a lower

triangular Toeplitz matrix. The values on its diagonals are (1, c}" B ,Cy ﬁ, ceey g ﬁl,gg B .. ,gz’,ﬁl),

where c}ﬁ/a (for 1 <1i < p—1) is as defined in equation (11) and

@ 7 . (o7 o 1— ]'_ﬁ a 2 - .
0<y; B < o’ min (ci’ﬁ/ ,czl;ﬂ/ 73/2) Jor vg/q = (1 + M) and i > p.
(S

Proof. The first p values of C’p are the same as those of C, g since the matrix is Lower Triangular
Toeplitz (LTT). For the subsequent values, we first prove the following inequality by induction:

p—1 p—1
g?,ﬁ — Z(_E?He)g?—)? < ( ~Oéw@ 75 < Z ~047ﬁ /8 — Olicgﬁ/a. (52)
j=1 j=1

@B 5B and g:", we can factor out o’ by replacing 3 with 8/a.

Therefore, it suffices to prove the 1nequahty g; LA < cp”@ fyé_p , after which we may substitute 3 with

We observe that for all sequences ¢;'

B/a. For the subsequent p values, we establish the stated bound gil’ﬁ < 011;67;37” using Lemma

O ) e

Jj=1

1B LB
ok otk T s (1-p)°
LBk = LB p(1+ B)
» VB P

19



Under review as a conference paper at ICLR 2026

Since each term in the product is less than 1 for 2p + 25 < 4p, the inequality holds. For the induction
step, we show:

1,8 1 1 1 j
gp+k 1S (_~15 )b p§: 132: ~1,B ( (1-5)° )j
B L ol '
p ﬂ’Y,B CP ny]é 7j=1 P - =1 j=1 p(l + 5)

(54)

For convenience, we denote g3 = (11+ﬁ6) < 1. To proceed, we use the following auxiliary inequality
forj <p-—1:

@5[3 3¢5 5J¢ﬁ
<e® <1
( I e + 16p (55)
since ¥ < 14 1.25x forz < i. Combining this inequality with Lemma@, we obtain:
G % 5j¢ L 50
Btk Ej &?) <1+ "><1r (1-8) 5§ —ci)j 56
1, = p—1 ( )
Cp 5'75 j=1 16p

By Lemma[7] we can upper bound:

(=& < (=F)i(1+B) = 3727 (1+8) < 75(1+B). (57)
L <r; <= :
Using the known bounds T S TP < e Ve conclude:
1,8 _ _ 32 Pl _ _
Gtk g LB BU-PPRN Ly 1-8 S0P, o

5 NG O 7 T | 16pyT

(58)

where for the second inequality we used the integral estimate Zk ! jUV2 < f zV2de = 2V/k.
1 B
Thus, we have shown that 1’“’7’“ < 1 for all k, which completes the proof. O
B

Theorem 4 (BISR Approximation Error). For 1 <p <nand1 < k < 3 the following upper bound
holds for the matrix factorization error of the BISR A, g = Bi, BC’Q g (as in Definition .'

nk nklogp kplogp _
E(BY, 5,CL 5) = O[’(ﬁk’g“\/?*\/ Rl ) for a=b @
Ou.5(Vk) for o <1.

Proof. We begin with the case o < 1. To analyze this, we first consider the Frobenius norm:

—1 — n—1
| BE 5HFr pz: oy 4 Z (b)? < Z zlfl/a)z Zazi
1=0 i=p =0 i=p (59)

_|_

1 1 a?p
< 1 1
= (a-pp Og(l—oﬂ) a2~ Ol

where for the second inequality we used Lemma [T} and for the third inequality Lemma 7 from
Kalinin & Lampert (2024)).

For the (k, b)-sensitivity of the matrix C* _g» we use the fact that it is element-wise bounded by the
full matrix Cy, 5 (see Lemmal[12). For Ca 3> we apply a bound from Theorem 7 of [Kalinin & Lampert
(2024), yielding sensy, 5(C4. ) = Oa.(Vk), which concludes the case a < 1.
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For o = 1, we use Lemmal|[IT]to get:

IBY 58 %= e PN
LA ST = Y Y ) = a=5e er+ B er !
=0 1=0 i=p

1 n
< ———s [1+] —_— Ogs| 1 — .
< g [ Hoer+ 122 - ﬁ(ogm)
(60)

Next, we bound the sensitivity under k, b participation. Using Theorem 5] combined with Lemmalg]

we obtain:
k

Sensi,b(cf,ﬁ) = <(Cf,ﬁ):,ibv (Cfﬁ):,jb>~ (61)

|
—
e
—

<
I
=
©
I
<}

We split the sum into the following four terms:

k—1 k—1 min(p+ib,n)—1—35b k—1k—1min(p—1,n—1—3b)
1 ;a 1,8 1 B 1.8
sensy ,(C E E E Cy zb+t+§ E E 9ib—ibrt
=0 j#i i=0 j#i
51 82
k—1k—1n—1—3b k—1 |min(p—1,n—1—1b) n—1—ib
1,8 1,8 1,82 1,82
+ E E E 91" Gip—ivrt + E E (") + E (9:7)
i=0 j#i t=p i=0 t=0 t=p
53 34

(62)

Step 1 (S; Bound) We note that the case b < p < n has not been considered inKalinin & Lampert
(2024) and is technically more challenging. Consider the half of the sum where j > 7. The sum
requires jb — ib < p — 1; otherwise, the upper limit would be negative. We bound the sum as follows:

min(p+ib,n)—1—35b B 5 I 1 p—1+ib—jb 1
e el <+ ——
; t ]b ib+t 1— 6 ’/T(l _ 6)2 ; t(jb — Zb+t)
p—1+ib—jb
< % 1+ 1 . dz (63)
(1-5) T z(jb — ib + )

1 1 jb— ib
- (1-p) [1+7Tf(p—1+ib—jb)]’

where f(a) = 2log (\ /L +1+ ﬁ) We then use the following auxiliary inequality for the
function f(a):

1 1 1
f(a) =log (a + 1) + 2log (1—|— m) <log (a + 1) + 2log 2. (64)

This results in the following inequality:

min(p+ib,n)—1—75b

1 2log2 1 — 1414 —jb
LB L6 g p J
Z Ct Chh_ibt S T e [1 + + —log (_)} Tjp—ib<p—1-
t=0 j (1 B) ™ ™ ]b ib

(65)
We can now upper bound the double sum:
k—1k—1min(p+ib,n)—1—jb s L k—1 min(k—1,i+[ 251 ]) 5 ) po1
XY sy X ()]
=0 j#i j=i+1 J

(66)
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The first term gives us:

f—1 min(k—1,i+| 251 )

3 3k p—1
e O VD VI S N | 7

J=i+1

The second term is more involved. First, we upper bound the upper limit of the sum min(k — 1,7 +
|55 )by i+ | 55~ 2211 since the summands are positive. We can then upper bound the expression by:

k—1i+[ 25 R4 p—1y[ 251 ]
Z Z log ( ) log H z = klog %. (68)
=0 j=i+1 =0 T ! (\_TJ)

Using the auxiliary inequality k! > (%) we show that:
() p-a p—1 |p—1 p—1 p—1
log < 1 — 1
=) TR R 7 Rl e I

=[5 e e [ = [

k—1 k—1 min(p+ib,n)—1—35b

1618 ! p—1], 2 |p-1
z&; Z @ G = (T gy <3k{ b J+wk{ b D (70)
4k p—1
= -5y MJ

Step 2 (Bound S3). We can bound the inner sum as follows, assuming that jb — ib > p:

Resulting in:

which concludes this part of the calculations.

min(p—1,n—1—45b) p—1 p—1
1 B 1.8 1, 1,8, jb—ib+t—p __ 1,3, jb—ib— LBt
Gimivee < 67 D @Y = P ) e
t=0 t=0 =
p—1 jb—ib—p p—1
o y BN 1
< oL.Bdb—ib=p LB "B (71)
= cp 75 ;ct (1 o ) 7T pot t
jb—ib—p ]b ib—p
r 2
< (1 + f) < .
(1-5) VT (1 = B)
1
For our specific choice of y53 = 1 — 4piﬂ¢,{i = (1 + %) , where ¢g = 1 T B) We rewrite the
bound using the following auxiliary inequality:
_ s 4
P _ hatth $p/4 /4 =
Vg <1+4p <efPt<e <3 (72)

This yields the upper bound for the whole sum:

k—1k—1min(p—1,n—1—3b) 8k’yb
B

k—1 k—
1 B 1.3 jb— zb I A
ZZ Z Gjb—ibyt = XZ:O Z A (1—ﬂ) (1-=73) 7

i=0 j#i

We bound 7% in the following way:

b bop b be
72 — (1= ¢ <e T — =Y <e 2 (74)
4p + ¢p
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Thus,
min(p—1,n—1—3b)

k—1 5 1p Sk
1 1
; Z g]b ib+t = (1 B /8)2(75_b _ 1)
8k _ 40kp(1 + B)
R VI

k—1

=0 (75)

<

Step 3 (Bound S3) We first bound the inner sum, assuming j > i:
n—1—jb n—1—7b

B 1B t b—ib4t—
th Gjpivpr < (C ZVPJZ :

e _ (2 p + )
l—v5 ~ 205 (76)

(4p+ 1)v4 gb—ib 57”37%177%]9

205(1 — 5) T 2¢p(1-p)?

5%'17—“; 3 %b—ib(l +8)

S omgs(1-p2 = (1-B)

This yields the upper bound:

k—1k—1n—1—j3b Ic—l k-1
1,8 1, 2(1+5) jb—ib 10kp(1 + B)*
I I D T e D
=0 j#i t=p =0 j=i+1
analogously to the previous step.
Step 4 (Bound S,) We bound the sum of squared column norms as follows:
k—1 | min(p—1,n—1—1b) n—1—ib
3 S Rt PR
paurd =0 = Vﬂ (78)
k 51+ 5)
< —¥% [1+logp+ ]
(1-75)? { 2r(1 - B)?
Step 5 (Combination) Combining all steps together, we bound the k, b sensitivity as follows:
k—1k—1

SenSkb ZZ Zb7 1 ﬁ),]b)
7=0 =0

k 5(145) p(1+5) 1+ p—1
S(1—/3>2<”1°gp+ o +10b(1—6)2(4+(1—6)2)+4{bJ)
(1+8)
_<1_6)<2+10gp+54b)

(79)

Thus,

1

E(BY 5, CP )2 _((1_—’_;))(1+logp+p7r> (2+10gp+54b> (80)

And
E(BY 5.CY ) = Op (flogpﬂ/ ,/”kk’gp \/kplogp> 81)
0
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Lemma 3 (Optimal Band Inversion Error). Let the matrix C;l =LTT(1,-X\,0,...,0) be a lower
triangular Toeplitz matrix with 1 on the main diagonal and — )\ on the subdiagonal. Then, for a single
participation and the prefix sum matrix A1 o, the following bound on the matrix factorization error
holds:

inf £(A1,0C5",Cx) = O(n'4). 1
)\elfb,l)g( 1,00)\ ,C)\) O(n ) (O)

Proof. If the matrix C’;l is given by LTT(1,—AX,0,...,0), then its inverse is C) =
LTT(1, A\, A2,..., A" 1). The product A4; ¢Cy ' = LTT(1,1 — \,...,1 — \), which leads to the
following error:

n—1
) 1 (14 (1= A)2(n — 1))(1 — A2
1 2 _ 1 CN2(p 2% _
E(A10Cy T Ch )7 = - (1+(1=X*(n-1)) ]?:O)\ ) . (82)
Therefore,
b)) s
. -1 2 o n vn <

iy £ 100, 00 < vn sV ®)

when A = , /1 — ﬁ asl—A<1—(1- ﬁ) = ﬁ The bound follows. O
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B ADDITIONAL MATERIALS

10 so| T o leratons=25 62 —e iterations = 256
iterations = 1024
—— iterations = 4096 60
9 —e— iterations = 16384 :
70
B8] - reratons 1008 e B0 R 8
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’ 50
5.4
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Figure 5: Convergence of Band-Inv-MF under different settings: for participation numbers k = 4, 16,
with and without momentum () and weight decay («), across various matrix sizes (iterations). In
general, we observe that 20 steps are sufficient for the procedure to converge.

Table 1: Hyperparameters for CIFAR-10 Experiments. We train all methods with and without
amplification to achieve (9,10~°)-differential privacy. Training uses a weight decay of 0.9999,
momentum of 0.9, and batch size 512. Noise multipliers are computed via an MCMC accountant for
the amplified case, and as o, 5 X sensy, ;,(C) for the non-amplified case, assuming 10 training epochs.

Method Noise Multiplier Learning Rate bandwidth Clip Norm
DP-SGD 1.2 0.1 1 10
BSR 2.3 0.3 4 10
Amplified BISR 4.4 0.7 4 10
Band-MF 2.4 0.3 4 10
Band-Inv-MF 8.2 0.4 4 10
DP-SGD 1.8 0.1 1 10
BSR 3.3 0.2 4 10
Non-amplified BISR 5.8 0.7 4 10
Band-MF 3.5 0.2 4 10
Band-Inv-MF 9.1 0.5 4 10

Table 2: CIFAR-10 experiments with and without amplification, for ¢ = 9, § = 10~° showing test
accuracy (%) over 10 epochs. Mean =+ standard error computed over 3 runs.

Method Epoch 1 Epoch 2 Epoch 3 Epoch 4 Epoch 5 Epoch 6 Epoch 7 Epoch 8 Epoch 9 Epoch 10
DP-SGD 127+22 28.0+1.1 344+04 376+£07 398+12 41.6+02 423+08 428+03 435+04 446+07
BSR 283+07 402411 436+1.1 465+09 480+20 488+14 489+14 494+07 492+12 498403
Amp. BISR 323+07 427+1.1 475+11 503+09 528+20 565+14 579+14 585+07 605+12 61.8+03
Band-MF 277+£2.0 385403 431+16 437+18 468+08 47.7+03 482406 478+26 49.1+£0.6 500+04
Band-Inv-MF 236 +£2.8 34.6+13 400+24 446+13 486+10 504+1.0 506+05 534+08 562+06 574+12
DP-SGD 195+3.0 31.0+1.1 367+02 372+04 37.7+12 393+20 398+12 391+03 395+05 39.0+07
BSR 254+12 367+12 408+1.1 41.6+£20 43.6+09 445+07 450409 444+21 453+18 452408
Non-Amp. BISR 318+ 1.5 41.7+22 454+14 485+13 51.1+£10 514+27 538+1.0 540+12 555+08 562+02
Band-MF 259+1.5 367409 41.1+14 432+13 428+ 14 450+02 455404 454+18 467+09 458402

Band-Inv-MF 274 +£3.0 360+25 395424 437+12 467+05 470+20 497417 535+05 544+15 579+04
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Table 3: Hyperparameters for IMDB Sentiment Analysis Experiments with BERT-base. We train all
methods with and without amplification to achieve (9, 10~°)-differential privacy. Training uses a
weight decay of 0.99999, momentum of 0.95, and batch size 512. Noise multipliers are computed
via an MCMC accountant for the amplified case, and as o, 5 x sensy, ,(C) for the non-amplified case,
assuming 10 training epochs.

Method Noise Multiplier Learning Rate Bandwidth Clip Norm
DP-SGD 1.2 0.02 1 10
BSR 2.3 0.02 4 10
Amplified BISR 4.4 0.15 4 10
Band-MF 24 0.02 4 10
Band-Inv-MF 8.2 0.1 4 10
DP-SGD 1.8 0.02 1 10
BSR 3.3 0.02 4 10
Non-amplified BISR 5.8 0.15 4 10
Band-MF 3.5 0.02 4 10
Band-Inv-MF 9.1 0.1 4 10

Table 4: IMDB sentiment analysis (BERT-base) with and without amplification, fore =9, § = 107°
showing test accuracy (%) over 10 epochs. Mean = standard error computed over 3 runs.

Method Epoch 1 Epoch 2 Epoch 3 Epoch 4 Epoch 5 Epoch 6 Epoch 7 Epoch 8 Epoch 9 Epoch 10
DP-SGD 71234079 8242+0.54 8445+021 855740.19 86.18+£0.05 86.64+0.03 86.93+0.03 86.99+0.14 87.26+0.03 87.43+0.12
BSR 75.26 £2.67 84.46£0.25 86.11 029 86.96+0.11 8748 +£0.13 87.77+0.07 87.844+0.08 8791+0.13 88.19+0.14 88.11+0.06
Amp. BISR 83274021 87.08+0.05 88.16+0.09 88.834+0.06 89.20+0.05 89.21+£0.09 89.49+0.03 89.41+0.11 89.60+0.05 89.58+0.17
Band-MF 76.66 + 1.24  84.66 £0.17 86.36+0.17 87.224+0.15 87.62+040 87894023 88.044+0.19 88.16+0.21 8833+£0.26 88.31+0.19
Band-Inv-MF 8291 £0.53 86.92+0.31 88.25+0.05 88.60+£0.17 89.02+0.19 89.23+0.06 89.50+£0.06 89.50+0.06 89.65+0.00 89.53+0.25
DP-SGD 62.94 4147 7821 +£0.56 83.05+0.19 84174020 8501 +0.06 85404020 85534+0.17 8580+0.13 858140.17 8571 +0.09
BSR 76.74 £1.04 84.09+£0.09 8570+022 86.59+026 86.93+£0.03 87.15+0.13 87.20+£0.11 87.19£0.09 87.31+0.15 87.18£0.10
Non-Amp. BISR 81.8540.86 86.65+0.33 87.60+0.39 88.644+0.10 8890+0.05 88.83+0.18 89.024+0.09 89.43+0.07 89.3740.00 89.42+0.15
Band-MF 7339+ 1.39 83.63+£038 8539+0.16 86.09+£029 86.99+0.06 87.08+0.13 87.23+£0.16 87.34+0.14 87.34+0.07 87.08+£0.14

Band-Inv-MF ~ 81.99 £0.23 86.06 £0.19 87.98+0.11 88.46+0.12 88.63+0.03 88794032 88.85+029 89.02+021 88894037 89.23+0.16
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1| import jax_privacy

2| from jax_privacy.maxtrix_factorization import toeplitz
3l import jax.numpy as jnp

4| import functools

5| import numpy as np

7| def expected_mean_error (inv_coef, n, k, workload_coef) -> float:
8 inv_coef = jnp.pad(inv_coef, (0, n - inv_coef.size))
9 B_norm_squared = toeplitz.mean_error (noising_coef=inv_coef, n=n,

workload_coef=workload_coef, skip_checks=True)

11 coef = toeplitz.inverse_coef (inv_coef)
12 min_sep = n // k # assume divisible

14 sensitivity_squared = toeplitz.minsep_sensitivity_squared(coef,
min_sep, k, n, skip_checks=True)

16 return sensitivity_squared » B_norm_squared

18| def compute_square_root (x, n) —-> np.ndarray:

19 y = np.zeros(n)

20 y[0] = np.sqgrt(x[0])

21 for k in range(l, n):

2 ylk] = (x[k] -np.dot(y[l:k], y[l:k]l[::-11)) / (2  y[0])
23 return y

24
25/def init (n, p, alpha = 1.0, beta = 0.0) —-> Jjnp.ndarray:

26 X = jnp.array([l, -alpha - beta, alpha * beta] + [0]*(n-3))
27 return jnp.array (compute_square_root (x, n) [:p])

28
9| def Band_Inv_MF(n, b, k, p, alpha, beta, steps = 20):

30 # compute workload matrix

31 M = jnp.array ([ (alpha *x (k + 1) - beta *x (k + 1)) / (beta - alpha)
for k in range(n)])

# initialize with BISR coefficients

34 C_inv_init = init (n, p, alpha, beta)

36 # optimize!

37 C_inv_opt = toeplitz.optimize_banded_toeplitz (

38 n=n,

39 bands=p,

40 strategy_coef=C_inv_init,

41 loss_fn=functools.partial (expected_mean_error, k=k, workload_coef=M
)y

42 max_optimizer_ steps=steps,

43 )

44 return C_inv_opt

Listing 1: Python code for Band-Inv-MF factorization. The function "Band_Inv_MF" takes the
matrix size (n), the minimum separation (b), the number of participations (k), the bandwidth (p), the
weight decay («v), the momentum (/3), and the number of optimization steps.
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