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STFNet: Self-Supervised Transformer for Infrared
and Visible Image Fusion

Qiao Liu

Abstract—Most of the existing infrared and visible image fusion
algorithms rely on hand-designed or simple convolution-based fu-
sion strategies. However, these methods cannot explicitly model
the contextual relationships between infrared and visible images,
thereby limiting their robustness. To this end, we propose a novel
Transformer-based feature fusion network for robust image fusion
that can explicitly model the contextual relationship between the
two modalities. Specifically, our fusion network consists of a detail
self-attention module to capture the detail information of each
modality and a saliency cross attention module to model contextual
relationships between the two modalities. Since these two attention
modules can obtain the pixel-level global dependencies, the fusion
network has a powerful detail representation ability which is criti-
cal to the pixel-level image generation task. Moreover, we propose
a deformable convolution-based feature align network to address
the slight misaligned problem of the source image pairs, which is
beneficial for reducing artifacts. Since there is no ground-truth for
the infrared and visible image fusion task, it is essential to train
the proposed method in a self-supervised manner. Therefore, we
design a self-supervised multi-task loss which contains a structure
similarity loss, a frequency consistency loss, and a Fourier spectral
consistency loss to train the proposed algorithm. Extensive exper-
imental results on four image fusion benchmarks show that our
algorithm obtains competitive performance compared to state-of-
the-art algorithms.

Index Terms—Self-supervised,
deformable convolution.

transformer, image fusion,

|. INTRODUCTION

NFRARED and visible image fusion [1] is a fundamental
I problem in the field of image processing. The objective of

Manuscript received 28 August 2023; accepted 4 October 2023. This
work was supported in part by the National Natural Science Foundation of
China under Grants 62302073 and 62202362, in part by the Natural Sci-
ence Foundation of Chongging under Grants CSTB2022NSCQ-M SX0645 and
CSTB2022NSCQ-LZX0040, in part by the Science and Technology Research
Program of Chongging Municipal Education Commission under Grants KJZD-
K202200501, KJZD-K 20211480, and KJZD-K 202114801, in part by the Foun-
dation of National Center for Applied Mathematics in Chongging under Grant
ncamc2022-msxm03, in part by China Postdoctoral Science Foundation under
Grant 2022TQ0247, and in part by the Key Project of the Chongging Techno-
logical Innovation and Applications Development Special Program under Grant
cstc2021jscx-jbgsX0001. (Qiao Liu and Jiatian Pi contributed equally to this
work.) (Corresponding author: Di Yuan.)

QiaoLiuand Jiatian Pi arewith the National Center for Applied Mathematics,
Chongging Normal University, Chongging 401331, China (e-mail: liugiao@
stu.hit.edu.cn; pijiatian@cgnu.edu.cn).

Peng Gao iswith the School of Cyber Science and Engineering, Qufu Normal
University, Qufu 273165, China (e-mail: pgao@qfnu.edu.cn).

Di Yuan is with the Guangzhou Institute of Technology, Xidian University,
Guangzhou 511055, China (e-mail: dyuanhit@gmail.com).

Digital Object Identifier 10.1109/TETCI.2024.3352490

, Jiatian Pi ¥, Peng Gao™”, Member, |IEEE, and Di Yuan®, Member, IEEE

thistask isto extract salient visual featuresfrom aligned infrared
and visible images of a scene and fuse them into a new image
that is more perceptually pleasing to the human visual system.
Infrared and visible images usually exhibit complementary vi-
sual characteristics due to their different imaging principles.
For instance, infrared images tend to be clearer than visible
imagesin situationswith poor visibility, whilevisibleimagesare
typically richer in texture information than infrared images. By
fusing the respective advantages of each modality, imagefusion
techniques can produce images that are more appealing to the
viewer. Therefore, it has various practical applications, such as
reconnaissance, border defense, rescue, and video surveillance.

In the past decade, the progress made in infrared and visible
image fusion has been significant. One of the main reasons
for this progress is the development of more complex and
flexible fusion strategies. Early image fusion strategies are
usually designed at pixel-level by hand. For example, multi-
scale transform-based methods, such as MDBF [2], GFIF [3],
ADFA [4], MDLaLRR[5],andMSTN [6] commonly useafixed
coefficient combination method, including the maximum and
weighted average etc. Similarly, most of sparse representation-
based fusion methods, such as SOMP [7], SRIF [8], and
JPCD [9], aso adapt these fusion strategies. Some saliency-
based fusion methods, such as NSST [10], TSSD [11], and
MMGD [12], utilize the information of the saliency map to
compute fused coefficients adaptively. Several other multi-scale
transform-based methods [13], [14], [15] get the fused coef-
ficients by an optimization method. Although these methods
achieve good results, because the hand-designed fusion strate-
gies do not consider the contextual relationships between mul-
tiple modalities, which results in the fused image is unfriendly
to human perception.

Inrecent years, some methodsattempt to use deep convolution
neural networks (CNNSs) to improve the effect of infrared and
visible image fusion. Most of these methods use CNNs to
extract deep features of infrared and visible images and then
combine them in a specific feature-level fusion strategy. For
example, IFCNN [16] usestwo shallow convolution layerswith
a simple elementwise fusion strategy for end-to-end training.
DenseFuse [17] and DLF [18] use a pre-trained dense encoder
to get the deep features and then use a [;-norm based activity
level measurement strategy to fuse them. FusionGAN [19],
FusionDN [20], DDcGAN [21], GANMcC [22], and RXD-
NFuse [23] directly use a CNN to perform feature extraction
and fusion on two stacked images end-to-end. Similarly, VIF-
Net [24], STDFusionNet [25], PIAFusion [26], and PMGI [27]
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fusethe deep featuresby aconcat in channel direction. Furtherly,
RFN-Nest [28] designs aresidual fusion network to fuse multi-
scalefeatures. CSBR[29] useaclassification saliency evaluation
to get a pixel-level feature weight for fusion. NestFuse [30], At-
tentionFGAN [31], and ML BF[32] first useachannel and spatial
attention mechanism to re-weight feature of each modality and
then fusethem by aweighted sum or astandard CNN. Compared
with pixel-level hand-designed fusion strategies, these feature-
level fusion methodshave stronger adaptive ability. However, the
coreideaof al these feature fusion strategies lie in weighted or
convolution. They still do not explicitly consider the contextual
relationships between multiple modalities.

To address above-mentioned problem, we propose a Self-
supervised Transformer based feature Fusion Network (STFNet)
to model the contextua relationships between infrared and
visible images for robust image fusion. Different from exist-
ing works, the proposed method by modeling the contextual
relationships to adaptively capture and fuse the saliency feature
of each modality. Specifically, the proposed method contains
two modules, feature align network and feature fusion network.
Since the features of different modalities are not spatial aligned
usualy, we design a deformable convolution based alignment
network to align these features before fusing them. Thismodule
can eliminate artifacts caused by poorly registered of infrared
and visibleimages. After getting the aligned features, we design
aTransformer based feature fusion network to get the contextual
relationships of these features. This module consists of a Detail
Self-Attention (DSA) and a Saliency Cross-Attention (SCA).
DSA uses the multi-head self-attention mechanism to capture
the critical details of each modality, while SCA explores the
multi-head cross-attention to enhance salient features between
multiple modalities. These two attention mechanisms can effec-
tively obtain the contextual relationships by modeling the global
dependencies of features. In addition to the network architec-
ture, a self-supervised multi-task 10ss has been designed, which
comprises a structure similarity loss, a frequency consistency
loss, and a Fourier spectral consistency loss. The structural
similarity loss constrainsthe consistency of brightness, contrast,
and structure between the fused image and the source images,
whilethefrequency consistency and Fourier spectral consistency
losses ensure that the fused image maintains more details. The
fusion network is trained end-to-end using this self-supervised
multi-task loss on several multi-modality datasets. The proposed
method is validated on four benchmarks, and extensive experi-
mental results show that it achieves competitive performance.

The contributions of this paper are summarized as following
three-fold:

¢ \Wedesign an one-stage self-supervised Transformer based

fusion network which containsafeaturealign moduleand a
feature fusion module for robust image fusion. The feature
align module solves the misaligned problem and reduces
aircrafts in the fused image. The feature fusion module
captures and enhances the detail and salient features adap-
tively by modeling the contextual relationships between
multiple modalities effectively.

e \We propose a self-supervised multi-task loss which con-

sists of astructure similarity loss, afrequency consistency

loss, and a Fourier spectral consistency loss for end-to-
end training. The proposed frequency and Fourier spectral
losses constrain the detail consistency at the pixel-level
and the global-level, respectively, which can preserve more
details from source images.

e We conduct extensive experiments on four image fusion
benchmarksto verify the effectiveness of the proposed fu-
sion algorithm. The experimental results show that our al-
gorithm achieves competitive performance compared with
the state-of-the-art methods.

The rest of this paper is organized as follows. First, we
provide an introduction to related infrared and visible image
fusion methods and existing Transformer networksin Section 1.
Then, we describe the main modules and training process of our
proposed method in Section 111. Next, we present our extensive
experimental results, where we evaluate and analyze the effec-
tiveness of the proposed fusion method. Finally, we draw abrief
conclusion in Section V.

Il. RELATED WORK
A. Deep Learning Based Image Fusion Methods

Due to the powerful representation and adaptive capabilities
of deep networks, significant progress has been made in deep
network-based infrared and visible image fusion methods in
recent years. Deep network-based image fusion methods can
be broadly categorized into two groups based on their training
methods: two-stage methods and one-stage methods.

Two-stage fusion method: These methods usually first train a
generic image reconstruction encoder to extract deep features,
and then design a hand-crafted fusion strategy or train afusion
network to get the fusion result. For instance, Li et al. [17] first
train an image reconstruct encoder on visible images using a
dense net architecture to extract deep feature of both visible and
infrared image. Then, they design al; -norm based hand-crafted
fusion method to get final fusion image. Considering the poor
adaptability of the hand-crafted fusion strategy, they then design
an attention-based parameter-free fusion method [30] based on
the pre-trained reconstruct network. To further improve adapt-
ability of fusion method, they train aresidual fusion network [28]
based on fixed pre-trained reconstruct network end-to-end. Sim-
ilarly, Wang et al. [33] first train a Swin Transformer [34] based
reconstruct encoder for more robust feature extraction, and then
use an extended [;-norm based hand-crafted fusion strategy.
Different from the above methods, DIDFuse [35] decomposes
the encoder into two complementary features of details and
background to learn reconstruction, and then uses several hand-
crafted fusion strategies for fusion. SFAFuse [36] designs a
feature adaption reconstruct encoder to obtain more effective
feature representation for both visible and infrared images,
and then trains an attention based enhancement fusion module.
TransFuse[37] proposesa Transformer-based global feature and
CNN-based local feature fusion module to reconstruct image,
and then also uses a simple hand-crafted fusion strategy. Al-
though these two-stage based fusion methods achieve good per-
formance, the feature learning and fusion process are separated,
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whichisnot conducive to making full use of the complementary
relationship between different modalities.

One-stage fusion method: Unlike above-mentioned two-stage
fusion approaches, the one-stage fusion method learns the fea-
ture encoder and fusion strategy end-to-end simultaneously. For
example, FusionGAN [19] first formulatestheimage fusion task
as a generative adversarial problem, and then design an adver-
sarial training manner based fusion method with an adversarial
loss and a self-supervised content loss. To improve the fidelity
of the fused image, they also propose adual -discriminator based
generative adversarial network for more robust fusion [21].
Considering the detail information is critical for fused result,
Maet al. [38] propose adetail preserving loss on the generative
adversaria framework to get more boundaries and textures of
the source images. Similarly, Li et al. [31] propose a multi-
scale attention module and then integrate it into the generative
adversarial framework to adaptively focus on the foreground
of infrared image and background details of visible image.
Unlike above-mentioned adversarial based fusion method, Long
et a. [23] propose a unsupervised end-to-end residual dense
network with afeature-level and an image-level similarity con-
strainsto get fused imagedirectly. U2Fusion [39] designsan uni-
fied and unsupervised dense network with a data-driven weight
strategy of loss functions for fusion tasks. Both DATFuse [40]
and CGTF [41] use a convolution and Transformer layer to get
more powerful feature. SwinFusion [42] uses a Transformer
based fusion strategy with an end-to-end deep encoder. AFT [43]
stacks multiple Transformer layersin feature extraction and fea-
ture fusion stages simultaneously. In addition, there are several
works integrating image registration and fusion into a single
framework for unaligned imagefusion. For instance, RFNet [44]
designs a coarse-to-fine registration network and an attention
based fusion method and then combine them into an unified
framework. Similarly, Wang et al. [45] integrate a generation
based registration network and an corssmodality interaction
fusion method for unaligned imagefusion. Sincethese one-stage
methods avoid hand-designed fusion rules and separation from
feature encoder, they aremorerobust toimagefusionin different
scenes. Following thisadvantage, our method usesan end-to-end
self-supervised framework to learn the encoder and fusion strat-
egy simultaneously. However, different from these methods, our
method explicitly models the multimodal fusion process using
afeature align module and a Transformer based feature fusion
module.

B. Visual Transformer

Thesuccessof the Transformer [46] model innatural language
processing has inspired researchers to explore its applicability
in computer vision tasks. In recent years, significant progress
has been made in extending the Transformer model to various
computer vision applications. Sincethefirst visual Transformer:
ViT [47] makes a breakthrough in the classification task, it has
been widely applied to different visual tasks, including object
detection [48], tracking [49], [50], and segmentation [51] etc.
Unlike the convolution operation, which can only focus on
local regions of animage, Transfomer can model the long-range

dependenciesof animage. Thisfeature comesfrom the attention
mechanismandiscrucial for many high-level imageunderstand-
ing tasks. For example, DETR [48] uses a self-attention based
Transformer to model the relationship between each object and
itsbackground for end-to-end object detection. TransT [52] uses
both the self-attention and cross-attention based Transformer
to fuse the feature of target template and search region for
robust visua tracking. SOTR [51] designs a position-aware
twin self-attention based Transformer to model the global pixel-
level dependency for object segmentation. Different from these
methods, our method uses Transformer to model contextual
relationships between infrared and visible modality.

C. Sdlf-Supervised Learning

In recent years, self-supervised learning has emerged as a
popular technique for solving various visua tasks, including
image classification [53] object detection [54], visua track-
ing [55], etc. Self-supervised learning offers a promising al-
ternative to costly and time-consuming data annotation. It can
be broadly categorized into three paradigms based on its role
in the target task. First, self-supervised learning pre-trains a
general representation learning network using a pretext task
on large-scale unlabeled datasets, and then fine-tunes it on
downstream tasks. For example, SiamCLR [56] uses an image
augmentation based contrastive learning pre-text task to learn a
general visual representation, and then fine-tunes it on the part
of ImageNet for image classification. Second, self-supervised
learning is usually trained as an auxiliary task together with the
target task. For example, BF3S[57] uses a self-supervised rota-
tion as an auxiliary task to obtain richer visual representations
for classification. Different from the above two paradigms, the
third way of self-supervised learning is directly related to the
target task. Thiskind of way usually occurs when the target task
cannot providelabel information, e.g., image generation task. In
this paper, we propose three kind of self-supervised losses for
the image fusion task, which belong to the third paradigm.

I1l. PROPOSED FUSION METHOD
A. Algorithm Review

As shown in Fig. 1, our proposed algorithm contains three
components, including an encoder-decoder module, a feature
align network, and a feature fusion network. What's more, we
can see that the proposed framework is an one-stage and can
be trained by a self-supervised loss function end-to-end. Given
apair of infrared and visible images I .., I, they first through
two parameter shared encodersto get the feature representation,
respectively. Here, we use a five convolution blocks as the
encoder. Sinceapair of infrared and visibleimageare not always
strictly aligned, especially the training dataset come from dif-
ferent acquisition devices, we adopt a deformable convolutional
network to align the features of the two modalities. Thismodule
has a significant effect on dealing with the subtle misalignment
issue. After getting the aligned features, we use a Transformer
based feature fusion network to model the contextual relation-
ships between the infrared and visible images. This network
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Fig. 1.

Framework of our image fusion algorithm, STFNet. It contains an encoder-decoder module, a feature align network, and a feature fusion network. The

feature fusion network mainly contains two components: DSA and SCA (see Fig. 3).

adaptively obtains salient features of two modalities and fuses
them through amulti-head self-attention and amulti-head cross-
attention modules. Once the fused features are obtained, we use
a deconvolution network as decoder to restore the fused image
I ;. Sinceshallow convolutionfeature hasasignificant impact on
imagerestoration tasks, we useafeature concatenation operation
between encoder and decoder just like UNet [58].

B. Encoder-Decoder

We use an encoder-decoder architecture as the framework of
our fusion algorithm. The proposed feature align network and
feature fusion network can be easy plugged into this framework
and can be trained end-to-end. The encoder consists of five
convolution blocks, whichisused to obtain the deep convolution
features of infrared and visible images. Each convolution block
has two convolution layers (kernel size = 3 x 3, stride = 1,
padding = 1) and a maxpooling layer (kernel size = 2) except
for the last block. Each convolution layer is followed by an
Rel U activation unit. Given a pair of infrared and visible in-
put image I, € RHim>xWimx1 T ~c RHim*xWimx1 "the output
of the encoder are two corresponding feature maps of each
convolution block with different resolution. Before fusing these
features, we first register these features using the proposed
feature align network on each convolution block. Then we use
thefeaturefusion network to get the fused feature map on thelast
convolution block, since the Transformer-based feature fusion
needs to consume high computing resources on the feature map
with large resolution.

The decoder receives the fused feature and concatenates the
aligned feature of each convolution block to restore the fused
image. The decoder consistsof four convolution blocksand each
block containsadeconvolution layer (kernel size=4 x 4, stride
= 2, padding = 1) and two convolution layers (kernel size =
3 x 3, stride = 1, padding = 1). For each block, we first use
a deconvolution to upsample the fused feature map, and then
concatenateit with the corresponding convol ution features of the
encoder in channel direction. Finally, we feed the concatenated
feature into two convolution layers to restore the fused image
gradually.

Fig. 2. Examples of the slightly misaligned infrared and visible image pairs
on two multi-modality datasets.

C. Feature Align Network

For the image fusion task, the source image pairs are usually
assumed to be strictly aligned by default. Currently, most existed
multi-modality fusion datasets usually use image registration
algorithms [59], [60] to align infrared and visible images due
to the expensive equipment to capture strictly aligned images.
However, these registration methods cannot completely and
strictly align al images of the two modalities. Thisresultsin a
lot of dightly misaligned image pairsin the dataset, asshownin
Fig. 2. This phenomenon causes some image fusion algorithms
to introduce artifacts into the fused image.

Different from previous unaligned image fusion methods,
e.g., RFNet [44] and CGRP [45], which assume that all im-
age pairs with a large misalignment and are not preprocessed
by an image registration algorithm, we assume that there just
exists silghtly misaligned of image pairs in the fusion dataset,
which have preprocessed by an image registration algorithm.
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Therefore, we suggest that it does not need a complex image
registration module instead of using a feature alignment model
is more suitable for this situation.

To solve this problem, we design a deformable convolution
based network to align the infrared and visible images in the
feature space. We first extract deep convolution features of a
pair of infrared and visible images by the encoder. Then, we
concat these two features in channel direction and use several
convolutionsto predict a series of offsets for each feature point.
These offsets represent the offsets of each feature point in the
X-axis and Y-axis directions in 2D space. Finally, we use a
deformable convolution [61] to align the visible image to the
infrared image. Given a pair of infrared and visible image's
featuremaps F;, € RT>W>Cand F;, € RT*W*C theoffset
O ¢ REXW*2'K can be predicted by:

O = Convs(Concat(F iy, Fus)), Q)

where Concat(,) and Convs() denote the feature concatena-
tion in channel direction and two & x k& convolution kernels,
respectively. The channel number K inoffset equalsk « k. After
getting the offset, we can use a deformable convolution to get
the new aligned visible image’s feature:

F'uis_aligned = DconU(Fvisv 0)7 (2)

where DConuv(, ) denotes the deformable convolution [61] op-
eration, which uses a linear interpolation to apply the offset to
the feature of the visible image.

D. Feature Fusion Network

How to fuse the features of infrared and visible images is
crucia for the image fusion task. As we known that learning
saliency featuresof asinglemodality isrelated toitssurrounding
context, while the fusion of saliency features of two modalities
is related to the context of both modalities. From the previous
introduction, we know that most of the existing feature fusion
strategies use asimpl e convol ution or weighted average method.
However, these strategies do not explicitly consider the contex-
tual relationships between infrared and visible images.

To model the contextual relationship, we propose a Trans-
former based feature fusion network, as shown Fig. 1. The
proposed feature fusion network mainly contains a detail self-
attention (DSA) module and a saliency cross-attention (SCA)
module. These two modules model the contextua relation-
ships of a single modality and the contextual relationships be-
tween two modalities through a multi-head self-attention mech-
anismand amulti-head cross-attention mechanism, respectively.
Specifically, we first use two parallel DSA and SCA to form a
feature fusion unit, then cascade N identical units, and finally
use a SCA to select the final fused feature for reconstruction,
which is similar to SwinFusion [42]. However, different from
SwinFusion which divides the feature of an image into a se-
ries of non-overlapping local windows using a shifted window
mechanism, and then model the relationship of them using the
multi-head attention mechanism. We do not divide feature win-
dows but model the contextual relationship on all feature points.
We suggest that our method can morefully model the contextual

Fig.3. Structureof thedetail self-attention (DSA) and saliency cross-attention
(SCA) modules.

relationship of multimodal image pairs than SwinFusion. At
following, wemainly describethe structure of the proposed DSA
and SCA modules.

Detail self-attention (DSA): Asshown intheleft of Fig. 3, the
multi-head self-attention is the central component of the DSA
module, comprising several attention units. Each attention unit
takesin queries Q, keys K and values V' asinput. Specifically,
asingle attention unit can be defined as follows:

QKT
Vi

where dy, isthe key dimensionality. Unlike the af orementioned
attention models, the multi-head attention approach employs
multiple parallel attention modulesto extract valuable informa-
tion from various viewpoints. Thistechnique has been employed
in our study to enable the feature network to focus more closely
on the details of distinct regions. The mathematical formulation
of multi-head attention is as follows:

Attention(Q, K, V) = softmax ( ) VvV, 3

MHA(Q,K,V) = Concat(A1, Aa, ..., Ay )W,

A = Attention(QW%KWiK,VWy)»
4

where W ¢ RImxnde . W@ ¢ Rimxdr WK ¢ Rdmxdr,
WY € Rénxdw gre parameter matrices, and n denote the num-
ber of attention unit in the multi-head attention. Here, we set
n=8,dn =256, anddy = d, = d /n = 32.

Given an image's feature map F' ¢ RT*WxC since DSA
requires a serialized feature vector asinput, wefirst reshape and
reduce dimension of it to form anew feature X € R7W>4 the
output feature X pga € R¥W >4 can be formulated as:

)(DSA:)(—|—]\4I{14()<.'-|—.P,F'-|—P,)()7 (5)

where P € RH#"W>d represents the positional encoding using a
sine function like DERT [48].
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Saliency cross-attention (SCA): As shown in the right of
Fig. 3, the core component of SCA is the multi-head cross-
attention. Similar to DSA, the multi-head cross-attention also
contains multiple attention units. However, different from DSA,
this attention needs two different inputs. Since the input feature
vector does not contain the spatial information, we also use
a positional encoding like DSA. What's more, we use a feed
forward neural network (FFN) to enhance the fitting ability,
whichusestwolinear layersand aRelL U activation unit asshown
in below:

FFN(x) =max(0,2W1 + b1 )W + by, (6)

where W1, W, and by, by denotesthe weight matricesand bias
vectors, respectively. Given two input features X, € R7W>d
and X, € RTW>d the output feature X gc4 € R¥W >4 can
be formulated as:

Xsca=Xca+FFN(Xca),
Xoa=X,+MHAX;+ Py, Xpy + Pro, X)), (7)

where P, € REW*d and Py, € REW>d denote the corre-
sponding positional encoding with the input X, and Xy,
respectively.

E. Self-Supervised Multi-Task Loss

Sructure similarity loss: Different from most visua tasks,
image fusion task has not groundtruth. Therefore, itiscritical to
design a proper self-supervised loss function to train the fusion
model. Following many previous works [30], [39], [42], we
employ astructural similarity loss which ensures that the fused
image remains consistent with the light, contrast, and structural
features of the source images. The structure similarity loss can
be described as:

Lstructure = wl(]- - MSSSIM(If, I,U))
+we(1 — MSSSIM(Iy,1,)), (8)

where M SSSIM (,) denotes the multi-scale structure similar-
ity [64], and w1, wo represent the balance parameters. Here, we
consider the contribution of these two balance terms are the
same, i.e., w; = wy = 0.5.

Fregquency consistency loss: In addition to the structure sim-
ilarity, we also hope the detail and intensity of fused image to
be similar to the source images. We know that high-frequency
components of an image contain its detail information, while
the low-frequency components convey itsintensity information.
Therefore, we first use a Laplace operator to decompose the
source image into a high-frequency image and alow-frequency
image. Then, a constraint based on frequency consistency is
proposed as follows:

Lrequency = ||[La(I ) — Max(La(I,), La(I)))|l1
+||[(Iy — La(Iy)) — Max(I, — La(I,), I,
- La(Ir))”h (9)

where La(-) denotes a Laplace operator and Max(,) denotes
the element-wise maximum operation.

Fourier spectral consistencyloss: Furthermore, different from
the above-proposed frequency loss which constrains the detail
consistency in the pixel-level, we also expect the details of
the fused image to be consistent with the source image in the
global-level. Tothisend, wetransform theimageinto the Fourier
domain and requirethe high frequency part of thefused imageto
be consistent with the source images. Since the high-frequency
part of an image in the Fourier domain is calculated from all
the pixels in the image, it can constrain the fused image to
retain more details from the global-level. Specifically, we first
transform an image I into the Fourier spectral space using
Discrete Fourier Transform F:

Hipm—1Wip—1

1
F(I = —
(D) (.y) =
h=0 w=0
—2mi e omi b
e Him e Wim - I(h7 w), (]_O)
where z =0,1,...,H;,, —1 and y =0,1,...,W;,,, — 1. To

easy train the model, then we convert F from the complex
number doamin to the real number domain:

FRI) (@) = 10g (14 VIRe(FT) (@, 9))?

+v/Im(F@) @, )F +e) |

where Re(-), Im(-) are the real part and imaginary part of
F(I)(x,y)) respectively. Based on these operations, we pro-
pose a high-frequency of Fourier spectral consistency loss as
following:

EFourier = wl(”fg(If) - ]:g(I'U)Hl)
+wa(|Fi(Ly) = Fii (L)L),
]:ﬁ(w) :]:R(w) “Muy,

where My is a circle mask which gets the high frequency
signals from the overall Fourier spectral space.

Finally, we use above-mentioned three losses to form a new
multi-task self-supervised loss to train the proposed fusion net-
work end-to-end:

(11)

(12)

Etotal = Aﬂl‘cstructure + A'QEfreqqtency + )‘3£F0urier7 (13)

where 11, Ao, A3 are the weight of each loss.

V. EXPERIMENT
A. Implementation Details

Experiment settings: We train our fusion network on several
multi-modality datasets, including KAIST [62], LLVIP [65],
M3FD [63], MSRS [26], and VLIRVDIF [66]. These datasets
containcloseto 200™ K imagepairsintotal. At thetraining stage,
weresizeall of theimagepairsto 256 x 256 and normalizethem
o [—1, 1]. We set convolution kernel size k = 3 in the feature
align network, the number of feature fusion unit N = 4 in the
feature fusion network, and the radius of the mask My is 21.
We train our fusion network 10 epochs using Adam optimizer
with an exponentialy decaying learning rate of 0.0001 and
batchsize = 8. We set theweight of eachlossA; = 1, A5 = 10,
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TABLEI
ABLATION STUDIES OF THE NETWORK ARCHITECTURE OF OUR IMAGE FUSION ALGORITHM ON THE TNO AND ROADSCENE DATASETS

Method | TNO [69] | RoadScene [39]

Base DSA SCA FAN | MIt Q4B/F4 NAB/F | VIE4+ SSIMt | ML QAB/F  NAB/E VIF  SSIM
v 3.9546 0.5088 0.0371 09172  0.8821 | 4.6195 04528  0.0492 0.8782 0.7916
v v v 4.2149 0.5208 0.0360 0.9375  0.8873 | 47760 04553  0.0464 0.8865 0.7911
v v v v | 47786 0.5373 0.0350 0.9707  0.8579 | 54000 0.4613  0.0398 0.8926 0.7714
v v v | 4.0632 0.4649 0.0403 09548  0.8459 | 4.8982 04342  0.0443 0.8895 0.7605
v v v | 4.0026 0.4693 0.0385 0.9458  0.8499 | 4.8615 04432  0.0463 0.8868 0.7608

Base, DSA, SCA, and fan denote the baseline method, detail sefl-attention, saliency cross-attention, and feature align network respectively. The bold represents the best score.

and A3 = 1. The proposed method achieves an average speed
of 4.7 and 11.7 frames per second on the TNO and RoadScene
datasets, respectively. All of experiments are conducted on aPC
withaNVIDIA RTX A4000 GPU with PyTorch framework.

Evaluation datasets: We use four image fusion datasets for
evaluation, including TNO [67], Roadsense [39], MSRS [26],
and LLVIP[65]. Unlike some previous methods that only select
a subset of image pairs for evaluation, to facilitate fair com-
parison, we use al 42 image pairs from the TNO dataset for
evaluation. However, TNO isan older dataset with afew scenes
and most images are of low resolution. Different from TNO,
Roadsense [39] and MSRS [26] mainly focuses on the road
scenario and have 221 and 361 image pairs respectively, with
higher resolution. These two datasets captured from vehicle-
mounted and hand-held cameras within daytime and nighttime
environment. LLVIP [65] mainly contains 3463 surveillance
scenarios image pairs and their resolution is up to 1080 x 720.
All of image pairsof thisdataset are captured from asurveillance
camerain alow-light condition.

Evaluation metrics: We use five kind of metrics for quantita-
tiveevaluation[68]. Thefirst typeisthemetric based oninforma-
tion entropy, which includes Entropy(EN), Mutual Information
(M), and Peak Signal-to-Noise Ratio (PSNR). The second type
isthe metric based onimagefeature, whichincludes Spatial Fre-
guency (SF), Standard Deviation (SD), Gradient-based fusion
performance (Q42/*), and Artifact based fusion performance
(NAB/F). Thethird typeisthe metric based on image structure,
e.g., Structural Similarity Index Measure (SSIM). The fourth
type is the metric based on correlation including Correlation
Coefficient (CC), and Sum of Correlation Differences (SCD).
The last type is metric based on human perception, e.g., Visua
Information Fidelity (VIF).

Comparison methods: We select nine more recently deep
learning based image fusion algorithms for comparison. These
methodsincludetwo-stage based methods, e.g., DenseFuse[17],
RFN-Nest [28] and one-stage based method, e.g., Fusion-
GAN [19], U2Fusion [39], IFCNN [16], SDNet [69], PIAFu-
sion [26], PMGI [27], SeAFusion [70], SwinFusion [42], and
DATFuse [40].

B. Ablation Sudies

Network architecture: Asshownin Table| , we show several
group comparison experiments using different components of
the proposed network. The baseline method is an encoder-
decoder architecture without any other modules. The first two

rows of Table | shows that the proposed feature fusion network
(DSA+SCA) boosts the MI metric by a large margin on both
two datasets. This demonstrate that the feature fusion network
isgood at capturing the contextual information between infrared
and visibleimages and transferring them. We suggest that thisis
mainly because the proposed detail self-attention and saliency
cross attention are effective to obtain the details of images and
contextual dependencies between infrared and visible images.
Although thefeature fusion network does not show an advantage
or even a decline on the SSIM metric, it obtains a remarkable
improvement on the VIF metric. Thisillustrates that the feature
fusion network fuses contextual information selectively rather
than fuses as much information as possible. On the Q45/F
metric, the feature fusion network also shows an obviously gain
on both two datasets, which demonstratesthat it is effective. To
demonstrate that both the DAS and SCA modules of the feature
fusion network can boost the fusion performance, we conduct
two experiments without using them, as shown in the last two
rows of Table I. We can see that removing any of them will
cause a decline in the performance. From the second to third
row of Table |, we can seethat the feature align network further
improvesfusion performance on the most metrics. Especialy, it
achieves aremarkableimprovement onthe N 45/F metric. This
demonstrate that it is effective to introduce fewer artifacts into
fused images. To demonstrate the effect of the feature alignment
network more intuitively, we show a comparison of two slightly
misaligned image pairs with and without the alignment module,
as shown in Fig. 4. We can see that the first pair of images
has obvious artifacts in the person’s leg area when feature align
network is not used, and the second pair of images has more
significant artifacts on the right edge of the person, while these
artifactsdisappeared when thefeature alignment moduleisused.

Loss function: We present the effect of the each term of
self-supervised multi-task loss to the fusion results, as shown
in Table Il . From the first two rows, we can see that it has
limited performance when we only use the structure similarity
loss. When we use the structure similarity loss and frequency
loss simultaneously, the performance has a huge boosting on
all the metrics. This shows that frequecy information is crucial
for the image fusion task. The last two rows of Table Il shows
that the Fourier spectral consistency loss further improve the
fusion performance on the all of these metrics. Especialy, on
the Q5/F metric, the Fourier spectral consistency loss obtains
about 1% gains on both two datasets. This demonstrate that the
Fourier spectral consistency loss can boost the model to persever
the high frequency details of the source images effectively.

Authorized licensed use limited to: University Town Library of Shenzhen. Downloaded on March 27,2024 at 04:02:13 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE TRANSACTIONS ON EMERGING TOPICS IN COMPUTATIONAL INTELLIGENCE

Fig. 4. Visualized comparison of the proposed fusion method with and without using feature align network (FAN) on two slightly misaligned image pairs in
RoadScene dataset. The red and green bounding boxes denote the misaligned region of source images and local region of fused images, respectively.

TABLEII
ABLATION STUDIES OF OUR SELF-SUPERVISED MULTI-TASK LOSS ON THE TNO AND ROADSCENE BENCHMARKS

Loss | TNO [69] | RoadScene [39]
Lo Ly Lp| MLt QAP/F 4 NAB/E | VIF4 SSIMt | MIt+ Q*P/F4 NAB/F | VIF4  SSIM ¢t
v 2.1418 0.2749 0.0472  0.6152 0.8323 | 3.6596 0.4131 0.0898 0.7341 0.8581
v v 4.6149 0.5214 0.0298 0.9425 0.8683 | 5.0779 0.4457 0.0402  0.8838 0.7817
v v v 4.7786 0.5373 0.0350  0.9707 0.8579 | 5.4000 0.4613 0.0398 0.8926 0.7714
Ls, Ly, and L denote the structure similarity loss, frequency consistency loss, and fourier spectral consistency loss respectively.
TABLEIII
COMPARISON WITH STATE-OF-THE-ART FUSION METHODS ON THE TNO [67] AND ROADSCENE [39] DATASETS
| TNO [69] | Roadscene [39]
Method Metic | gt Mt QAB/F 4 NAB/F | VIR ¢ SDt MIt QAB/Fq4 NAB/F | yIF1¢
DenseFuse [17] 6.8192  2.3019 0.4457 0.0788  0.8174 9.5851 2.7174 0.3648 0.0541  0.6695
RFN-Nest [28] 6.9631 2.1184 0.3341 0.0649 0.8182 | 10.0803 2.7476 0.2982 0.0753  0.7247
FusionGAN [19] 6.5580 2.3352 0.2340 0.0770  0.6541 9.9856  2.7555 0.2579 0.1078 0.5784
U2Fusion [39] 6.9966 2.0102 0.4262 0.3047 0.8196 9.6962  2.6446 0.4710 0.1067  0.6504
IFCNN [16] 6.8539  2.0526 0.4805 0.2733  0.7869 | 10.1334 29152 0.5348 0.1740  0.7336
SDNet [71] 6.6948  2.2605 0.4294 0.2111  0.7591 | 10.0104 3.2476 0.5089 0.2001  0.7679
PIAFusion [26] 6.8142  3.3575 0.5280 0.0814 0.8714 | 10.1406  3.6331 0.4362 0.0924 0.8373
PMGI [27] 7.0180 2.3520 0.4117 0.1130 0.8691 | 10.0255 3.2712 0.4442 0.1262  0.7934
SeAFusion [72] 7.1335 2.8382 0.4871 0.2798  0.9810 | 10.7929 3.0287 0.4927 0.2471  0.8139
SwinFusion [42] 6.4894  1.8956 0.5452 0.0706  0.7022 9.6532  2.5839 0.5875 0.0916  0.7010
DATFuse [40] 6.4531 3.1323 0.4971 0.1178 0.7414 | 10.0316  3.6679 0.4657 0.0673  0.7269
STFNet (Ours) \ 6.8081 4.7786 0.5373 0.0350 0.9707 \ 10.1481  5.4000 0.4613 0.0398 0.8926

The bold, underline, and italic represent the best, the second-best, and the third-best score, respectively.

C. Comparison With State-of-The-Arts

Results on TNO: The left part of Table 11 shows that our
proposed algorithm outperforms other methods, achieving top
three scores on most of the metrics and comparabl e performance
on the others. Specifically, our method, STFNet, shows sig-
nificant improvement on the M1 metric, indicating that it can
extract more information from the source images. Additionally,
STFNet achieves the second-best score (0.5373) on the Q45/F
metric, suggesting that it can extract edge information more
effectively. We attribute these good results to the fact that the

proposed feature fusion network can better model the contextual
relationship between the multimodal images. What's more, our
method gets the best score on the N45/F metric. This shows
that the fused image generated by our method introduces fewer
artifacts compared with other methods. Thisis mainly because
our method contains afeature align network which can solvethe
slight misaligned problem of theinfrared and visibleimage pair.
Although the proposed method is not achieve the best structure
similarity with the source images, it obtains the second-best
visual information fidelity. This means that the fused image
generated by our method ismorefriendly for human perception.
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TABLE IV
COMPARISON WITH STATE-OF-THE-ART FUSION METHODS ON THE MSRS[26] AND LLVIP [65] DATASET

| MSRS [67] | LLVIP [66]
N ENt MI+ SD+ Q4B/F4+ VIF4+ | ENt MI1 SD1+ Q4B/F 4+  VIF1
ethod
DenseFuse [17] 59308 2.6659 7.4232 03653 0.6997 | 6.8428 2.7118  9.3773 03481  0.7253
RFN-Nest [28] 6.1965 2.4587  7.8002 0.3874 07372 | 7.0411 2.5724  9.6094 0.2825  0.7583
FusionGAN [19] | 54313 1.8934 5.9404 0.1389  0.5007 | 6.4420 2.8573  8.7402 0.2252  0.4980
U2Fusion [39] 49532 1.9584 5.9287 03139 04396 | 6.1439 24633  8.3305 0.3083  0.5355
IFCNN [16] 6.4394  2.8500 7.9829 0.5348 0.8515 | 7.2243 29689  9.7278 0.6454  0.8095
SDNet [71] 52450 17133 5.7762 0.5089 0.4333 | 6.8920 3.0276  9.4199 0.5425  0.6607
PIAFusion [26] 6.6373  3.9909 8.4057 0.6604 1.0422 | 7.3453 33911  9.7485 0.6781  0.9353
PMGI [27] 62427 2.1764 7.8239 04121 0.6706 | 7.0729 3.4866  9.8790 0.3910  0.7373
SeAFusion [72] 6.6514 4.0374 83770 0.6623  0.9859 | 7.4180 3.8572  9.8452 0.6222  0.9370
SwinFusion [42] | 6.0666 2.2887  7.4458 0.6017 07143 | 69369 25901  9.3494 0.6746  0.7642
DATFuse [40] 6.4795 3.8965 8.5079 0.6349 0.8265 | 7.1110 3.8558 10.0974 04621  0.7762
STFNet (Ours) | 6.6114 4.8442 83624 0.6313  0.9574 | 14147 4.8582  9.9076 0.4868  0.9025

The bold, underline, and italic represent the best, the second-best, and the third-best score, respectively.

To demonstrate the proposed method achieves favorable perfor-
mance more intuitively, we compare fused images of several
state-of-the-art methods with our method on six challenging
image pairs, as shown in Fig. 5. The first three columns show
that the our method preserves the salient intensity information
in the infrared and visible images, while most of other methods
weaken these intensity information to some extent. As shown
in the last three columns, our method can better transfer edge
details and textures from the source image to the fused image
while preserving the intensity information well.

Results on RoadScene: The right part of Table 111 illustrates
that our proposed method al so achievestop three performanceon
half of the metricsand competitiveresultson the others. Notably,
our method obtainsthebest scoresontheMI and N4 5/F metrics
of the RoadScene dataset, which are consistent with the results
on the TNO dataset. When compared to the SeAFusion [70]
method, our proposed al gorithm exhibitsan 8% improvement on
the VIF metric. Interestingly, thisindicatesthat high-level vision
tasks driven fusion methods may not always be beneficial for
human perception. Furthermore, our method shows a significant
improvement on the M1 metric than SwinFusion [42] which also
uses a Transfomer fusion strategy. This suggests that our fusion
strategy excels at transferring information from both source im-
ages rather than mai ntai ning the same content as one of them. To
validate our methodintroducesfewer aircraftsinto fused images,
we show avisualization comparison, asshownin Fig. 6. We can
seethat most of the methods produce noticeableartifactsat edges
of the tree, while our method is able to produce more natural
image without any artifacts. In addition to these two metrics,
our method achieves the best score on the VIF metric and the
second-best score on the SD metric. These results demonstrate
that the fused images generated by our method are morefriendly
to the human perception. As shown in Fig. 7, most methods
can focus on salient objects in the infrared image, however our
method can not only transfer saliency informationintheinfrared
image but also transfer detailsin the visibleimage (e.g., bicycle
wheel). Results on MSRS: The left part of Table IV indicates
that our proposed method achieves competitive performance on

most metrics. For instance, on the M1 and Q4Z/F metrics, our
method obtains the best and fourth-best scores, respectively,
demonstrating its robustness in transferring edge information
into the fused image in different scenarios. On the EN and VIF
metrics, our method achieves the third-best results, indicating
its ability to capture details and preserve intensity from source
images. When compared hand-crafted fusion strategy based
methods, DenseFuse [17] and RFN-Nest [28] which cannot
consider contextal information, our method outperforms these
two methods on the MI and Q4Z/F metric remarkably. This
show that the propsoed fusion strategy can model contextal
information and transfer them into the fused images effectivley.
Compared to the PIAFusion [26] method, which achieves the
best score onthe VIF metric, our proposed a gorithm introduces
fewer artifacts while maintaining similar performance on the
VIF metric. This demonstrates that our fusion strategy is robust
to illumination variations due to its strong adaptive capabil-
ity. Figs. 8 and 9 present daytime and nighttime visualization
comparisons of fused images. Our proposed method effectively
transfers salient intensity and detail information from the source
images regardless of lighting changes.

Results on LLVIP: The right part of Table IV demonstrates
that our proposed method achieves similar results as on the
other three datasets. Specifically, the proposed method obtains
the second-best score on the EN metric. These results suggest
that our method can generate fused images with richer infor-
mation compared to most other fusion methods. Additionally,
our method exhibits favorable performance on the MI and VIF
metrics, indicating its good generalization ability to different
scenarios. Compared with one-stage method IFCNN [16] which
uses a simple convolution based fusion strategy, our method
achievesa 10% gain on the VIF metric, despite IFCNN achieves
a higher score on the Q“5/F . This means that the proposed
fusion network pays more attention to global information of the
source images, which is crucial to human perception. Figs. 10
and 11 show that the proposed method is good at to transfer
the details of low-light visible images and intensity of infrared
images. When compared to the one-stage method IFCNN [16],
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Fig. 5. Visualized comparison of our image fusion algorithm (STFNet) with others on several challenging image pairs of the TNO [67] dataset. From top to
bottom, each row represents sourceinfrared image, source visibleimage, fused images of DenseFuse, FusionGAN, U2Fusion, IFCNN, SDNet, PMGI, SwinFusion,
and our STFNEet, respectively.
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Fig.6. Visuaized comparison of the proposed fusion method (STFNet) with nine state-of -the-art methods on the FLIR_06832" image pair of the RoadScene[39]

dataset.

Fig.7.
dataset.

Fig.8.
dataset.

which uses a simple convolution-based fusion strategy, our
proposed algorithm exhibits an improvement of 10% on the
VIF metric, despite IFCNN achieving a higher score on the
QAB/F metric. This suggests that the proposed fusion network
places greater emphasis on global information from the source
images, which is crucial for human perception. Figs. 10 and 11
demonstrate that our proposed method excels at transferring the
details of low-light visible images and the intensity of infrared

Visualized comparison of the proposed fusion method (STFNet) with nine state-of -the-art methods on the FLIR_08835' image pair of the RoadScene[39]

Visualized comparison of the proposed fusion method (STFNet) with nine state-of-the-art methods on the daytime’ 00634D’ image pair of the MSRS[26]

images. However, when the low-light image contains severe
exposure phenomena, the proposed method cannot effectively
suppress the exposed regions, which are usually considered as
rich details and preserved into the fused image. We suggest
that this is mainly because the proposed method does not have
high-level semantic supervision and can only reconstruct images
from the pixel level. In the future, we will explore high-level
semantic supervision to address this challenge.
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Fig.9. Visualized comparison of the proposed fusion method (STFNet) with nine state-of -the-art methods on the nighttime’ 00882 N’ image pair of the M SRS[26]

dataset.

Fig. 10.

Fig. 11.

V. CONCLUSION

In this paper, we present a novel one-stage self-supervised
method for fusing infrared and visible images, called STFNet.
Unlike existing hand-designed and convolution based fusion
strategies, our method leverages the Transformer-based feature
fusion network which alows us to train the encoder and de-
coder end-to-end for optimal fusion performance. Our proposed
method utilizes multi-head self-attention and multi-head cross
attention to model the contextual relationships between the
infrared and visibleimages, whichiscrucial for theimagefusion

Visualized comparison of the proposed fusion method (STFNet) with nine state-of-the-art methods on the * 190066’ image pair of the LLVIP [65] dataset.

Visualized comparison of the proposed fusion method (STFNet) with nine state-of-the-art methods on the * 210021’ image pair of the LLVIP [65] dataset.

task. Additionally, we design afeature align network to address
the slight misalignment problem that can arise during the fusion
process. This module helps to effectively reduce artifacts in the
fused images. To ensure end-to-end training of our fusion model,
we propose a self-supervised multi-task loss that includes three
loss functions: structural similarity loss, frequency consistency
loss, and Fourier spectral consistency loss. These three losses
work together to enhance the fusion performance from different
perspectives. Extensive experiments conducted on four widely
used image fusion datasets have demonstrated the effectiveness
of our proposed method. The results show that STFNet achieves
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competitive performance compared with existing state-of-the-
art fusion methods in terms of both qualitative and quantitative
evaluations. In the future, we will explore more compact and
effective Transformer architecture and stronger detail constrain
for getting better fused results. In addition, large-scale unaligned
image fusion is more practical, and we will study a unified
framework for alignment and fusion.
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