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Abstract

Most existing chain-of-thought (CoT) prompt-001
ing methods suffer from the issues of gener-002
alizability and consistency, as they often rely003
on instance-specific solutions that may not be004
applicable to other cases and lack task-level005
consistency in their reasoning steps. To ad-006
dress these limitations, we propose a compre-007
hensive framework, StrategyLLM, harnessing008
the capabilities of LLMs to tackle various tasks.009
The framework improves generalizability by010
formulating general problem-solving strategies011
and enhances consistency by producing con-012
sistent solutions using these strategies. Strate-013
gyLLM employs four LLM-based agents: strat-014
egy generator, executor, optimizer, and eval-015
uator, working together to generate, evaluate,016
and select promising strategies for a given task017
automatically. The experimental results demon-018
strate that StrategyLLM outperforms the com-019
petitive baseline CoT-SC that requires human-020
annotated solutions on 13 datasets across 4021
challenging tasks without human involvement,022
including math reasoning (39.2% → 43.3%),023
commonsense reasoning (70.3% → 72.5%), al-024
gorithmic reasoning (51.7% → 62.0%), and025
symbolic reasoning (30.0% → 79.2%)1.026

1 Introduction027

Recent advances in large language models (LLMs)028

have facilitated the development of prompting tech-029

niques (Liu et al., 2023a; Wei et al., 2022; Kojima030

et al., 2022; Chu et al., 2023). In particular, chain-031

of-thought (CoT) prompting methods (Wei et al.,032

2022; Chen et al., 2023c; Fu et al., 2023; Wang033

et al., 2023c), which condition LLMs on a few task034

examples with step-by-step solutions, guide LLMs035

to break down complex reasoning processes into036

simpler steps. These approaches have markedly im-037

proved performance compared to standard few-shot038

prompting across a variety of tasks.039

1Code will be publicly available.

Despite their potential, current CoT approaches 040

employing few-shot prompts with instance-specific 041

solutions may face challenges in terms of gener- 042

alizability and consistency. Concerning generaliz- 043

ability, the solution can be highly specific to the 044

question in each instance, limiting its applicability 045

to other cases. For example, as illustrated in Figure 046

1, a solution for a particular system of linear equa- 047

tions with two variables may not provide valuable 048

insights for addressing another system with three 049

variables. Furthermore, the solutions in different 050

instances within the few-shot prompt may exhibit 051

a lack of task-level consistency, which complicates 052

the process for LLMs to develop effective strate- 053

gies for new instances. As demonstrated in Figure 054

1, the two specific solutions are based on different 055

approaches: Solution 1 employs expression substi- 056

tution, while Solution 2 utilizes equation subtrac- 057

tion, which may not provide consistent guidance 058

for LLMs to solve new instances. Deriving an ef- 059

fective strategy that can solve all systems of linear 060

equations from them can be challenging. To ad- 061

dress these limitations, it is crucial to incorporate 062

effective problem-solving strategies and develop 063

consistent strategy-based solutions within few-shot 064

prompts. Figure 1 presents an effective strategy, 065

i.e., Gaussian Elimination Method, offering gen- 066

eralizable steps applicable to any system of linear 067

equations. By providing this strategy and consis- 068

tently applying it across various instances in the 069

few-shot prompt, LLMs can be better equipped to 070

generate effective solutions for new task instances. 071

In this paper, we propose StrategyLLM, a versa- 072

tile framework leveraging the capabilities of LLMs 073

to tackle various tasks. StrategyLLM enables 074

LLMs to reason inductively, i.e., deriving general 075

strategies from specific instances, and deductively, 076

i.e., applying general strategies to particular ex- 077

amples, to automatically generate strategy-based 078

few-shot prompts. An example of strategy-based 079

prompts can be seen in Figure 3. The inductive rea- 080
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Solution 1: First, solve for 𝑦 from the first 
equation: 𝑦 = (5 − 𝑥)/2. Then substitute this 
expression into the second equation: 3𝑥 −
(5 − 𝑥)/2 = 8. Solve for 𝑥 : 𝑥 = 3. Now 
substitute 𝑥 back into the first equation: 𝑦 =
5 − 3 /2 = 1.

Solution 2: Subtracting the second equation 
from the first equation: 𝑦 = (8 − 2)/3 = 2. 
Now substitute 𝑦 into the second equation: 
𝑥 = 2 + 2 = 4. 

Specific Solutions

1. Write the augmented matrix of the system of linear equations.
2. Perform row operations to transform the matrix into an upper 
triangular matrix. The row operations include: …
3. Perform back-substitution to find the solution. 

Strategy (Gaussian Elimination Method)

Question 1: 

/𝑥 + 2𝑦 = 5
3𝑥 − 𝑦 = 8

Question 2: 

/𝑥 + 2𝑦 = 8
𝑥 − 𝑦 = 2

Questions

Solution 1: 1. Augmented matrix: 1 2
3 −1

5
8

2. Row operations: subtracting 3 times the first row from the 
second row 1 2

0 −7
5
−7 . Now we have an upper triangular matrix.

3. Back-substitution: 𝑦 = −7/−7 = 1    𝑥 = (5 − 2 ∗ 1)/1 = 3

Solution 2: 1. Augmented matrix: 1 2
1 −1

8
2

2. Row operations: subtracting the first row from the second row
1 2
0 −3

8
−6 . Now we have an upper triangular matrix.

3. Back-substitution: 𝑦 = −6/−3 = 2    𝑥 = (8 − 2 ∗ 2)/1 = 4

Strategy-based Solutions

Solving a system of 
linear equations

Task

 4
𝑥 + 𝑦 + 𝑧 = 7
2𝑥 − 𝑦 + 𝑧 = 1
3𝑥 + 2𝑦 − 𝑧 = 1

New Question

……

Specific Solution

1. Augmented matrix: …
2. Row operations: …
3. Back-substitution: …

Strategy-based Solution

Applying the strategy!How to solve?

Figure 1: Comparison of specific solutions and strategy-based solutions.

soning process enhances generalizability by formu-081

lating general problem-solving strategies, while the082

deductive reasoning process improves consistency083

by producing consistent solutions using a given084

strategy. Developing effective problem-solving085

strategies is crucial to the success of our frame-086

work. To achieve this, we design StrategyLLM as087

a multi-agent collaboration framework comprising088

four LLM-based agents—strategy generator, execu-089

tor, optimizer, and evaluator. These agents work090

together to generate, evaluate, and select promising091

strategies for addressing a given problem. Through092

the collaboration of these intelligent agents, our093

framework is capable of autonomously producing094

effective strategies for various tasks and eliminat-095

ing the need for human involvement.096

We conduct comprehensive evaluations of Strat-097

egyLLM on 13 datasets across 4 challenging tasks:098

math reasoning, commonsense reasoning, algorith-099

mic reasoning, and symbolic reasoning. The experi-100

mental results reveal the following key findings: (1)101

StrategyLLM outperforms competitive baselines102

on all tasks without using any human-annotated103

reasoning processes; (2) StrategyLLM is capable104

of producing multiple complementary strategies105

for complex and diverse tasks; (3) StrategyLLM is106

robust to different LLMs and groups of task exam-107

ples. These findings demonstrate the potential of108

StrategyLLM as an effective, efficient, and reliable109

problem-solving framework.110

2 StrategyLLM111

Our objective is to develop a comprehensive112

problem-solving framework that can efficiently and113

effectively address various tasks. To achieve this,114

we propose a multi-agent collaboration framework 115

that harnesses the power of LLMs to automatically 116

generate and select promising strategies. 117

2.1 Multi-Agent Collaboration Framework 118

Overview As presented in Figure 2, our frame- 119

work consists of four key agents: strategy generator, 120

strategy executor, strategy optimizer, and strategy 121

evaluator. Initially, the strategy generator produces 122

a pool of strategies based on their understanding of 123

the target task. Next, the strategy executor applies 124

each strategy to a set of task examples to obtain 125

its execution result and computes its execution ac- 126

curacy. Qualified strategies, i.e., strategies whose 127

execution accuracy is larger than or equal to a pre- 128

defined threshold, are cached with their execution 129

results and execution accuracy. If the number of 130

qualified strategies is smaller than a pre-defined 131

number k, the optimizer will optimize unqualified 132

strategies based on their execution results. These 133

updated strategies will be sent to the strategy ex- 134

ecutor for the next iteration. This process may 135

iterate several times until we have enough quali- 136

fied strategies or the maximum iteration number is 137

reached. Afterwards, we rank all cached strategies 138

based on their execution accuracy and retain top k 139

candidate strategies. Finally, the strategy evaluator 140

evaluates all candidate strategies using a validation 141

set. The prompts of the strategy generator, executor, 142

and optimizer are in Appendix B. Typically, only a 143

few task examples, i.e., less than 10, are used for 144

strategy generation, execution, and optimization, 145

making our framework highly efficient. 146

Notations We use p, q, st, so, and a to denote the 147

prompt, question, strategy, solution, and answer, 148
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The task is to solve diverse math word problems.

Task Definition

Question 1: …  Answer 1: …
……
Question 8: …   Answer 8: …

Task Examples

Strategy Generator

Strategy 1: 1. Identify the given information …
……
Strategy n: 1. Understand the problem by …

Strategies

Strategy 
Executor

Strategy 1: …   Execution Result 1: …
Strategy 3: … Execution Result 3: …
……

Qualified Strategies
Execution Accuracy >= Threshold

Strategy 2: …   Execution Result 2: …
Strategy 5: … Execution Result 5: …
……

Unqualified Strategies
Execution Accuracy < Threshold

Strategy 
Evaluator

Strategy 
Optimizer

Strategy 2: …   Strategy 5: … 
……

Updated Strategies

Cache
Top k

If |Cache| < k

Figure 2: Overview of StrategyLLM. The letter k denotes the pre-defined number of candidate strategies.

respectively. During inference, given a question q,149

the language model M : (p, q) → (so, a) gener-150

ates a solution so and an answer a for it conditioned151

on the prompt p. We denote the target task as t, its152

definition as d, and the set of task examples as E .153

Each example in E is a (q, a) pair.154

Strategy Generator G The strategy generator,155

represented as G : (E , d, n) → {stj}nj=1, aims156

to generate n diverse strategies for the target task157

t based on a set of task examples E and the task158

definition d using temperature sampling.159

Strategy Executor X The strategy executor, de-160

noted as X : (E , d, st) → (Rst, eaccst), writes161

solutions to a set of task examples E follow-162

ing the strategy st to obtain the execution result163

Rst = {(q, so, a)}|E|i=1 of st. The execution ac-164

curacy eaccst is calculated as the proportion of165

examples whose solutions yield correct answers,166

reflecting the degree of alignment between the strat-167

egy and task. Therefore, we select strategies with168

high execution accuracy as qualified strategies.169

Strategy Optimizer O The strategy optimizer,170

represented as O : (E , d, st,Rst) → sto, optimize171

the strategy st according to its execution result172

Rst to obtain the updated strategy sto. Firstly, the173

strategy optimizer O analyzes why some solutions174

in Rst are not correct and provides suggestions for175

improving st. Secondly, it modifies st to obtain176

sto based on the analysis and suggestions.177

Strategy Evaluator E We select top k candi-178

date strategies according to the execution accuracy.179

However, to ensure efficiency, we use a limited180

number of task examples for execution, making the181

execution accuracy not a very informative metric182

for choosing strategies. Therefore, we introduce a183

strategy evaluator to further evaluate the candidate184

strategies on a validation set V . This process only185

requires to perform inference once for each candi- 186

date strategy and is efficient. The strategy evaluator, 187

denoted as E : (st,Rst,V) → vaccst, computes 188

the validation accuracy vaccst of the strategy st 189

on V . To achieve this, it constructs the strategy- 190

based few-shot prompt pst = (st,Rst) and con- 191

ducts inference on V using pst. An example of 192

strategy-based prompts is presented in Figure 3. 193

The validation accuracy vaccst is calculated as the 194

percentage of validation examples whose answers 195

are correct, reflecting the effectiveness of st in real- 196

world scenarios. Strategies with high validation 197

accuracy can be used for inference. 198

2.2 Inference 199

Through collaborative efforts among multiple 200

agents, we have obtained multiple candidate strate- 201

gies, each with their corresponding validation ac- 202

curacy. Depending on the task at hand, we can 203

select one or more strategies with high validation 204

accuracy for inference. For simple or specific tasks, 205

a single optimal strategy may exist, making it suffi- 206

cient to use only one strategy. However, for com- 207

plex or diverse tasks, it is unlikely to find a strategy 208

with absolute superiority. In such cases, combining 209

multiple strategies for inference is more appropri- 210

ate, as they may possess complementary strengths. 211

To harness the strengths of multiple strategies, we 212

employ two methods. The first method involves tak- 213

ing a majority vote on all answers obtained by mul- 214

tiple strategies, akin to the self-consistency (SC) 215

method (Wang et al., 2023c). The second method 216

requires LLMs to determine the final answer by 217

comprehensively considering the solutions derived 218

from multiple strategies in a zero-shot (ZS) manner, 219

making it more suitable for complex and diverse 220

tasks. We denote the first and second methods 221

as StrategyLLM-SC and StrategyLLM-ZS, respec- 222

tively. The prompt for the second approach is pro- 223
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Question: Jason had 20 lollipops. He gave 
Denny some lollipops. Now Jason has 12 lollipops. 
How many lollipops did Jason give to Denny?
Answer: The answer is 8.
……

Standard Prompt

Question: Jason had 20 lollipops. He gave 
Denny some lollipops. Now Jason has 12 lollipops. 
How many lollipops did Jason give to Denny?
Solution: Jason started with 20 lollipops. Then he 
had 12 after giving some to Denny. So he gave 
Denny 20 - 12 = 8.
Answer: The answer is 8.
……

CoT Prompt

Strategy:
1. Identify the given information in the word problem
2. Determine the desired information or what needs to be calculated
3. Identify the mathematical operation needed to solve the problem
4. Calculate the solution using the given information and the appropriate mathematical operation
5. Verify the solution by checking if it satisfies the conditions stated in the problem

Question: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. 
How many lollipops did Jason give to Denny?
Solution: 1. Given information: Jason had 20 lollipops and now he has 12 lollipops.
2. Desired information: Number of lollipops Jason gave to Denny.
3. Mathematical operation: Subtraction.
4. Calculation: find the difference between the initial and final number of lollipops: 20 - 12 = 8.
5. Verification: If Jason had 20 lollipops and gave 8 to Denny, he would have 12 lollipops left.
Answer: The answer is 8.
……

Strategy-based Prompt

Figure 3: Comparison of the strategy-based, standard, and chain-of-thought (CoT) (Wei et al., 2022) prompt.

vided in Appendix C.224

3 Experiments225

3.1 Experimental Setup226

Evaluation Tasks and Datasets We evaluate227

StrategyLLM on a variety of tasks:228

• Math Reasoning: We use the GSM8K dataset229

(Cobbe et al., 2021) and seven datasets of differ-230

ent subjects, namely, Algebra (AL), Prealgebra231

(PA), Intermediate Algebra (IA), Counting and232

Probability (CP), Number Theory (NT), Geome-233

try (GE), and Precalculus (PC), from the MATH234

benchmark (Hendrycks et al., 2021). GSM8K235

contains diverse grade school math problems,236

while MATH comprises challenging problems237

from mathematics competitions that require more238

than standard K-12 mathematics tools.239

• Commonsense Reasoning: We employ Strate-240

gyQA (Geva et al., 2021) and the Date Under-241

standing (DU) task from Big-Bench Hard (Suzgun242

et al., 2023; collaboration, 2023). StrategyQA ne-243

cessitates inferring a multi-hop strategy to answer244

questions, while the DU task involves deducing a245

date from a given context.246

• Algorithmic Reasoning: We adopt the Word247

Sorting (WS) task and the Multi-step Arithmetic248

(MA) task from Big-Bench Hard (Suzgun et al.,249

2023; collaboration, 2023). The WS task involves250

sorting a list of words lexicographically, and the251

MA task requires solving multi-step equations252

with basic arithmetic operations.253

• Symbolic Reasoning: We utilize the Last Letter254

Concatenation (LLC) task from Wei et al. (2022),255

which requires concatenating the last letters of256

words in a sequence. In the few-shot prompt, the257

model only sees examples with two words. To258

evaluate the generalization abilities of different 259

methods, we construct three out-of-distribution 260

test sets (LLC-4, LLC-8, and LLC-16) with 4, 8, 261

and 16 words in a sequence, respectively. 262

Baselines We conduct experiments in the few- 263

shot setting and compare StrategyLLM with the 264

following baselines: 265

• Standard Prompting (SP): SP is the most direct 266

approach for problem-solving. In SP, the prompt 267

p contains a set of question-answer pairs without 268

intermediate reasoning steps. 269

• Chain-of-Thought (CoT) Prompting (Wei et al., 270

2022): CoT incorporates step-by-step solutions 271

for questions in the prompt p to elicit the multi- 272

step reasoning capabilities of LLMs. We use 273

few-shot CoT prompts from Wei et al. (2022) for 274

GSM8K, StrategyQA, DU, and LLC, and prompts 275

from Suzgun et al. (2023) for WS and MA. For 276

MATH datasets, we create few-shot CoT prompts 277

by randomly sampling 4 examples from each 278

dataset’s training set since these datasets contain 279

human-annotated solutions. The CoT prompts for 280

these datasets are in Appendix F. 281

• Self-Consistency with CoT (CoT-SC) (Wang 282

et al., 2023c): CoT-SC generates a set of solu- 283

tions using CoT via temperature sampling to ob- 284

tain multiple answers. Subsequently, it takes a 285

majority vote over these answers to determine the 286

final answer. For experiments, we sample 3 rea- 287

soning paths using temperature sampling with a 288

temperature of 0.7. 289

• SolutionLLM: We construct this baseline to lever- 290

age LLMs to directly write the solution for each 291

example in the few-shot prompts using greedy de- 292

coding, without using any strategies. The prompt 293

of SolutionLLM is in Appendix D. 294
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Methods GSM8K AL PA IA CP NT GE PC Avg

SP 31.0 24.5 50.0 17.5 27.0 20.5 21.0 20.5 26.5
SolutionLLM 64.5 59.5 56.5 13.5 33.0 33.0 28.0 19.5 38.4
CoT 69.0 53.5 57.5 15.0 33.5 28.0 23.0 20.0 37.4
CoT-SC 76.0 57.0 62.0 16.5 34.5 28.0 24.5 15.0 39.2

StrategyLLM 72.5 52.0 57.5 18.0 35.0 29.5 24.5 22.5 38.9
StrategyLLM-SC 75.0 58.5 61.5 18.0 38.5 30.5 28.0 24.0 41.8
StrategyLLM-ZS 76.0 63.0 65.5 19.0 39.0 32.5 28.5 22.5 43.3

Table 1: Experimental results on the math reasoning task.

Methods
Commonsense Algorithmic Symbolic

StrategyQA DU Avg WS MA Avg LLC-4 LLC-8 LLC-16 Avg

SP 56.5 48.5 52.5 73.3 0.7 37.0 0 0 0 0
SolutionLLM 59.5 52.0 55.8 74.7 26.7 50.7 81.5 25.5 0 35.7
CoT 64.0 70.5 67.3 67.2 42.0 54.6 68.5 22.0 0 30.2
CoT-SC 70.0 70.5 70.3 61.3 42.0 51.7 68.0 22.0 0 30.0

StrategyLLM 67.5 68.5 68.0 80.0 41.3 60.7 98.0 86.5 51.5 78.7
StrategyLLM-SC 71.0 74.0 72.5 79.3 44.7 62.0 98.0 87.0 52.5 79.2
StrategyLLM-ZS 70.0 72.5 71.3 78.7 42.0 60.4 98.0 86.0 44.0 76.0

Table 2: Experimental results on the commonsense, algorithmic, and symbolic reasoning tasks.

Implementation Details We employ GPT-3.5295

(gpt-3.5-turbo-16k-0613) (OpenAI, 2023b) as the296

language model for our experiments, serving as the297

backend for the strategy generator, executor, opti-298

mizer, and evaluator. For a fair comparison with299

baselines such as CoT, we use the same examples in300

their few-shot prompts for strategy generation, exe-301

cution, and optimization. Typically, the number of302

task examples |E| ranges from 3 to 8. The strategy303

generator creates n = 30 strategies using tempera-304

ture sampling with a temperature of 1. The strategy305

executor, optimizer, and evaluator employ greedy306

decoding with a temperature of 0. The threshold of307

the execution accuracy for all datasets is set to 0.75,308

except for the CP and GE datasets. Their thresh-309

olds are set to 0.5 due to the challenging examples310

in their few-shot prompts. We retain k = 10 candi-311

date strategies for validation, selecting the top 1 or312

3 strategies with the highest validation accuracy for313

inference. This allows us to demonstrate the perfor-314

mance of the optimal strategy and the benefits of315

using multiple strategies. We adopt greedy decod-316

ing for inference. Details of the strategies for each317

dataset can be found in Appendix E. The validation318

set size is 100 for all the datasets. For datasets with319

over 200 test examples, we randomly sample 200320

examples for testing to reduce API costs.321

3.2 Main Results 322

Tables 1 and 2 present the experimental results of 323

StrategyLLM and several baselines across four rea- 324

soning tasks. We have the following observations: 325

• StrategyLLM is an effective and efficient frame- 326

work for problem-solving. StrategyLLM us- 327

ing multiple strategies, i.e., StrategyLLM-SC 328

and StrategyLLM-ZS, outperforms all baselines 329

across the four reasoning tasks. Furthermore, 330

StrategyLLM employing the optimal strategy 331

consistently outperforms CoT. Moreover, Strat- 332

egyLLM automatically generates and selects ef- 333

fective strategies for tackling various tasks with- 334

out human expertise, while CoT relies on human- 335

annotated examples for each task. 336

• Explicitly incorporating effective strategies sig- 337

nificantly enhance the out-of-distribution (OOD) 338

generalization abilities of LLMs. StrategyLLM 339

substantially outperforms CoT on the three OOD 340

test sets of the LLC task, demonstrating the gen- 341

eralizability of effective strategies. 342

• Combining multiple strategies brings obvious ben- 343

efits on complex or diverse tasks. The perfor- 344

mance of StrategyLLM is significantly improved 345

by combining multiple strategies on the math 346
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Methods AL-1 AL-2 AL-3 AL-Avg CP-1 CP-2 CP-3 CP-Avg

SP 24.5 34.0 24.5 27.7 27.0 23.5 31.0 27.2
SolutionLLM 59.5 53.5 55.5 56.2 33.0 31.0 31.5 31.8
CoT 53.5 55.0 53.5 54.0 33.5 31.0 34.0 32.8
CoT-SC 57.0 58.5 60.0 58.5 34.5 32.5 31.0 32.7

StrategyLLM 52.0 56.5 52.5 53.7 35.0 39.0 37.5 37.2
StrategyLLM-SC 58.5 60.0 59.0 59.2 38.5 40.5 39.5 39.5
StrategyLLM-ZS 63.0 60.5 58.0 60.5 39.0 41.5 39.5 40.0

Table 3: Experimental results on two math reasoning datasets, namely AL and CP, with different groups of examples.

and commonsense reasoning tasks. The bene-347

fits of leveraging multiple strategies on simpler348

or more specific tasks, i.e., symbolic and algo-349

rithmic reasoning, is less significant. These ob-350

servations indicate that there are multiple com-351

plementary strategies for diverse or complex352

tasks. Furthermore, StrategyLLM-ZS outper-353

forms StrategyLLM-SC on the math reasoning354

task, showing that allowing LLMs to determine355

the answer is more appropriate for intricate tasks.356

• Compared with random sampling, explicitly us-357

ing multiple strategies to obtain multiple solu-358

tions is more reliable. StrategyLLM-SC achieves359

consistently better performance than CoT-SC on360

all tasks. Moreover, CoT-SC using tempera-361

ture sampling to obtain multiple solutions suffers362

from the randomness issue, while the results of363

StrategyLLM-SC are reproducible.364

4 Analysis365

Evaluating the robustness of StrategyLLM We366

conduct an investigation to assess the robustness of367

our StrategyLLM framework with respect to vary-368

ing groups of examples. For this purpose, we select369

two math reasoning datasets with diverse examples,370

namely AL and CP, and randomly sample three371

distinct groups of examples from their respective372

training sets. The results, as presented in Table373

3, indicate that StrategyLLM consistently delivers374

satisfactory performance across all three example375

groups on both datasets. Notably, StrategyLLM-ZS376

outperforms all other methods under consideration.377

These findings suggest that StrategyLLM is a ro-378

bust and reliable framework for problem-solving.379

Examining the optimization process In our380

primary experiments, the strategy generator ini-381

tially produces 30 strategies, and we aim to ob-382

tain 10 qualified strategies for validation. For com-383

plex datasets, it is difficult to directly acquire 10384

Iteration CP StrategyQA MA

1 7 9 6
2 12 10 9
3 - - 10

Optimal 2 1 2

Table 4: Total count of qualified strategies achieved
in each iteration of the optimization process and the
specific iteration when the optimal strategy is attained.

qualified strategies without optimization. Table 4 385

presents the optimization process for three chal- 386

lenging datasets: CP from the mathematical rea- 387

soning task, StrategyQA from the commonsense 388

reasoning task, and MA from the algorithmic rea- 389

soning task, along with the iteration in which the 390

optimal strategy (i.e., the strategy with the highest 391

validation accuracy) is obtained. It is evident that 392

the strategy optimizer plays a vital role in obtain- 393

ing more qualified strategies and superior strategies, 394

indicating its significance in our framework. 395

Assessing the complementarity of strategies To 396

this end, we combine multiple strategies to derive 397

various solutions and ascertain the answer by major- 398

ity voting. Specifically, we employ the top 1, 3, 5, 399

7, and 9 strategies for the CP, StrategyQA, and MA 400

datasets. Figure 4 unveils the following observa- 401

tions: (1) StrategyLLM-SC consistently surpasses 402

CoT-SC on all three datasets when employing mul- 403

tiple solutions, suggesting that explicitly introduc- 404

ing diverse strategies to obtain solutions is bene- 405

ficial; (2) Combining multiple strategies outper- 406

forms the utilization of a single strategy across all 407

three datasets, implying that multiple complemen- 408

tary strategies exist in most scenarios; (3) Incorpo- 409

rating additional strategies generally demonstrates 410

advantageous. However, this does not guarantee 411

enhancement in performance, as it relies on the ef- 412

fectiveness of the newly introduced strategies and 413
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1 3 5 7 9

35

40

Number of solutions

StrategyLLM-SC

CoT-SC

(a) CP

1 3 5 7 9

64

66

68

70

72

Number of solutions

StrategyLLM-SC

CoT-SC

(b) StrategyQA

1 3 5 7 9

42

44

46

Number of solutions

StrategyLLM-SC

CoT-SC

(c) MA

Figure 4: Performance of StrategyLLM-SC and CoT-SC on the CP, StrategyQA, and MA datasets.

Methods CP StrategyQA MA Avg

Inconsistent Prompt 29.0 56.5 37.3 40.9
StrategyLLM 35.0 67.5 41.3 47.9

Table 5: Results of StrategyLLM using the optimal strat-
egy and the method employing inconsistent prompts.

their complementarity with pre-existing strategies.414

Examining the impact of prompt consistency415

The influence of prompt consistency is examined416

across the CP, StrategyQA, and MA datasets. For417

each test example within a particular dataset, an in-418

consistent few-shot prompt is constructed by incor-419

porating multiple strategies dynamically. Specif-420

ically, the top 3 strategies are applied randomly421

and uniformly to the examples in the prompt. As a422

result, the prompt does not provide consistent guid-423

ance for LLMs, and LLMs need to select the most424

suitable strategy for each test example based on425

their comprehension of these strategies and the test426

example itself. Table 5 displays the comparative427

results between this approach and StrategyLLM428

employing the optimal strategy. It is evident that429

the method utilizing inconsistent prompts performs430

significantly worse than StrategyLLM, suggesting431

that automatically determining the most appropri-432

ate strategy for each test example is quite chal-433

lenging. Consequently, consistently applying an434

effective strategy to diverse examples within the435

prompt is advantageous.436

Evaluating the effectiveness of StrategyLLM437

with advanced LLM To explore this aspect, we438

leverage GPT-4 (gpt-4-0613) (OpenAI, 2023a) as439

the underlying LLM of our StrategyLLM frame-440

work. We conduct experiments on the CP, Strat-441

egyQA, and MA datasets from three distinct rea-442

soning tasks. The results, as illustrated in Table 6,443

Methods CP StrategyQA MA Avg

SP 29.0 71.5 1.3 33.9
SolutionLLM 52.0 75.5 46.7 58.1
CoT 49.5 80.5 46.0 58.7
CoT-SC 54.5 83.5 46.7 61.6

StrategyLLM 52.5 81.5 48.0 60.7
StrategyLLM-SC 56.0 83.5 48.0 62.5
StrategyLLM-ZS 58.0 83.0 48.0 63.0

Table 6: Experimental results of GPT-4 on the CP, Strat-
egyQA, and MA datasets.

reveal that StrategyLLM consistently outperforms 444

baselines across all three datasets, indicating that 445

integrating effective strategies for constructing few- 446

shot prompts can bring considerable advantages, 447

even when applied to the most advanced LLM. 448

Identifying the influential factors in strategy 449

generation We examine two crucial factors: the 450

LLM and the task examples using the AL and CP 451

datasets, as they contain diverse examples. Firstly, 452

we apply GPT-3.5 and GPT-4 to the same set of 453

examples, denoted as GPT-3.5-1 and GPT-4-1, re- 454

spectively. Secondly, we apply GPT-3.5 to three 455

distinct sets of examples, denoted as GPT-3.5-1, 456

GPT-3.5-2, and GPT-3.5-3, respectively. For each 457

combination of an LLM and a set of examples, we 458

employ the strategy generator to produce 30 strate- 459

gies and map them to high-dimensional embed- 460

dings using the OpenAI embedding model API2. 461

Following this, we employ t-SNE (van der Maaten 462

and Hinton, 2008) to visualize these embeddings 463

in a two-dimensional map. Figure 5 reveals the 464

following insights: (1) The points corresponding to 465

2https://platform.openai.com/docs/guides/
embeddings/what-are-embeddings. Specifically, we
utilize the text-embedding-ada-002 model.
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Figure 5: Visualization of strategy embeddings corre-
sponding to different LLMs and groups of examples.

the strategies of GPT-3.5-1, GPT-3.5-2, and GPT-466

3.5-3 are intermingled; (2) The points correspond-467

ing to GPT-4-1 are relatively distinct compared to468

the previous three sets of points. These observa-469

tions imply that the LLM exerts a more significant470

influence on strategy generation than the examples.471

5 Related Work472

Prompting LLMs for Problem Solving The473

prominent chain-of-thought (CoT) prompting ap-474

proach (Wei et al., 2022) has inspired a variety475

of prompting methods aimed at enhancing the476

problem-solving abilities of LLMs. These meth-477

ods include using programming languages to de-478

scribe the reasoning process (Chen et al., 2023c;479

Gao et al., 2023; Lyu et al., 2023), representing480

the reasoning process with complex structures such481

as trees or graphs (Yao et al., 2023; Besta et al.,482

2023; Sel et al., 2023; Zhang et al., 2023a), apply-483

ing task decomposition (Zhou et al., 2023a; Khot484

et al., 2023; Press et al., 2023; Chen et al., 2023a),485

implementing self-correction with automatic feed-486

back (Li et al., 2023a; Madaan et al., 2023; Miao487

et al., 2023; Chen et al., 2023b,d), and combining488

different prompting techniques (Liu et al., 2023b;489

Zhou et al., 2023b). However, most of these ap-490

proaches require manual annotation of reasoning 491

processes, limiting their generalizability and flex- 492

ibility. By comparison, our StrategyLLM frame- 493

work can automatically construct strategy-based 494

few-shot prompts for any task, ensuring gener- 495

alizable and consistent solutions following effec- 496

tive strategies. This approach sets it apart from 497

existing automatic prompt construction methods 498

(Zhang et al., 2023b; Shum et al., 2023; Xu et al., 499

2023), which may generate inconsistent solutions 500

within the prompt. The plan-and-solve prompt- 501

ing method (Wang et al., 2023b) aims to address 502

missing-step errors by requesting LLMs to gener- 503

ate a plan before solving a specific example in a 504

zero-shot manner. The plan is instance-specific and 505

significantly different from the task-solving strat- 506

egy. The learning-to-program approach (Guo et al., 507

2023) learns a text program for each task to assist 508

LLMs in problem-solving. The program, which is 509

not necessarily a strategy, can be any instruction 510

helpful for solving the task. Moreover, it demands 511

a large training and validation set during the learn- 512

ing process, resulting in high costs. In contrast, our 513

framework is efficient and cost-effective. 514

LLM-based Autonomous Agents The adoption 515

of autonomous agents driven by LLMs across var- 516

ious disciplines is revolutionizing our methodolo- 517

gies for tackling problems, making decisions, and 518

fostering innovation (Wang et al., 2023a; Xi et al., 519

2023). These agents have been utilized to enhance 520

the reasoning capabilities of LLMs (Wang et al., 521

2023d; Liang et al., 2023; Du et al., 2023), con- 522

tribute to social simulation (Park et al., 2023; Li 523

et al., 2023b; Lin et al., 2023; Kovač et al., 2023), 524

and advance software development (Qian et al., 525

2023; Hong et al., 2023; Dong et al., 2023). In this 526

paper, we employ multiple LLM-based agents to 527

collaborate in the generation, execution, optimiza- 528

tion, and evaluation of problem-solving strategies. 529

6 Conclusion 530

In this paper, we propose StrategyLLM, a multi- 531

agent collaboration framework that harnesses the 532

power of LLMs for effective and efficient problem- 533

solving. Comprehensive evaluations on four chal- 534

lenging tasks, namely math reasoning, common- 535

sense reasoning, algorithmic reasoning and sym- 536

bolic reasoning, demonstrate the effectiveness and 537

reliability of our framework. Additional analysis 538

shows that our framework is robust to different 539

LLMs and groups of task examples. 540
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Limitations541

A limitation of our StrategyLLM framework is542

that the generated strategy-based few-shot prompts543

can often be longer than traditional CoT prompts,544

which may result in higher token usage during infer-545

ence. Developing techniques to compress the gen-546

erated strategy-based prompts without losing their547

effectiveness could help reduce token usage during548

inference. This may involve exploring more con-549

cise representations of strategies or utilizing sum-550

marization techniques to shorten the prompts while551

preserving their essential information. Moreover,552

the current framework generates strategies based553

on the provided task examples. However, it may554

be possible to further refine these strategies using555

additional information, such as expert knowledge556

or external resources. Future work could investi-557

gate methods for incorporating such information to558

improve the quality of the generated strategies.559
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Methods CP StrategyQA MA Avg

GPT-3.5 → GPT-3.5 38.5 71.0 44.7 51.4
GPT-4 → GPT-3.5 34.0 71.0 46.7 50.6

GPT-4 → GPT-4 56.0 83.5 48.0 62.5
GPT-3.5 → GPT-4 56.0 79.5 43.3 59.6

Table 7: Performance of StrategyLLM-SC of applying
the optimal strategies of an LLM to another.

A More Analysis793

Upper limit of accuracy with multiple strategies794

The upper limit of utilizing multiple strategies can795

be determined by calculating the coverage, which796

is defined as the percentage of examples that can797

be accurately solved by at least one strategy. The798

coverage represents the maximum potential accu-799

racy achievable with multiple strategies. Figure 6800

illustrates the coverage and accuracy (i.e., through801

a majority vote) of the StrategyLLM using multiple802

strategies on the CP, StrategyQA, and MA datasets.803

The following observations can be made: (1) There804

is a significant gap between accuracy and coverage,805

indicating that substantial performance improve-806

ments could be realized if the optimal strategy for807

each test example is selected rather than relying on808

a simple majority vote. (2) For complex or diverse809

tasks, such as mathematical or commonsense rea-810

soning, the incorporation of additional strategies811

considerably enhances the coverage. However, for812

relatively specific tasks, such as algorithmic reason-813

ing, the coverage plateaus after a limited number of814

strategies. This observation highlights the comple-815

mentary nature of multiple strategies for complex816

or diverse tasks.817

Assessing the transferability of strategies be-818

tween different LLMs To address this, we apply819

the optimal strategy-based prompts of an LLM to820

another for inference. Specifically, we evaluate821

StrategyLLM-SC by applying the optimal strategy-822

based prompts of GPT-4 to GPT-3.5 and vice versa.823

From Table 7, we can make the following obser-824

vations: (1) Employing optimal strategies from a825

different LLM, even if it is more advanced, yields826

suboptimal results on average, underscoring the ne-827

cessity of selecting strategies tailored to the target828

LLM; (2) The transferability of strategies created829

by GPT-4 surpasses that of GPT-3.5, as evidenced830

by the more pronounced decline in performance831

when applying strategies from GPT-3.5 to GPT-4.832

B Prompts of Strategy Generator, 833

Executor, and Optimizer 834

The prompts for the strategy generator and executor 835

are presented in Figure 7 and Figure 8, respectively. 836

For optimizing a strategy, the strategy optimizer 837

conducts the following tasks: (1) constructing the 838

examination result for each task example by com- 839

paring the answer extracted from its execution re- 840

sult and the gold answer, which is demonstrated in 841

Figure 9; (2) analyzing the examination results of 842

all provided task examples and providing sugges- 843

tions for improving the strategy using the prompt 844

in Figure 10; (3) modifying the strategy to obtain 845

an updated strategy based on the feedback, i.e., the 846

analysis and suggestions, leveraging the prompt in 847

Figure 11. 848

C Prompt for Answer Determination 849

The prompt is shown in Figure 12. 850

D Prompt of SolutionLLM 851

The prompt is presented in Figure 13. 852

E Strategies and Execution Results 853

Figures 14-26 provide the optimal strategies for 854

various datasets and their execution results on task 855

examples obtained by GPT-3.5. Figures 27-29 856

present the optimal strategies for various datasets 857

and their execution results on task examples ob- 858

tained by GPT-4. 859

F Chain-of-Thought Prompts for MATH 860

Datasets 861

Figures 30-38 demonstrate the chain-of-thought 862

prompts for the seven datasets from the MATH 863

benchmark. 864
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Figure 6: Coverage and accuracy of StrategyLLM using multiple strategies on the CP, StrategyQA, and MA datasets.

Strategy Generator

Task:
{task definition}

Some examples of the task are as follows:
{task examples}

Let’s understand the task and write a strategy that consists of a sequence of subtasks to solve the
task. For writing, you must satisfy the following requirements:
- Include all necessary subtasks.
- All subtasks are easy to solve.
- Subtasks are in an appropriate order.
- Do not include specific information in the examples.
- Make sure the strategy is general and concise.
The result must be a numbered list in the following format:
1. First subtask
2. Second subtask

Figure 7: Prompt of the strategy generator.
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Strategy Executor

Task:
{task definition}

Example of the task:
{example}

Strategy:
{strategy}

The strategy consists of a sequence of subtasks for solving the task. Please execute the strategy on
the provided example. For executing, you need to write a step-by-step solution to the example
based on the subtasks. The solution must satisfy the following requirements:
- Adjust and execute these subtasks for this example.
- Compute as many intermediate results as possible.
- The answer obtained from the solution must be the same as the original answer.
The result must be in the following format:
Question: Question in the provided example
Solution: Solution obtained based on the subtasks in the strategy
Answer: Answer in the provided example, which must include the string ‘The answer is ’

Figure 8: Prompt of the strategy executor.

Strategy Optimizer - Construction of Examination Result

Example:
{example}

Execution result obtained by executing the strategy on the example:
{execution result}

The answer extracted from the execution result is {predicted answer}, and the correct answer is
{gold answer}. They are {different or the same}.

Figure 9: Construction of the examination result for a task example.
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Strategy Optimizer - Analysis & Suggestion

Task:
{task definition}

Strategy:
{strategy}

Examination results obtained by executing the strategy on the provided examples of the task and
examining the execution results:
{examination results}

We can see that we do not get the correct answer after executing this strategy on some of the
provided examples. Please carefully analyze why the answers extracted from the execution results
of these examples are incorrect and provide suggestions for improving the strategy.

Figure 10: Analysis & Suggestion Prompt of the strategy optimizer.

Strategy Optimizer - Modification

Task:
{task definition}

Some examples of the task are as follows:
{task examples}

Original strategy to solve the task:
{original strategy}

Feedback:
{feedback}

You need to modify the original strategy based on the feedback to obtain a better strategy. The
newly obtained strategy must be a numbered list in the following format:
1. First subtask
2. Second subtask

Figure 11: Modification Prompt of the strategy optimizer.
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Answer Determination

Question:
{question}

Candidate Solutions:
{candidate solutions}

Please determine the final answer for the question based on the candidate solutions and their
corresponding answers. The output should be in the following format:
Final Answer: The final answer, which must include the string ‘The final answer is ’.

Figure 12: Prompt for answer determination.

SolutionLLM

Task:
{task definition}

Example of the task:
{example}

Please write a solution to the provided example. The answer obtained from the solution must be
the same as the original answer. The result must be in the following format:
Question: Question in the provided example
Solution: Solution to the question
Answer: Answer in the provided example, which must include the string ‘The answer is ’

Figure 13: Prompt of SolutionLLM.
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GSM8K

Strategy:
1. Identify the given information in the word problem (e.g. number of trees, number of cars,
amount of money).
2. Determine the desired information or what needs to be calculated (e.g. number of trees planted,
total number of cars, remaining amount of money).
3. Identify the mathematical operation needed to solve the problem (e.g. addition, subtraction,
multiplication).
4. Calculate the solution using the given information and the appropriate mathematical operation.
5. Verify the solution by checking if it satisfies the conditions stated in the problem.
6. Express the solution in the form of a sentence or statement that answers the question.
7. Repeat the process for each word problem given.

Executing the strategy on a task example:
Question: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How
many toys does he have now?
Solution:
1. Given information: Shawn has five toys.
2. Desired information: How many toys does Shawn have now?
3. Mathematical operation: Addition.
4. Calculation:
- Shawn received 2 toys from his mom: 5 + 2 = 7 toys
- Shawn received 2 toys from his dad: 7 + 2 = 9 toys
5. Verification: The solution satisfies the conditions stated in the problem.
6. Solution: Shawn has 9 toys now.
Answer: The answer is 9.

Figure 14: Strategy generated by GPT-3.5 for GSM8K and its execution on a task example.
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MATH-Algebra

Strategy:
1. Identify the given information in the problem. This includes any equations, values, or variables
that are provided.
2. Determine the goal of the problem. What is the unknown variable or calculation that needs to
be solved?
3. Simplify any given equations or expressions by performing any necessary operations or
simplifications, such as combining like terms or factoring.
4. Solve the equations or expressions to find the value of the unknown variable(s). This may
involve isolating the variable, applying algebraic rules, or using formulas.
5. Check the obtained solution(s) by substituting them back into the original equation(s) to see if
they satisfy the given conditions.
6. If required, apply any additional algebraic techniques, such as manipulating equations, graphing,
or using systems of equations, to solve for the unknown variable(s).
7. Write the final answer(s) in proper mathematical notation or use appropriate units if necessary.

Executing the strategy on a task example:
Question: Compute x8+12x4+36

x4+6
when x = 5.

Solution:
1. Given information: x = 5
2. Goal: Compute x8+12x4+36

x4+6
3. Simplify the expression:
x8+12x4+36

x4+6
= (x4+6)2

x4+6
4. Solve the expression:
(x4+6)2

x4+6
= x4 + 6

Substitute x = 5:
54 + 6 = 631
5. Check the obtained solution:
Substitute x = 5 into the original expression:
58+12(54)+36

54+6
= 39061

31 = 631 The obtained solution satisfies the original expression.
6. Final Answer: The answer is 631.
Answer: The answer is 631.

Figure 15: Strategy generated by GPT-3.5 for MATH-Algebra and its execution on a task example.
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MATH-Prealgebra

Strategy:
1. Understand the problem: Read and carefully analyze the given problem to understand the
requirements and constraints.
2. Identify the known and unknown information: Determine what information is provided and
what needs to be calculated or determined.
3. Translate the problem into mathematical equations or statements: Use appropriate mathematical
symbols, equations, or statements to represent the problem.
4. Solve the equations or statements: Use algebraic techniques to solve the mathematical equations
or statements.
5. Verify the Solution: Substitute the found values back into the original problem to check if they
satisfy the given conditions.
6. Express the solution in the required format: Answer the question or provide the solution in the
appropriate form, such as a fraction, decimal, or percentage.

Executing the strategy on a task example:
Question: Pete thinks of a number. He doubles it, adds 10, multiplies by 4, and ends up with 120.
What was his original number?
Solution:
1. Understand the problem: Pete starts with a number, performs a series of operations on it, and
ends up with a final result. We need to determine the original number.
2. Identify the known and unknown information:
Known information: Pete ends up with 120 after doubling the number, adding 10, and multiplying
by 4.
Unknown information: The original number Pete started with.
3. Translate the problem into mathematical equations or statements:
Let x be the original number Pete started with.
Pete doubles the number: 2x
Pete adds 10: 2x + 10
Pete multiplies by 4: 4(2x + 10)
Pete ends up with 120: 4(2x + 10) = 120
4. Solve the equations or statements:
4(2x + 10) = 120
Distribute the 4: 8x + 40 = 120
Subtract 40 from both sides: 8x = 80
Divide both sides by 8: x = 10
The original number Pete started with is 10.
5. Verify the Solution: Substitute the found value back into the original problem.
Pete doubles 10: 2(10) = 20
Pete adds 10: 20 + 10 = 30
Pete multiplies by 4: 4(30) = 120
The final result is indeed 120, which matches the given information.
6. Express the solution in the required format:
Answer: The answer is 10.

Figure 16: Strategy generated by GPT-3.5 for MATH-Prealgebra and its execution on a task example.
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MATH-Intermediate Algebra

Strategy:
1. Begin by identifying the type of problem you are given: quadratic polynomial, algebraic equation, geometric problem,
etc.
2. If the problem involves a polynomial, start by determining the degree of the polynomial and then proceed to solve for
the unknown coefficients using the given conditions or given equations.
3. If the problem involves algebraic equations, simplify the expressions and solve for the unknowns by isolating the
variable. Make use of algebraic rules such as distributive property, solving equations with fractions, and solving systems
of equations if necessary.
4. If the problem involves geometric concepts, analyze the given information and understand the geometric relationships
involved. Apply the appropriate formulas or theorems and solve for the unknown quantities.
5. If the problem involves inequalities, solve for the range of possible values by analyzing the conditions or constraints
given. Make use of algebraic manipulation and reasoning skills to determine the range or the maximum/minimum
values.
6. If the problem involves functions, analyze the properties of the function and use any given information to determine
the unknown variables, such as finding the maximum/minimum values, solving for x-intercepts or y-intercepts, or
finding asymptotes.
7. Check your solutions by substituting them back into the original equation or problem statement to ensure they satisfy
the given conditions.

Executing the strategy on a task example:
Question: Find the quadratic polynomial p(x) such that p(−3) = 10, p(0) = 1, and p(2) = 5..
Solution:
1. Identify the type of problem: quadratic polynomial.
2. Determine the degree of the polynomial and solve for the unknown coefficients using the given conditions.
Let the quadratic polynomial be p(x) = ax2 + bx+ c.
Using the given conditions:
p(−3) = 10 ⇒ a(−3)2 + b(−3) + c = 10
p(0) = 1 ⇒ a(0)2 + b(0) + c = 1
p(2) = 5 ⇒ a(2)2 + b(2) + c = 5
Simplifying the equations:
9a− 3b+ c = 10
c = 1
4a+ 2b+ c = 5
Substituting c = 1 into the equations:
9a− 3b+ 1 = 10
4a+ 2b+ 1 = 5
Simplifying further:
9a− 3b = 9
4a+ 2b = 4
3. Solve the system of equations using algebraic manipulation.
Multiplying the second equation by 3:
9a− 3b = 9
12a+ 6b = 12
Adding the equations together: 21a = 21
Dividing both sides by 21: a = 1
Substituting a = 1 into the second equation:
4(1) + 2b = 4
4 + 2b = 4
2b = 0
Dividing both sides by 2: b = 0
Substituting a = 1 and b = 0 into the first equation:
9(1)− 3(0) = 9
9 = 9
Therefore, a = 1, b = 0, and c = 1.
4. Write the quadratic polynomial p(x).
p(x) = 1x2 + 0x+ 1
Simplifying:
p(x) = x2 + 1
Answer: The answer is x2 + 1.

Figure 17: Strategy generated by GPT-3.5 for MATH-Intermediate Algebra and its execution on a task example.
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MATH-Counting and Probability

Strategy:
1. Understand the problem statement:
- Read and understand the given problem.
- Identify what needs to be calculated or determined.
- Make note of any special conditions or restrictions mentioned.
2. Identify the counting or probability concept:
- Determine which counting or probability concept is needed to solve the problem.
- Common concepts include permutations, combinations, probability rules, etc.
3. Break down the problem:
- Break down the problem into smaller subproblems or cases if needed.
- Identify any patterns or symmetries that can simplify the calculations.
- Consider any specific conditions or restrictions mentioned in the problem.
4. Calculate the required counting or probability:
- Apply the appropriate counting or probability formula or rule to calculate the desired quantity.
- Use combinations or permutations for counting problems.
- Apply probability rules like the multiplication rule, addition rule, conditional probability, etc., for probability problems.
5. Simplify or reduce the problem:
- Look for ways to simplify or reduce the problem.
- Utilize symmetry or equivalence to eliminate redundant cases.
- Consider any combinatorial identities or properties that can simplify calculations.
6. Verify and check the Solution:
- Double-check the calculations to ensure accuracy.
- Check if the solution satisfies any specific conditions or restrictions mentioned in the problem.
- Compare the solution with any provided answers or results.
7. Communicate the solution clearly:
- Present the final solution in a clear and concise manner.
- Include any necessary explanations or steps taken to arrive at the solution.
- Express the final answer in the required units or as a fraction, decimal, or whole number, as specified by the problem.
8. Practice and review:
- Solve additional problems on counting and probability to reinforce the concepts.
- Review the solved problems to identify any common patterns or strategies that can be applied to similar problems.

Executing the strategy on a task example:
Question: Given that

(
17
7

)
= 19448,

(
17
8

)
= 24310 and

(
17
9

)
= 24310, calculate

(
19
9

)
.

Solution:
1. Understand the problem statement:
- We are given three values of binomial coefficients:

(
17
7

)
= 19448,

(
17
8

)
= 24310, and

(
17
9

)
= 24310.

- We need to calculate
(
19
9

)
.

2. Identify the counting or probability concept:
- We need to use the concept of combinations to solve this problem.
3. Break down the problem:
- We can use the identity

(
n
k

)
=

(
n−1
k−1

)
+

(
n−1
k

)
to break down the problem.

- Using this identity, we can express
(
19
9

)
in terms of the given values:

(
19
9

)
=

(
18
8

)
+

(
18
9

)
.

4. Calculate the required counting or probability:
- Using the given values, we can calculate

(
18
8

)
and

(
18
9

)
.

-
(
18
8

)
=

(
17
7

)
+

(
17
8

)
= 19448 + 24310 = 43758

-
(
18
9

)
=

(
17
8

)
+

(
17
9

)
= 24310 + 24310 = 48620

5. Simplify or reduce the problem:
- We have calculated the values of

(
18
8

)
and

(
18
9

)
.

- We can now substitute these values into the expression for
(
19
9

)
:
(
19
9

)
=

(
18
8

)
+

(
18
9

)
= 43758 + 48620 = 92378

6. Verify and check the Solution:
- The solution obtained is 92378, which matches the provided answer.
7. Communicate the solution clearly:
- The value of

(
19
9

)
is 92378.

Answer: The answer is 92378.

Figure 18: Strategy generated by GPT-3.5 for MATH-Counting and Probability and its execution on a task example.
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MATH-Number Theory

Strategy:
1. Understand the problem: Read the problem carefully and identify what is being asked and what
information is given.
2. Apply basic number theory concepts: Use basic number theory principles such as modular
arithmetic, divisibility rules, prime factorization, etc., to simplify the problem or find relevant
information.
3. Simplify expressions: Simplify any given expressions or equations to make them easier to work
with.
4. Solve congruences: If the problem involves solving congruences (e.g., finding the remainder
when a number is divided by another number), use the Chinese Remainder Theorem or specific
methods for solving modular equations to find the solution.
5. Study patterns and properties: Look for patterns or properties in the given problem that might
help in finding the solution. This could involve using modular arithmetic properties, Euler’s totient
function, or other relevant principles.
6. Use prime factorization: If the problem involves finding factors or multiples of numbers, use the
prime factorization of the numbers involved to simplify the calculations.
7. Apply number theory theorems: If the problem relates to specific number theory theorems, such
as Fermat’s Little Theorem or Wilson’s Theorem, apply those theorems to find the solution.
8. Check for divisibility: Use divisibility rules to check if a number is divisible by another number,
or find other relevant information that can help in solving the problem.
9. Solve step-by-step: Break down the problem into smaller steps and solve them one by one to
find the final solution.
10. Check the Answer: Always double-check your final answer and ensure that it satisfies the
given conditions or requirements of the problem.

Executing the strategy on a task example:
Question: What is the remainder when 2007 is divided by 81?
Solution:
1. Understand the problem: We are asked to find the remainder when 2007 is divided by 81.
2. Apply basic number theory concepts: We can use the concept of modular arithmetic to solve
this problem. In modular arithmetic, we find the remainder when a number is divided by another
number.
3. Simplify expressions: There are no expressions to simplify in this problem.
4. Solve congruences: To find the remainder when 2007 is divided by 81, we can write it as a
congruence: 2007 ≡ x (mod 81), where x is the remainder we want to find.
5. Study patterns and properties: There are no specific patterns or properties to consider in this
problem.
6. Use prime factorization: We can use the prime factorization of 81 to simplify the calculations.
81 = 34.
7. Apply number theory theorems: There are no specific number theory theorems to apply in this
problem.
8. Check for divisibility: We can check if 2007 is divisible by 81. If it is divisible, then the
remainder will be 0. Otherwise, we need to find the remainder.
9. Solve step-by-step:
a. Divide 2007 by 81: 2007÷ 81 = 24 with a remainder of 63.
b. The remainder is 63.
10. Check the Answer: The remainder we found, 63, is the same as the original answer.
Answer: The answer is 63.

Figure 19: Strategy generated by GPT-3.5 for MATH-Number Theory and its execution on a task example.
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MATH-Geometry

Strategy:
1. To find the area of a shaded region in a circle sector overlap problem:
a. Calculate the area of each sector using the formula Asector =

1
2
r2θ, where r is the radius and θ is the central angle.

b. Determine the area of the overlapping region by subtracting the area of the triangle formed by the two radii from the
sum of the areas of the two sectors.
c. Double-check the calculations and verify the obtained answer against the correct answer.
2. To calculate the perimeter of a quadrilateral formed by cutting a square with a line:
a. Find the coordinates of the intersection points between the line and the square.
b. Calculate the lengths of the sides of the quadrilateral using the distance formula.
c. Add up the lengths of the sides to find the perimeter.
d. Double-check the calculations and verify the obtained answer against the correct answer.
3. To determine the height of a cylinder inscribed in a hemisphere:
a. Use the Pythagorean theorem to find the radius of the cylinder’s base by subtracting the height of the cylinder from
the radius of the hemisphere.
b. The height of the cylinder is equal to the radius of the hemisphere minus the radius of the cylinder’s base.
c. Double-check the calculations and verify the obtained answer against the correct answer.
4. To reflect a parallelogram across the x-axis:
a. Change the sign of the y-coordinate of each vertex to obtain the reflected image of the parallelogram.
b. Double-check the coordinates of the reflected vertices and verify against the correct answer.
5. To reflect a parallelogram across a given line:
a. Find the equation of the given line.
b. Calculate the distance between each vertex of the parallelogram and the given line.
c. Reflect each vertex across the given line by moving it the same distance on the opposite side of the line.
d. Connect the reflected vertices to form the reflected parallelogram.
e. Double-check the coordinates of the reflected vertices and verify against the correct answer.
6. To find the ordered pair of a reflected point:
a. Determine the equation of the line of reflection.
b. Use the formula for the reflection of a point across a line to find the coordinates of the reflected point.
c. Double-check the coordinates of the reflected point and verify against the correct answer.
7. Double-check all calculations and results to ensure accuracy.
a. Verify the obtained answers against the correct answers.
b. Review all steps and calculations to identify any errors or discrepancies.
c. Make necessary corrections and adjustments to improve the accuracy of the solution.

Executing the strategy on a task example:
Question: Parallelogram ABCD with A(2, 5), B(4, 9), C(6, 5), and D(4, 1) is reflected across the x-axis to
A′B′C′D′ and then A′B′C′D′ is reflected across the line y = x + 1 to A′′B′′C′′D′′. This is done such that
D′ is the image of D, and D′′ is the image of D′. What is the ordered pair of D′′ in the coordinate plane?
Solution:
1. Reflect parallelogram ABCD across the x-axis to obtain parallelogram A′B′C′D′: a. Change the sign of the
y-coordinate of each vertex: - A′(2,−5) - B′(4,−9) - C′(6,−5) - D′(4,−1)
2. Reflect parallelogram A′B′C′D′ across the line y = x + 1 to obtain parallelogram A′′B′′C′′D′′: a. Find the
equation of the line y = x + 1: - The slope of the line is 1, and the y-intercept is 1. - The equation of the line is
y = x+ 1.
b. Calculate the distance between each vertex of parallelogram A′B′C′D′ and the line y = x+ 1: - Distance from A′

to the line y = x+ 1: - Substitute the coordinates of A′ into the equation of the line: - −5 = 2 + 1 - −5 = 3 - The
distance is | − 5− 3| = 8.
- Distance from B′ to the line y = x+1: - Substitute the coordinates of B′ into the equation of the line: - −9 = 4+ 1 -
−9 = 5 - The distance is | − 9− 5| = 14.
- Distance from C′ to the line y = x+ 1: - Substitute the coordinates of C′ into the equation of the line: - −5 = 6+ 1 -
−5 = 7 - The distance is | − 5− 7| = 12.
- Distance from D′ to the line y = x+ 1: - Substitute the coordinates of D′ into the equation of the line: - −1 = 4 + 1
- −1 = 5 - The distance is | − 1− 5| = 6.
c. Reflect each vertex of parallelogram A′B′C′D′ across the line y = x+ 1 by moving it the same distance on the
opposite side of the line: - Reflect A′ across the line y = x+ 1: - Move A′ 8 units in the opposite direction of the line’s
normal vector: - A′′(2− 8,−5 + 8) = (−6, 3)
- Reflect B′ across the line y = x + 1: - Move B′ 14 units in the opposite direction of the line’s normal vector: -
B′′(4− 14,−9 + 14) = (−10, 5)
- Reflect C′ across the line y = x + 1: - Move C′ 12 units in the opposite direction of the line’s normal vector: -
C′′(6− 12,−5 + 12) = (−6, 7)
- Reflect D′ across the line y = x + 1: - Move D′ 6 units in the opposite direction of the line’s normal vector: -
D′′(4− 6,−1 + 6) = (−2, 5)
3. The ordered pair of D′′ is (−2, 5).
Answer: The answer is (−2, 5).

Figure 20: Strategy generated by GPT-3.5 for MATH-Geometry and its execution on a task example.
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MATH-Precalculus

Strategy:
1. Identify the problem or concept being tested in the given question.
2. Define any necessary terms or formulas related to the problem.
3. Simplify or manipulate any given expressions or equations to solve the problem.
4. Solve the problem step by step with the help of appropriate formulas or techniques.
5. Verify the solution or answer to ensure its correctness.
6. Repeat steps 1-5 for each problem in the precalculus subject.

Executing the strategy on a task example:
Question: The function

f(z) =
(−1 + i

√
3)z + (−2

√
3− 18i)

2

represents a rotation around some complex number c. Find c.
Solution:
1. Identify the problem or concept being tested in the given question.
- The problem is asking us to find the complex number c that represents the center of rotation for
the given function.
2. Define any necessary terms or formulas related to the problem.
- The formula for a rotation around a complex number c is given by f(z) = eiθ(z − c) + c, where
θ is the angle of rotation.
3. Simplify or manipulate any given expressions or equations to solve the problem.
- The given function can be rewritten as f(z) = −z+i

√
3z−2

√
3−18i

2 .
4. Solve the problem step by step with the help of appropriate formulas or techniques.
- Comparing the given function with the formula for rotation, we can see that eiθ = −1+i

√
3

2 and

c = −2
√
3−18i
2 . - To find θ, we can take the argument of eiθ, which is θ = arg

(
−1+i

√
3

2

)
. -

Simplifying the expression inside the argument, we get −1+i
√
3

2 = −2+2i
√
3

4 = −1
2 + i

√
3

2 . - The

argument of this complex number is θ = arctan
(√

3
−1

)
= arctan(−

√
3). - Using the unit circle,

we can determine that θ = −π
3 . - Therefore, the angle of rotation is −π

3 .
5. Verify the solution or answer to ensure its correctness.
- Substituting θ = −π

3 into the formula for rotation, we get f(z) = e−iπ
3 (z − c) + c. - Simplifying

this expression, we have f(z) = 1
2

(
cos

(
−π

3

)
+ i sin

(
−π

3

))
(z−c)+c. - Using the trigonometric

identities cos(−π
3 ) =

1
2 and sin(−π

3 ) = −
√
3
2 , we can further simplify the expression to f(z) =

1
2

(
1
2 −

√
3
2 i

)
(z−c)+c. - Distributing and simplifying, we get f(z) = 1

4(z−c)−
√
3
4 i(z−c)+c. -

Combining like terms, we have f(z) =
(
1
4 −

√
3
4 i

)
z+

(
3
4 +

√
3
4 i

)
c. - Comparing this expression

with the given function, we can see that 1
4 −

√
3
4 i = −1+i

√
3

2 and 3
4 +

√
3
4 i = −2

√
3−18i
2 . - Therefore,

our solution is correct.
Answer: The answer is

√
3− 5i.

Figure 21: Strategy generated by GPT-3.5 for MATH-Precalculus and its execution on a task example.
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StrategyQA

Strategy:
1. Read and understand the question fully by carefully analyzing the given information and requirements.
2. Identify the type of question being asked, whether it is a simple "yes or no" question or if there is a need to provide a
specific answer.
3. Determine the key elements and concepts mentioned in the question that need to be addressed.
4. Break down the question into smaller parts, if necessary, to identify any hidden information or assumptions.
5. Look for any clues or hints within the question that can help in finding the answer.
6. Decide on the approach to be used, whether it requires logical reasoning, knowledge of specific facts, comparison, or
analysis.
7. Use prior knowledge and general understanding to answer the question, if applicable.
8. If additional information is required, either use external sources or gather relevant data from memory.
9. Organize the information and answer the question clearly and concisely.
10. Review the answer to ensure it accurately addresses the question and provides a correct response.
11. If necessary, double-check the answer to ensure it aligns with the requirements and request.
12. Finally, present the answer in a clear and understandable manner, either as a "yes or no" response or as a specific
answer as required by the question.

Executing the strategy on a task example:
Question: Could Brooke Shields succeed at University of Pennsylvania?
Solution:
1. Read and understand the question fully by carefully analyzing the given information and requirements.
- The question is asking if Brooke Shields could succeed at the University of Pennsylvania.
2. Identify the type of question being asked, whether it is a simple "yes or no" question or if there is a need to provide a
specific answer.
- The question requires a simple "yes or no" answer.
3. Determine the key elements and concepts mentioned in the question that need to be addressed.
- Key elements: Brooke Shields, University of Pennsylvania, succeed.
4. Break down the question into smaller parts, if necessary, to identify any hidden information or assumptions.
- No need to break down the question further.
5. Look for any clues or hints within the question that can help in finding the answer.
- The question does not provide any specific clues or hints.
6. Decide on the approach to be used, whether it requires logical reasoning, knowledge of specific facts, comparison, or
analysis.
- The approach requires logical reasoning and knowledge of the University of Pennsylvania.
7. Use prior knowledge and general understanding to answer the question, if applicable.
- The University of Pennsylvania is a prestigious university known for its rigorous academic programs. Brooke Shields,
as a successful actress and model, may have the potential to succeed at the university.
8. If additional information is required, either use external sources or gather relevant data from memory.
- No additional information is required.
9. Organize the information and answer the question clearly and concisely.
- The answer is yes, Brooke Shields could succeed at the University of Pennsylvania.
10. Review the answer to ensure it accurately addresses the question and provides a correct response.
- The answer accurately addresses the question and provides a correct response.
11. If necessary, double-check the answer to ensure it aligns with the requirements and request.
- The answer aligns with the requirements and request.
12. Finally, present the answer in a clear and understandable manner, either as a "yes or no" response or as a specific
answer as required by the question.
Answer: The answer is yes.

Figure 22: Strategy generated by GPT-3.5 for StrategyQA and its execution on a task example.
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Date Understanding

Strategy:
1. Determine the current date based on the given information.
2. Calculate the number of hours or days given in the question.
3. Determine if the time period given is in the past or future.
4. Adjust the current date based on the time period and direction (past or future).
5. Convert the adjusted date to the required format (MM/DD/YYYY) as specified in the question.
6. Provide the final date as the answer to the question.

Executing the strategy on a task example:
Question: The concert was scheduled to be on 06/01/1943, but was delayed by one day to today.
What is the date 10 days ago in MM/DD/YYYY?
Solution:
1. Determine the current date based on the given information.
- The concert was delayed by one day, so the current date is 06/02/1943.
2. Calculate the number of days given in the question.
- The question asks for the date 10 days ago.
3. Determine if the time period given is in the past or future.
- The time period is in the past.
4. Adjust the current date based on the time period and direction (past or future).
- Subtract 10 days from the current date: 06/02/1943 - 10 days = 05/23/1943.
5. Convert the adjusted date to the required format (MM/DD/YYYY) as specified in the question.
- The adjusted date is already in the required format: 05/23/1943.
6. Provide the final date as the answer to the question.
Answer: The answer is 05/23/1943.

Figure 23: Strategy generated by GPT-3.5 for Date Understanding and its execution on a task example.
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Word Sorting

Strategy:
1. Identify the list of words that needs to be sorted.
2. Split the list of words into individual words.
3. Sort the individual words alphabetically.
4. Combine the sorted words back into a single list.
5. Present the sorted list of words as the answer.

Executing the strategy on a task example:
Question: Sort the following words alphabetically: List: oven costume counterpart
Solution:
1. Identify the list of words that needs to be sorted.
- The list of words is "oven costume counterpart".
2. Split the list of words into individual words.
- The individual words are "oven", "costume", and "counterpart".
3. Sort the individual words alphabetically.
- The sorted words are "costume", "counterpart", and "oven".
4. Combine the sorted words back into a single list.
- The combined sorted list is "costume counterpart oven".
5. Present the sorted list of words as the answer.
Answer: The answer is costume counterpart oven.

Figure 24: Strategy generated by GPT-3.5 for Word Sorting and its execution on a task example.

27



Multi-step Arithmetic

Strategy:
1. Identify the innermost operations enclosed in parentheses.
2. Evaluate the innermost operations first.
3. Replace the evaluated expression with the result.
4. Repeat steps 1-3 until all parentheses are removed.
5. Evaluate the remaining arithmetic operations according to the order of operations (multiplication
and division before addition and subtraction).
6. Evaluate all multiplication and division operations from left to right.
7. Replace the evaluated expression with the result.
8. Repeat steps 5-7 until there are no more multiplication and division operations to be performed.
9. Evaluate all addition and subtraction operations from left to right.
10. Replace the evaluated expression with the result.
11. Repeat steps 9-10 until there are no more addition and subtraction operations to be performed.
12. The final result is the solution to the multi-step arithmetic problem.

Executing the strategy on a task example:
Question: ((-9 * 7 * 7 * -9) + (4 * -9 - 8 - -4)) =
Solution:
Step 1: Identify the innermost operations enclosed in parentheses.
The innermost operation is (4 * -9 - 8 - -4).
Step 2: Evaluate the innermost operations first.
4 * -9 = -36
-36 - 8 = -44
-44 - -4 = -40
Step 3: Replace the evaluated expression with the result.
(((-9 * 7 * 7 * -9) + -40)
Step 4: Repeat steps 1-3 until all parentheses are removed.
The innermost operation is (-9 * 7 * 7 * -9).
Step 5: Evaluate the innermost operations first.
-9 * 7 = -63
-63 * 7 = -441
-441 * -9 = 3969
Step 6: Replace the evaluated expression with the result.
(3969 + -40)
Step 7: Repeat steps 5-6 until there are no more multiplication and division operations to be
performed.
There are no more multiplication and division operations to be performed.
Step 8: Evaluate all addition and subtraction operations from left to right.
3969 + -40 = 3929
Step 9: Replace the evaluated expression with the result.
Answer: The answer is 3929.

Figure 25: Strategy generated by GPT-3.5 for Multi-step Arithmetic and its execution on a task example.
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Last Letter Concatenation

Strategy:
1. Identify the given input, which will be a string containing multiple words separated by spaces.
2. Split the input string into individual words.
3. Initialize an empty string to store the last letters of the words.
4. Iterate through each word in the list of words.
5. Get the last letter of each word.
6. Concatenate the last letter to the string from step 3.
7. Continue steps 4-6 until all words have been processed.
8. Print or return the final concatenated string.

Executing the strategy on a task example:
Question: Take the last letters of the words in "Sergey Brin" and concatenate them.
Solution:
1. Identify the given input: "Sergey Brin"
2. Split the input string into individual words: ["Sergey", "Brin"]
3. Initialize an empty string: last_letters = ""
4. Iterate through each word in the list of words:
- For the word "Sergey":
- Get the last letter: last_letter = "y"
- Concatenate the last letter to the string: last_letters = "y"
- For the word "Brin":
- Get the last letter: last_letter = "n"
- Concatenate the last letter to the string: last_letters = "yn"
5. Print or return the final concatenated string.
Answer: The answer is yn.

Figure 26: Strategy generated by GPT-3.5 for Last Letter Concatenation and its execution on a task example.
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MATH-Counting and Probability

Strategy:
1. Identify the type of the counting or probability problem presented.
2. If the problem is regarding permutations or combinations, identify all possible outcomes and
arrange or select the required number of objects accordingly.
3. If the problem is about probability, assess the sample space, the number of possible outcomes
and the number of favorable outcomes.
4. For probability questions, use the formula of probability, which is the number of favorable
outcomes divided by the number of total outcomes.
5. If the problem involves conditions or restrictions, ensure to factor in these when calculating
probability or counting the possible arrangements or selections.
6. If the problem involves complex calculations, break them down into smaller manageable
calculations.
7. Apply the suitable rule or formula according to the type of counting or probability problem, such
as multiplication rule, addition rule, arrangement rules, rules of permutations and combinations, or
probability rules.
8. Compute the result using arithmetic calculation or mathematical formulas, and write down the
answer.
9. Review the process and the answer to ensure accuracy.

Executing the strategy on a task example:
Question: Given that

(
17
7

)
= 19448,

(
17
8

)
= 24310 and

(
17
9

)
= 24310, calculate

(
19
9

)
.

Solution:
1. The problem is about combinations, which is a type of counting problem.
2. The problem is asking for the number of ways to choose 9 items from a set of 19, which is
represented by

(
19
9

)
.

3. We are given the values of
(
17
7

)
,
(
17
8

)
, and

(
17
9

)
, which can be used to calculate

(
19
9

)
.

4. The formula for combinations is
(
n
r

)
= n!

r!(n−r)! , where n is the total number of items, r is the
number of items to choose, and ’!’ denotes factorial.
5. However, we can use the property of combinations that

(
n
r

)
=

(
n

n−r

)
, and the relationship

between
(
n+1
r

)
and

(
n

r−1

)
and

(
n
r

)
, which is

(
n+1
r

)
=

(
n

r−1

)
+
(
n
r

)
.

6. Using these properties, we can express
(
19
9

)
as

(
18
8

)
+
(
18
9

)
.

7. Similarly,
(
18
8

)
can be expressed as

(
17
7

)
+
(
17
8

)
, and

(
18
9

)
can be expressed as

(
17
8

)
+
(
17
9

)
.

8. Substituting the given values, we get
(
19
9

)
= (19448 + 24310) + (24310 + 24310).

9. Performing the arithmetic calculation, we get
(
19
9

)
= 43758 + 48620 = 92378.

Answer: The answer is 92378.

Figure 27: Strategy generated by GPT-4 for MATH-Counting and Probability and its execution on a task example.
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StrategyQA

Strategy:
1. Identify the main subject(s) or concept(s) in the question.
2. Identify the relationship(s) or action(s) associated with the main subject(s) or concept(s).
3. Break down the question into sub-questions based on the identified subjects or concepts and
their associated relationships or actions, ensuring each sub-question leads to additional information
required to answer the main question.
4. For each sub-question, infer or retrieve relevant information. This can come from provided
information, general knowledge, or external resources.
5. Compare and synthesize the information gathered from each sub-question.
6. Based on the synthesis, determine if the information satisfies or contradicts the main question.
7. Formulate a ’yes’ or ’no’ answer to the main question based on the evaluation.
8. Confirm that the answer accurately addresses the main question. If not, revisit the sub-questions
and retrieval process.
9. Record the answer.

Executing the strategy on a task example:
Question: Could Brooke Shields succeed at University of Pennsylvania?
Solution:
1. The main subject in the question is Brooke Shields and the main concept is University of
Pennsylvania.
2. The relationship associated with the main subject and concept is Brooke Shields’ potential
success at the University of Pennsylvania.
3. Sub-questions based on the identified subjects or concepts and their associated relationships or
actions could be:
- Who is Brooke Shields?
- What is the University of Pennsylvania?
- What does it mean to succeed at the University of Pennsylvania?
4. For each sub-Question:
- Brooke Shields is a well-known American actress and model.
- The University of Pennsylvania is an Ivy League research university in Philadelphia. It is one of
the most prestigious universities in the world.
- To succeed at the University of Pennsylvania would likely mean to graduate with a degree,
possibly with honors or high academic achievement.
5. Comparing and synthesizing the information gathered from each sub-question, we know
that Brooke Shields is a successful actress and model, and the University of Pennsylvania is a
prestigious university. Success at the university would likely require dedication, intelligence, and
hard work.
6. Based on this synthesis, it is possible that Brooke Shields could succeed at the University of
Pennsylvania, given her demonstrated success in her career. However, without specific information
about her academic abilities or aspirations, we cannot definitively say.
7. Given the information available, we can infer a ’yes’ answer to the main question.
8. The answer ’yes’ accurately addresses the main question, given the information available.
9. The answer is recorded.
Answer: The answer is yes.

Figure 28: Strategy generated by GPT-4 for StrategyQA and its execution on a task example.
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Multi-step Arithmetic

Strategy:
1. Begin by identifying all the numbers and operations in the given problem.
2. Apply the mathematical rules of order operations. The correct order of operations is Parentheses,
Exponents, Multiplication and Division (from left to right), Addition and Subtraction (from left to
right). This rule is often abbreviated as PEMDAS.
3. Start solving the problem from the inside of the parentheses first, keeping PEMDAS rule in
mind.
4. While doing multiplication, division, addition, and subtraction (in the order), make sure to
change the sign of the number if there is a negative sign before it.
5. After solving the operations inside the parentheses, proceed solving the operations outside the
parentheses. Remember to still follow the rules and order of operations.
6. Continue to calculate step by step until you reach the final answer.

Executing the strategy on a task example:
Question: ((-9 * 7 * 7 * -9) + (4 * -9 - 8 - -4)) =
Solution:
1. Identify all the numbers and operations in the given problem. The numbers are -9, 7, -9, 4, -9, 8,
-4. The operations are multiplication (*), addition (+), and subtraction (-).
2. Apply the mathematical rules of order operations (PEMDAS).
3. Start solving the problem from the inside of the parentheses first.
- The first parentheses is (-9 * 7 * 7 * -9). According to the order of operations, we should do
multiplication first. So, -9 * 7 = -63, -63 * 7 = -441, -441 * -9 = 3969.
- The second parentheses is (4 * -9 - 8 - -4). According to the order of operations, we should do
multiplication first and then subtraction. So, 4 * -9 = -36, -36 - 8 = -44, -44 - -4 = -40.
4. After solving the operations inside the parentheses, proceed solving the operations outside the
parentheses. So, 3969 + -40 = 3929.
5. Continue to calculate step by step until you reach the final answer.
Answer: The answer is 3929.

Figure 29: Strategy generated by GPT-4 for Multi-step Arithmetic and its execution on a task example.
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CoT Prompt for MATH-Algebra

Question: Find w, such that 565w = 25.
Solution: The laws of exponents give us 565w = 56+w. And, because 25 = 52, we have
56+w = 52. It follows that 6 + w = 2. Subtracting 6 from both sides gives us w = −4.
Answer: The answer is -4

Question: Compute x8+12x4+36
x4+6

when x = 5.

Solution: Note that
(
x4 + 6

)2
= x8 + 12x4 + 36. So x8+12x4+36

x4+6
=

(x4+6)
2

x4+6
= x4 + 6. Our

answer is therefore 54 + 6 = 625 + 6 = 631.
Answer: The answer is 631

Question: If x+ y = 9 and xy = 10, what is the value of x3 + y3?
Solution: If we cube both sides of the first equation, we find that x3 + 3x2y + 3xy2 + y3 = 729,
so x3 + y3 = 729 − (3x2y + 3xy2). Since 3x2y + 3xy2 = 3(xy)(x + y) = 3(10)(9), we see
that x3 + y3 = 729− (3x2y + 3xy2) = 729− 270 = 459.
Answer: The answer is 459

Question: What is the intersection point of the line y = 2x+ 5 and the line perpendicular to it
that passes through the point (5, 5)?
Solution: The slope of y = 2x+ 5 is 2, which means the slope of any line perpendicular to it is
−1

2 . Using the point-slope equation for a line we can find the equation of the second line to be
y− 5 = −1

2(x− 5). To find the intersection of this with the first line, we plug y = 2x+5 into the
second equation to get 2x+5−5 = −1

2(x−5) ⇒ 5
2x = 5

2 ⇒ x = 1. Therefore y = 2 ·1+5 = 7
making the intersection at (1, 7).
Answer: The answer is (1,7)

Figure 30: Chain-of-thought (CoT) prompt for MATH-Algebra.
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CoT Prompt for MATH-Prealgebra

Question: Pete thinks of a number. He doubles it, adds 10, multiplies by 4, and ends up with 120.
What was his original number?
Solution: Let Pete’s original number be x. If he double it and adds 10, he will have 2x + 10.
After multiplying by 4, Pete ended up with 120. From this information, we have the equation:
4(2x+ 10) = 120. Expanding the left side and solving, we find:

8x+ 40 = 120

⇒ 8x = 80

⇒ x = 10.

Answer: The answer is 10

Question: A standard deck of 52 cards has 13 ranks (Ace, 2, 3, 4, 5, 6, 7, 8, 9, 10, Jack, Queen,
King) and 4 suits (♠, ♡, ♢, and ♣), such that there is exactly one card for any given rank and
suit. Two of the suits (♠ and ♣) are black and the other two suits (♡ and ♢) are red. The deck is
randomly arranged. What is the probability that the top card is a ♡?
Solution: There are 13 ♡’s and 52 cards total, so the probability that the top card is a ♡ is
13

52
=

1

4
.

Answer: The answer is 1
4

Question: A number in the set {50, 51, 52, 53, ..., 999} is randomly selected. What is the
probability that it is a two-digit number? Express your answer as a common fraction.
Solution: To count the number of numbers in this set, we subtract 49 from all of the numbers,
giving the set {1, 2, 3, . . . , 950}, making it obvious that there are 950 numbers total. Furthermore,
the set {50, 51, 52, . . . , 98, 99} corresponds to the more easily counted {1, 2, 3, . . . , 49, 50} by
subtracting 49. So, the probability of selecting a two-digit number is 50

950 = 1
19 .

Answer: The answer is 1
19

Question: A pentagon is drawn by placing an isosceles right triangle on top of a square as pictured.
What percent of the area of the pentagon is the area of the right triangle?
[asy] size(50); draw((0,0)–(0,-1)–(1,-1)–(1,0)–(0,0)–(.5,.5)–(1,0)); [/asy]
Solution: Let the leg length of the isosceles right triangle be x, so the hypotenuse of the triangle
has length x

√
2. The hypotenuse of the triangle is a side of the square, so the area of the square is

(x
√
2)2 = 2x2. The area of the triangle is (x)(x)/2 = x2/2. So, the area of the pentagon is

x2

2
+ 2x2 =

5x2

2
.

Therefore, the fraction of the pentagon’s area that is inside the triangle is

x2/2

5x2/2
=

x2

2
· 2

5x2
=

1

5
= 20%.

Answer: The answer is 20

Figure 31: Chain-of-thought (CoT) prompt for MATH-Prealgebra.
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CoT Prompt for MATH-Intermediate Algebra

Question: Find the quadratic polynomial p(x) such that p(−3) = 10, p(0) = 1, and p(2) = 5.
Solution: Let p(x) = ax2 + bx+ c. Then from the given information,

9a− 3b+ c = 10,

c = 1,

4a+ 2b+ c = 5.

Then 9a− 3b = 9 and 4a+ 2b = 4, which reduce to 3a− b = 3 and 2a+ b = 2. Adding, we get 5a = 5, so a = 1.
Then 4 + 2b = 4, so b = 0. Therefore, p(x) = x2 + 1.
Answer: The answer is x2 + 1

Question: Calculate: 5
3
× 6

10
× 15

9
× 12

20
× 25

15
× 18

30
× 35

21
× 24

40

Solution: Each of the fractions 5
3
, 15

9
, 25

15
, 35

21
reduce to 5

3
, and each of the fractions 6

10
, 12

20
, 18

30
, 24

40
reduce to 3

5
.

Therefore, the product of all eight fractions is 1.
Answer: The answer is 1

Question: For −25 ≤ x ≤ 25, find the maximum value of
√
25 + x+

√
25− x.

Solution: By QM-AM, √
25 + x+

√
25− x

2
≤

√
25 + x+ 25− x

2
= 5,

so
√
25 + x+

√
25− x ≤ 10. Equality occurs at x = 0, so the maximum value is 10.

Answer: The answer is 10

Question: The hyperbolas
x2

4
− y2

9
= 1

and
y2

18
− x2

N
= 1

have the same asymptotes. Find N.

Solution: In general, for the hyperbola x2

a2 − y2

b2
= 1, the asymptotes are x

a
= ± y

b
, or y = ± b

a
x. Therefore, the

asymptotes of the first hyperbola are y = ± 3
2
x.

For the hyperbola y2

a2 − x2

b2
= 1, the asymptotes are y

a
= ±x

b
, or y = ±a

b
x. Therefore, the asymptotes of the second

hyperbola are y = ± 3
√
2√

N
x.

For the two hyperbolas to have the same asymptotes, we must have 3
2
= 3

√
2√

N
. Solving for N gives N = 8.

[asy] void axes(real x0, real x1, real y0, real y1) { draw((x0,0)–(x1,0),EndArrow); draw((0,y0)–(0,y1),EndArrow);
label("x",(x1,0),E); label("y",(0,y1),N); for (int i=floor(x0)+1; i<x1; ++i) draw((i,.1)–(i,-.1)); for (int i=floor(y0)+1;
i<y1; ++i) draw((.1,i)–(-.1,i)); } path[] yh(real a, real b, real h, real k, real x0, real x1, bool upper=true, bool
lower=true, pen color=black) { real f(real x) return k + a/b ∗ sqrt(b2 + (x − h)2); real g(real x) return
k − a/b ∗ sqrt(b2 + (x − h)2); if (upper) draw(graph(f, x0, x1),color, Arrows); if (lower) draw(graph(g, x0,
x1),color, Arrows); path [] arr = graph(f, x0, x1), graph(g, x0, x1); return arr; } void xh(real a, real b, real h, real k, real
y0, real y1, bool right=true, bool left=true, pen color=black) { path [] arr = yh(a, b, k, h, y0, y1, false, false); if (right)
draw(reflect((0,0),(1,1))*arr[0],color, Arrows); if (left) draw(reflect((0,0),(1,1))*arr[1],color, Arrows); } void e(real a,
real b, real h, real k) { draw(shift((h,k))*scale(a,b)*unitcircle); } size(8cm); axes(-8,8, -10, 10); xh(2, 3, 0, 0, -8, 8);
yh(3*sqrt(2),sqrt(8),0,0,-5,5); draw((-6,9)–(6,-9)h6,9)–(-6,-9),dotted); [/asy]
Answer: The answer is 8

Figure 32: Chain-of-thought (CoT) prompt for MATH-Intermediate Algebra.
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CoT Prompt for MATH-Counting and Probability

Question: The digits 2, 3, 5 and 7 are arranged randomly to form a four-digit number. What is the probability that the
number is odd? Express your answer as a common fraction.
Solution: The number formed is odd if and only if its units digit is not 2. Since the digits 2, 3, 5, and 7 are arranged
randomly, the probability that 2 is the units digit is 1/4. Therefore, the probability that the number is odd is 1−1/4 = 3

4
.

Answer: The answer is 3
4

Question: Eight congruent equilateral triangles, each of a different color, are used to construct a regular octahedron.
How many distinguishable ways are there to construct the octahedron? (Two colored octahedrons are distinguishable if
neither can be rotated to look just like the other.)
[asy] import three; import math; unitsize(1.5cm); currentprojection=orthographic(2,0.2,1); triple A=(0,0,1);
triple B=(sqrt(2)/2,sqrt(2)/2,0); triple C=(sqrt(2)/2,-sqrt(2)/2,0); triple D=(-sqrt(2)/2,-sqrt(2)/2,0); triple E=(-
sqrt(2)/2,sqrt(2)/2,0); triple F=(0,0,-1); draw(A–B–E–cycle); draw(A–C–D–cycle); draw(F–C–B–cycle); draw(F–
D–E–cycle,dotted+linewidth(0.7)); [/asy]
(A) 210 (B) 560 (C) 840 (D) 1260 (E) 1680
Solution: Since the octahedron is indistinguishable by rotations, without loss of generality fix a face to be red.
[asy] size(8cm); defaultpen(0.5); import three; import math; currentprojection=orthographic(2,0.2,1); triple
A=(0,0,1); triple B=(sqrt(2)/2,sqrt(2)/2,0); triple C=(sqrt(2)/2,-sqrt(2)/2,0); triple D=(-sqrt(2)/2,-sqrt(2)/2,0); triple
E=(-sqrt(2)/2,sqrt(2)/2,0); triple F=(0,0,-1); draw(A–B–E–cycle); draw(A–C–D–cycle); draw(F–C–B–cycle); draw(F–
D–E–cycle,dotted+linewidth(0.7)); draw(surface(A–B–C–cycle),rgb(1,.6,.6),nolight);[/asy] There are 7! ways to arrange
the remaining seven colors, but there still are three possible rotations about the fixed face, so the answer is 7!/3 = 1680.
[asy] size(8cm); defaultpen(0.5); import three; import math; currentprojection=orthographic(2,0,1); triple
A=(0,0,1); triple B=(sqrt(2)/2,sqrt(2)/2,0); triple C=(sqrt(2)/2,-sqrt(2)/2,0); triple D=(-sqrt(2)/2,-sqrt(2)/2,0);
triple E=(-sqrt(2)/2,sqrt(2)/2,0); triple F=(0,0,-1); triple right=(0,1,0); picture p = new picture, r = new
picture, s = new picture; draw(p,A–B–E–cycle); draw(p,A–C–D–cycle); draw(p,F–C–B–cycle); draw(p,F–
D–E–cycle,dotted+linewidth(0.7)); draw(p,surface(A–B–C–cycle),rgb(1,.6,.6),nolight); draw(p,surface(A–B–E–
cycle),rgb(1,1,.6),nolight); add(scale3(2.2)*p); draw(r,A–B–E–cycle); draw(r,A–C–D–cycle); draw(r,F–C–B–cycle);
draw(r,F–D–E–cycle,dotted+linewidth(0.7)); draw(r,surface(A–B–C–cycle),rgb(1,.6,.6),nolight); draw(r,surface(A–
C–D–cycle),rgb(1,1,.6),nolight); add(scale3(2.2)*shift(2*right)*r); draw(s,A–B–E–cycle); draw(s,A–C–D–cycle);
draw(s,F–C–B–cycle); draw(s,F–D–E–cycle,dotted+linewidth(0.7)); draw(s,surface(A–B–C–cycle),rgb(1,.6,.6),nolight);
draw(s,surface(B–C–F–cycle),rgb(1,1,.6),nolight); add(scale3(2.2)*shift(4*right)*s); [/asy]
Answer: The answer is 1680

Question: The Gnollish language consists of 3 words, “splargh,” “glumph,” and “amr.” In a sentence, “splargh” cannot
come directly before “glumph”; all other sentences are grammatically correct (including sentences with repeated words).
How many valid 3-word sentences are there in Gnollish?
Solution: We proceed by counting the complement, or the number of invalid 3-word sentences. A sentence is invalid
precisely when it is of the form “(word) splargh glumph” or “splargh glumph (word).” There are 3 choices for the
missing word in each sentence, and since each case is exclusive, we have a total of 6 invalid sentences. Since there are
3 · 3 · 3 = 27 possible 3-word sentences with no restrictions, there are 27− 6 = 21 that satisfy the restrictions of the
problem.
Answer: The answer is 21

Question: Given that
(
17
7

)
= 19448,

(
17
8

)
= 24310 and

(
17
9

)
= 24310, calculate

(
19
9

)
.

Solution: We can apply Pascal’s identity to get that
(
19
9

)
=

(
18
8

)
+

(
18
9

)
. From here, we can apply it twice more to get

that
(
19
9

)
=

(
18
8

)
+

(
18
9

)
=

((
17
7

)
+

(
17
8

))
+

((
17
8

)
+

(
17
9

))
. Substituting the provided values of

(
17
7

)
,
(
17
8

)
, and

(
17
9

)
gives us

(
19
9

)
= 19448 + 2(24310) + 24310 = 92378.

Answer: The answer is 92378

Figure 33: Chain-of-thought (CoT) prompt for MATH-Counting and Probability.
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CoT Prompt for MATH-Number Theory

Question: Let x be a positive integer such that 9x ≡ 1 (mod 25). What is the remainder when
11 + x is divided by 25?
Solution: The given information can be expressed by writing x ≡ 9−1 (mod 25). Thus we wish
to compute 11 + 9−1 (mod 25).
Modulo 25, we can write 11 as 11 · (9 · 9−1) ≡ (11 · 9) · 9−1 ≡ 99 · 9−1. Thus

11 + 9−1 ≡ 99 · 9−1 + 1 · 9−1

≡ 100 · 9−1

≡ 0 · 9−1

≡ 0 (mod 25),

so the remainder when 11 + x is divided by 25 is 0.
Notice that the trick we used here is analogous to using a common denominator to add fractions.
Answer: The answer is 0

Question: Let m be the product of all positive integers less than 4! which are invertible modulo 4!.
Find the remainder when m is divided by 4!.(Here n! denotes 1× · · · × n for each positive integer
n.)
Solution: We compute that 4! = 1 × 2 × 3 × 4 = 23 × 3 = 24. So we want exactly the
numbers in the set {1, . . . , 24} which are divisible by neither 2 nor 3, since an integer a is
invertible modulo n for some positive integer n if and only if gcd(a, n) = 1. These turn out to be
{1, 5, 7, 11, 13, 17, 19, 23}. Then

m ≡ 1 · 5 · 7 · 11 · 13 · 17 · 19 · 23
≡ 1 · 5 · 7 · 11 · (−11) · (−7) · (−5) · (−1)

≡ (5 · 7 · 11)2

≡ (35 · 11)2

≡ (11 · 11)2

≡ (121)2

≡ 12

≡ 1 (mod 24)

Answer: The answer is 1

Question: Find 2−1 (mod 185), as a residue modulo 185. (Give an answer between 0 and 184,
inclusive.)
Solution: Since 2 · 93 ≡ 186 ≡ 1 (mod 185), 2−1 ≡ 93 (mod 185).
Answer: The answer is 93

Question: What is the remainder when 2007 is divided by 81?
Solution: Dividing using long division, we find that 2007 = 81 · 24 + 63, so the remainder is 63.
Answer: The answer is 63

Figure 34: Chain-of-thought (CoT) prompt for MATH-Number Theory.
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CoT Prompt for MATH-Geometry (Part 1)

Question: Two sectors of a circle of radius 12 overlap as shown, with P and R as the centers of the respective circles.
Determine the area of the shaded region.

[asy] draw((0,0)–(10.3923,-6)–(20.7846,0)–(10.3923,6)–cycle,black+linewidth(1));
filldraw((10.3923,6)..(12,0)..(10.3923,-6)–cycle,gray,black+linewidth(1)); filldraw((10.3923,6)..(8.7846,0)..(10.3923,-
6)–cycle,gray,black+linewidth(1)); label("P ",(0,0),W); label("Q",(10.3923,6),N); label("R",(20.7846,0),E);
label("S",(10.3923,-6),S); label("60◦",(0,0),2E); label("60◦",(20.7846,0),2W); [/asy]
Solution: By symmetry, the areas of the two parts of the shaded region are equal. Consider the right part of the shaded
region and the left triangle.
[asy] draw((0,0)–(10.3923,-6)–(10.3923,6)–cycle,black+linewidth(1)); filldraw((10.3923,6)..(12,0)..(10.3923,-
6)–cycle,gray,black+linewidth(1)); draw((0,0)–(10.3923,0),black+linewidth(1)); draw((10.3923,0)–(9.3923,0)–
(9.3923,1)–(10.3923,1),black+linewidth(1)); label("P ",(0,0),W); label("Q",(10.3923,6),N); label("S",(10.3923,-6),S);
label("Z",(10.3923,0),SW); [/asy]
The shaded area is equal to the area of sector PQS minus the area of triangle PQS.
Since ∠PQS = 60◦ and PQ = 12, the area of sector PQS is

1

6
· 122 · π = 24π.

Also, triangle PQS is equilateral with side length 12, so its area is

√
3

4
· 122 = 36

√
3.

Thus, the area of the right part of the shaded region is 24π − 36
√
3, so the area of the entire shaded region is

2(24π − 36
√
3) = 48π − 72

√
3.

Answer: The answer is 48π − 72
√
3

Question: The square with vertices (−a,−a), (a,−a), (−a, a), (a, a) is cut by the line y = x/2 into congruent
quadrilaterals. The perimeter of one of these congruent quadrilaterals divided by a equals what? Express your answer in
simplified radical form.
Solution: The line y = x

2
will intersect the two vertical sides of the square, as shown below:

[asy] real f(real x) { return x/2; } import graph; size(6cm); real a = 8; pair A=(-a,a), B=(a,a), C=(a,-a), D=(-a,-
a); draw(A–B–C–D–cycle); draw(graph(f,-11,11),Arrows); axes(Arrows(4)); dot("(−a, a)",A,N); dot("(a, a)",B,N);
dot("(a,−a)",C,S); dot("(−a,−a)",D,S); real eps=0.2; dot((8,4)h-8,-4)); draw(shift((10,0))*"2a",(-a+eps,-a/2-.5)–(a-
eps,-a/2-.5),Arrows); draw(shift((0,10))*"a",(a+2*eps,-a/2)–(a+2*eps,a/2),Arrows);[/asy] The equation of the right side
of the square is x = a, so we have y = x

2
= a

2
, which means that the intersection point with the right side of the square

is
(
a, a

2

)
. Similarly, the equation of the left side of the square is x = −a, so we have y = x

2
= −a

2
, which means that

the intersection point with the left side of the square is
(
−a,−a

2

)
. It follows that the sides of each quadrilateral have

lengths a
2
, 2a, 3a

2
, and

√
a2 + (2a)2 = a

√
5, by the Pythagorean theorem. Hence, the perimeter of the quadrilateral is

a

2
+ 2a+

3a

2
+ a

√
5 =

(
4 +

√
5
)
a,

and when this is divided by a, we get 4 +
√
5.

Answer: The answer is 4 +
√
5

Figure 35: Chain-of-thought (CoT) prompt for MATH-Geometry (Part 1).
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CoT Prompt for MATH-Geometry (Part 2)

Question: A right circular cylinder with radius 2 is inscribed in a hemisphere with radius 5 so that
its bases are parallel to the base of the hemisphere. What is the height of this cylinder?
Solution: We draw and label a diagram as follows:
[asy] size(110); pair O = (0,0); pair A = (.3,.94); pair B = (.3,.075); draw(O–A–
B–cycle,heavycyan); label("O",O,W); label("A",A,N); label("B",B,S); import solids; im-
port three; defaultpen(linewidth(0.8)); currentprojection = orthographic(5,0,1.3); revolution
c = cylinder((0,0,0), .4, .91); draw(c,black); draw(scale(1,.25)*arc((0,0),1,0,180),dashed);
draw(scale(1,.25)*arc((0,0),1,180,360)); draw(Arc((0,0),1,0,180)); [/asy]
Let the center of the hemisphere be O, and let A be a point on the circumference of the top circle
of the cylinder. Since the cylinder is inscribed in the hemisphere, A lies on the hemisphere as well,
so OA = 5. We drop a perpendicular from A to the base of the hemisphere and let it intersect the
base of the hemisphere at B. Since the cylinder is right and AB is a height of the cylinder, ∠OBA
is a right angle, and B lies on the circumference of the bottom circle of the cylinder. Thus, OB is a
radius of the cylinder, so OB = 2. We have that △OBA is right, so by the Pythagorean theorem,
we have

AB =
√

OA2 −OB2 =
√
52 − 22 =

√
21.

Thus, the height of the cylinder is
√
21.

Answer: The answer is
√
21

Question: Parallelogram ABCD with A(2, 5), B(4, 9), C(6, 5), and D(4, 1) is reflected across
the x-axis to A′B′C ′D′ and then A′B′C ′D′ is reflected across the line y = x+ 1 to A′′B′′C ′′D′′.
This is done such that D′ is the image of D, and D′′ is the image of D′. What is the ordered pair
of D′′ in the coordinate plane?
Solution: Reflecting a point across the x-axis multiplies its y-coordinate by −1. Therefore,
D′ = (4,−1). To reflect D′ across the line y = x + 1, we first translate both the line and the
point down one unit so that the equation of the translated line is y = x and the coordinates of the
translated point are (4,−2). To reflect across y = x, we switch the x-coordinate and y-coordinate
to obtain (−2, 4). Translating this point one unit up, we find that D′′ = (−2, 5).
Answer: The answer is (-2,5)

Figure 36: Chain-of-thought (CoT) prompt for MATH-Geometry (Part 2).

39



CoT Prompt for MATH-Precalculus (Part 1)

Question: The function

f(z) =
(−1 + i

√
3)z + (−2

√
3− 18i)

2

represents a rotation around some complex number c. Find c.
Solution: Since a rotation around c fixes c, the complex number c must satisfy f(c) = c. In other
words,

c =
(−1 + i

√
3)c+ (−2

√
3− 18i)

2

Then 2c = (−1 + i
√
3)c+ (−2

√
3− 18i), so

(3− i
√
3)c = −2

√
3− 18i.

Then

c =
−2

√
3− 18i

3− i
√
3

=
(−2

√
3− 18i)(3 + i

√
3)

(3− i
√
3)(3 + i

√
3)

=
−6

√
3− 6i− 54i+ 18

√
3

12

=
12

√
3− 60i

12

=
√
3− 5i.

Answer: The answer is
√
3− 5i

Question: Convert the point
(
8, 7π6

)
in polar coordinates to rectangular coordinates.

Solution: In rectangular coordinates,
(
8, 7π6

)
becomes(

8 cos
7π

6
, 8 sin

7π

6

)
= (−4

√
3,−4).

Answer: The answer is (−4
√
3,−4)

Figure 37: Chain-of-thought (CoT) prompt for MATH-Precalculus (Part 1).
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CoT Prompt for MATH-Precalculus (Part 2)

Question: Compute
(
2 0
5 −3

)(
8 −2
1 1

)
.

Solution: We have that(
2 0
5 −3

)(
8 −2
1 1

)
=

(
(2)(8) + (0)(1) (2)(−2) + (0)(1)
(5)(8) + (−3)(1) (5)(−2) + (−3)(1)

)
=

(
16 −4
37 −13

)
.

Answer: The answer is
(
16 −4
37 −13

)

Question: A line is parameterized by a parameter t, so that the vector on the line at t = 2 is
(
1
4

)
,

and the vector on the line at t = 3 is
(

3
−4

)
. Find the vector on the line at t = −7.

Solution: Let the line be (
x
y

)
= a+ td.

Then from the given information, (
1
4

)
= a+ 2d,(

3
−4

)
= a+ 3d.

We can treat this system as a linear set of equations in a and d. Accordingly, we can solve to get

a =

(
−3
20

)
and d =

(
2
−8

)
. Hence,

(
x
y

)
=

(
−3
20

)
+ t

(
2
−8

)
.

Taking t = −7, we get (
x
y

)
=

(
−3
20

)
− 7

(
2
−8

)
=

(
−17
76

)
.

Answer: The answer is
(
−17
76

)

Figure 38: Chain-of-thought (CoT) prompt for MATH-Precalculus (Part 2).
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