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ABSTRACT

We introduce RoboMorph, an automated approach for generating and optimiz-
ing modular robot designs using large language models (LLMs) and evolutionary
algorithms. In this framework, we represent each robot design as a grammar and
leverage the capabilities of LLMs to navigate the extensive robot design space,
which is traditionally time-consuming and computationally demanding. By intro-
ducing a best-shot prompting technique and a reinforcement learning-based con-
trol algorithm, RoboMorph iteratively improves robot designs through feedback
loops. Experimental results demonstrate that RoboMorph successfully gener-
ates nontrivial robots optimized for different terrains while showcasing improve-
ments in robot morphology over successive evolutions. Our approach highlights
the potential of using LLMs for data-driven, modular robot design, providing a
promising methodology that can be extended to other domains with similar de-
sign frameworks.

1 INTRODUCTION

Figure 1: Visualization of one iteration of
RoboMorph. At each stage, the prompt
(blue), robot design (green), and fitness score
(orange) are displayed. The element modified
in each step is highlighted with a red border.

Generative methods, such as large language models
(LLMs), have increasingly influenced various do-
mains of machine learning and everyday life, in-
cluding robotics. LLMs are utilized to generate
robot policies as code Liang et al. (2023), provide
knowledge for executing complex instructions Ahn
et al. (2022), enhance generalization and seman-
tic reasoning Brohan et al. (2023b;a), design re-
ward functions and domain randomization Ma et al.
(2024a;b), and develop general policies for robot
manipulation Team et al. (2024).

In this paper, we address the challenge of robot de-
sign, a fundamental problem in modern robotics
Zeng et al. (2023). Traditional engineering ap-
proaches are often time-consuming and heavily de-
pend on human designers to manually prototype,
test, and iterate through an extended design cycle.
This challenge is further compounded by the vast
robot design space that must be explored. By au-
tomating key aspects of the design process, we can
significantly reduce the time and costs associated
with development. Furthermore, leveraging data-
driven approaches has the potential to generate de-
signs that surpass those conceived and produced by human designers.

Previous attempts to automate the design process have been slow and require searching through
a vast design space, which is often computationally inefficient. One class of such approaches is
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inspired by evolutionary algorithms (EAs) found in nature Bäck & Schwefel (1993). However, EAs
necessitate iterating through hundreds of generations, and existing solutions struggle to scale with
increasing design complexity Thierens (1999).

In this work, we propose a method to address some of these challenges. We introduce RoboMorph,
a novel approach to robot design that is data-driven, generative, and modular. RoboMorph draws in-
spiration from recent advancements in large language models (LLMs) OpenAI et al. (2024), prompt-
ing techniques Brown et al. (2020); Wei et al. (2022b), and compositional design generation based
on a structured robot grammar Zhao et al. (2020). Additionally, we employ reinforcement learn-
ing (RL)-based control algorithms to compute fitness scores for each automatically generated robot
design. An overview of our approach is presented in Figure 1.

We leverage LLMs in our method for several reasons. First, LLMs possess extensive prior knowl-
edge and demonstrate emergent capabilities Wei et al. (2022a), which can fundamentally transform
the methodology of robot design. Second, utilizing natural language as an input module enables
a flexible approach that accommodates custom designs based on specific user requirements. For
example, this flexibility allows users to specify particular designs tailored for specific tasks or en-
vironments. Finally, unlike search engines, LLMs can suggest ways to integrate knowledge into
prompts and apply it to novel problems, thereby ensuring the generated designs are practical and
effective.

We experimentally demonstrate that an iterative approach provides feedback to the LLM, enabling
it to generate progressively improved designs over time. RoboMorph illustrates the feasibility of
using LLMs for robot design across different environments, and we believe this approach can be
extended to other domains that follow similar design principles. Our work represents a step toward
a future in which robots are designed in a manner which can facilitate their rapid deployment in
real-world applications.

Our contributions are as follows:

• We introduce RoboMorph, which, to the best of our knowledge, is the first approach to in-
tegrate LLMs, evolutionary algorithms, robot grammars, and RL-based control to automate
robot design for a given task.

• Our modular framework enables greater customization than existing methods, allowing
users to modify the pipeline to suit specific needs. For example, users can adjust the input
prompt or modify the simulation environment.

• We present experimental results demonstrating the potential of RoboMorph, showcasing
its effectiveness and benchmarking its improved designs against existing methods.

2 PROBLEM FORMULATION

We formulate our problem with the objective of optimizing the morphology of a robot across differ-
ent terrains. Below, we provide a detailed description of both key components.

2.1 DESIGN OPTIMIZATION

In episodic environments, RL models problems as a Markov Decision Process (MDP), defined as
M = (S,A, T , R, γ), where S is the state space, A is the action space, T represents the transi-
tion dynamics, R is the reward function, and γ is the discount factor. The agent follows a policy
π(at|st), selecting actions at ∈ A based on the current state st ∈ S. Starting from the initial state
s0, actions are sampled from π, leading to state transitions governed by T (st+1|st, at) with an asso-
ciated reward rt. The goal of RL is to determine the optimal policy π∗ that maximizes the expected
discounted reward: J(π) = Eπ

[∑H
t=0 γ

trt

]
, where H denotes the time horizon.

An agent’s design D ∈ D plays a crucial role in determining its functionality. In our frame-
work, D encompasses both the agent’s skeletal structure and component-specific attributes, such
as limb lengths, joint types, and end effectors. To account for design variations, the original re-
ward function J(π) = Eπ

[∑H
t=0 γ

trt

]
is extended to incorporate design dependence: J(π,D) =

Eπ,D

[∑H
t=0 γ

trt

]
. Thus, the objective is to determine the optimal design D∗ that maximizes the
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expected cumulative rewards:
D∗ = argmax

D
max
π

J(π,D). (1)

To compute Equation 1, we must design the robot’s morphology and train its control network. How-
ever, defining the design spaceD is challenging due to the vast number of possible skeletal structure
combinations. Consequently, the training process must refine both the robot’s morphology and its
control network simultaneously. To simplify this co-optimization problem, we divide the overall
process into two main stages and alternate between the design stage and the control stage.

In the design stage, the design Dt+1 is updated based on the input prompt, which consists of the
system prompt, user prompt, and few-shot examples, formally defined as:

Dt+1 = fLLM(promptinput). (2)

The mapping function fLLM determines which components of the robot should be modified or re-
constructed. We hypothesize that the LLM can acquire this capability. To obtain a new pol-
icy πt+1, we use RL to train a set of parameters θ from scratch, optimizing them to maximize:
J(πt+1, Dt+1) = J(πθ, Dt+1).

2.2 TERRAINS

Terrains define the tasks for which robot morphologies are optimized. Each terrain is designed to
produce a distinct set of optimal designs. We extend the set of environments introduced in Robo-
grammar Zhao et al. (2020). Figure 5 provides visualizations of each terrain.

Ridged terrain. A series of evenly spaced ridges, averaging two meters apart, spans the entire
width of this terrain. It requires locomotion designs capable of jumping or crawling for effective
navigation.

Flat terrain. A featureless surface with a high friction coefficient of 1.0, accommodating a wide
range of locomotion styles and designs.

Frozen terrain. A flat surface with a low friction coefficient of 0.05. This terrain challenges designs
to either maximize traction or exploit the reduced friction for movement.

Beams terrain. A series of platforms with overhanging beams suspended in the air. Designs must
navigate beneath the beams, favoring those that remain close to the ground while avoiding tall or
upright postures.

3 ROBOMORPH

The framework introduced in this paper, RoboMorph, is illustrated in Figure 2. It follows an evolu-
tionary pipeline that maintains a population of robot designs generated using an LLM (specifically,
GPT-4o). At each iteration, the LLM prompt is provided with a series of few-shot examples, which
serve as a guide for the LLM to reason about its design output (Sections 3.1 and 3.2).

Figure 2: Overview of the RoboMorph framework, which consists of a design stage and a control
stage. The process is divided into six steps: (1) The input consists of the system prompt, user
prompt, and few-shot examples. (2) Based on the input prompt, the LLM generates a new design
and provides its reasoning. (3) A compiler converts the LLM-generated design into an XML file,
which can be rendered in a simulator. (4) An RL control policy is trained in simulation for the robot
in a given environment. (5) The robot is evaluated, and a fitness score is assigned to each design. (6)
The population of robots is updated through evolution by pruning the worst-performing candidates.
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The designs are expressed as text that adheres to the rules of the robot grammar Zhao et al. (2020).
This is particularly beneficial, as recursion and branching enable the generation of a diverse set of
designs that are feasible for real-world construction. A compiler converts each new design into an
XML file (Section 3.3), which is then fed into the MuJoCo Todorov et al. (2012) physics simulator
(Section 3.4) to learn a control policy and compute a fitness score for each design (Section 3.5).

The new batch of designs is added to the existing population, and the worst candidates are pruned,
retaining only the top-k best designs (Section 3.6). These top-k designs are subsequently incor-
porated into the few-shot examples for the next iteration. The entire pipeline is initialized with an
initial set of few-shot robot design examples (Appendix A). In the following subsections, we detail
each module and provide the pseudocode for RoboMorph in Algorithm 1.

3.1 PROMPT STRUCTURE

Algorithm 1 Pseudocode for RoboMorph
Requires:
promptsystem robot grammar rules
promptuser instructions for designing a robot
evolutions number of evolutions
population number of designs per population
K number of few-shot examples
Q min-queue {(fitnessi, designi, reasoni)}Ki=1

function RoboMorph
fewshots = init few shots() {Appendix A}
for i = 1 to evolutions do

for j = 1 to population do
designnew, reasonnew ←
LLM(promptsystem, promptuser, fewshots)
designxml ← Compiler(designnew)
if designxml is corrupted then continue
fitnessnew = Evaluate(designxml)
γmin ← argmini fitnessi in Q
if fitnessnew > Q[γmin].fitness then
Q[γmin] ←
(fitnessnew, designnew, reasonnew)

end if
end for
fewshots← ∅
for all (fitness, design, reason) ∈ Q do
fewshots.append(str(design, reason))

end for
end for
end function

We generate robot designs using the chat
API of GPT-4o with its default settings
and hyperparameters. The input to the
model consists of three main components:

System prompt. This defines both the
structural and component rules governed
by the robot grammar Zhao et al. (2020),
ensuring that the generated designs are
physically feasible. The LLM is instructed
to provide reasoning and a step-by-step ex-
planation of how the structural rules are
applied during the assembly process.

User prompt. This instructs the LLM
to design a robot while explaining its
reasoning in a step-by-step manner,
inspired by the approach in Wei et al.
(2022b). The user prompt remains fixed
and is defined as: "Your task is
to design a single robot.
Use the examples provided
to guide your reasoning and
explain your design step by
step."

Few-shot examples. This set consists of
robot designs that have achieved the high-
est fitness scores up to the given evolution
step. By including these examples, the
LLM can iterate on existing designs and
generate improved variations. For each ex-
ample, we also provide the reasoning that
was used in constructing the design. Further details are provided in Section 3.2.

For a detailed listing of the prompts, see Appendix B.

3.2 BEST-SHOT PROMPTING

Inspired by the work in Brown et al. (2020), our motivation for appending few-shot examples in the
prompt is threefold.

First, when initially testing our pipeline in a zero-shot manner, we observed hallucinations in the
LLM’s output, where generated designs were not plausible under the rules of robot grammar. This
issue is common when using LLMs for creative tasks Romera-Paredes et al. (2024) and is particu-
larly problematic, as it prevents us from compiling the LLM’s textual output into a realizable robot
that can be rendered in simulation. We further describe this issue in Section 3.3. To mitigate this,
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we include step-by-step robot-building examples as few-shot prompts to better ground the LLM in
following the robot grammar rules.

Beyond improving the LLM’s adherence to grammar constraints, the few-shot examples also serve
to guide its design process more effectively. We frequently observed that the LLM could become
trapped in a local minimum of creative designs, limiting its ability to generate diverse robot mor-
phologies. Here, we define diversity as a qualitative measure based on the number of limbs and the
variety of joints present in a robot’s structure. To address this, we initialize the few-shot examples
by randomly sampling robot grammar rules to construct a robot. The exact details of the few-shot
initialization are outlined in Appendix A.

Finally, our results in Section 4.2 demonstrate that continuously updating the few-shot examples in
the prompt with better robot designs—those with higher fitness scores—leads to progressively more
optimal designs generated by the LLM over time. We refer to this process of updating the few-shot
examples as best-shot prompting and further discuss this evolutionary approach in Section 3.6.

Notably, we do not provide the fitness values associated with each design, as we observed that doing
so causes the LLM to overfit to those designs, thereby reducing exploration. Figure 3 presents
examples of few-shot robot designs that were initialized at the beginning of the framework. The
random generation of these morphologies introduces diverse and interesting designs, albeit ones
that are initially unoptimized for forward locomotion.

3.3 ROBOT DESIGN

Figure 3: Examples of initial few-shot
robot designs generated using Algo-
rithm 2 (see Appendix A).

The textual representation of a robot design, adhering to
the rules of the robot grammar, is generated by the un-
derlying LLM. Unlike the search algorithm proposed in
Robogrammar, our method avoids the computational bot-
tleneck of iteratively exploring multiple branches within a
tree-like structure to identify the optimal design. Instead,
the LLM directly generates a robot design, which is then
compiled into an XML file compatible with the MuJoCo
simulator.

Although it is possible to convert the LLM’s output di-
rectly into an XML file, our initial results indicated that
GPT-4 was unreliable in performing this task without er-
rors, a limitation also noted in Makatura et al. (2023).
One important consideration is that we disable collisions
between bodies in the robot XML to accelerate training
when learning the corresponding control policy. While
this may affect the absolute fitness values obtained, applying this modification consistently across
all evaluated robots ensures that relative performance comparisons remain valid. In the final evalu-
ation, we re-enable collisions for the best-performing design, as discussed in Section 4.3.

3.4 SIMULATION

Since our method relies on generating a large number of designs, each of which must be trained
using an RL policy, it was crucial to optimize the training and evaluation loop for speed. To achieve
this, we adopted MuJoCo XLA (MJX), a JAX-based implementation of the well-known MuJoCo
physics simulator, capable of running on accelerated hardware. MJX leverages modern GPUs to
enable parallelized experience collection across thousands of environment instances. Additionally,
we utilized Brax Freeman et al. (2021), a JAX-based framework for RL, which seamlessly integrates
with the MJX physics pipeline and provides implementations of popular RL algorithms such as Soft
Actor-Critic (SAC) Haarnoja et al. (2018b) and Proximal Policy Optimization (PPO) Schulman et al.
(2017). To further accelerate computation, we parallelized RL training, allowing multiple robot
designs to be trained and evaluated simultaneously, each on a separate GPU. This parallelization,
combined with the computational speedup from MJX, significantly increased both the number of
evolutionary iterations and the number of designs generated per evolution.

5



Published at ICLR 2025 Workshop on Foundation Models in the Wild.

3.5 CONTROL

After compiling the design into XML format, each robot design is trained in simulation using the
SAC algorithm, and the resulting policy is evaluated to compute a fitness score. We also experi-
mented with PPO, but SAC was found to be more consistent in learning to control a diverse range
of robot designs. Each design was evaluated using the same set of hyperparameters and the same
number of environment steps (see Appendix C for details).

3.6 EVOLUTION

Exploration. We consider the LLM as an evolution of search engines, capable of generating the
”most probable” response to a given prompt Shanahan (2024). However, LLMs are prone to hal-
lucinations, which can result in outputs that appear plausible but are factually incorrect Bang et al.
(2023). We leverage this phenomenon by treating the LLM as a generator of robot designs, with the
primary goal of providing creative solutions. To facilitate this, we repeatedly prompt the LLM to
generate a diverse population of robots, encouraging exploration while using a verifier to ensure the
viability of the suggested designs.

Exploitation. Once a population of robot designs has been generated, we evaluate each design to
filter out poorly suggested ideas from the exploration phase. As previously discussed, each robot is
tested in simulation under a control policy and assigned a fitness score. Following an evolutionary
approach, we retain and store the top-k designs with the highest fitness scores in a database while
discarding the remaining candidates.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

We evaluate RoboMorph using 8 random seeds over 50 evolutionary generations, with a popula-
tion size of 32 designs per evolution. Given the stochastic nature of the LLM’s output, our initial
grid search for optimal evolution and population size proved ineffective, as different combinations
yielded varying results across different seeds. As a result, we selected suitable values for these two
hyperparameters based on similar work found in Fernando et al. (2023); Ringel et al. (2024). In
total, 1,600 robot designs are evaluated per seed of the framework. During RL policy training, we
evaluate 8 robot designs simultaneously in a cluster equipped with 8 NVIDIA A100-40GB GPUs.
The total runtime of RoboMorph for a single seed amounts to approximately 200 GPU hours.

We assess the fitness of each design within a custom MJX environment and use the Brax imple-
mentation of the SAC algorithm. The state space is represented by a vector encoding the position
and velocity of each joint, while the action space consists of joint actuations with elements ranging
within (−1, 1). The reward function is defined in Equation 3 as follows:

rt(s, a, s
′) = v⃗x(s, a, s

′), (3)

where v⃗x(s, a, s
′) represents the instantaneous forward velocity of the robot as it transitions from

state s to s′ using action a.

The fitness score of a design, shown in Equation 4, is defined as the average reward obtained by the
corresponding policy learned in the control module. It is estimated using a Monte Carlo approach
over N = 128 random rollouts:

F (design) =
1

N

N∑
i=1

1

Ti

Ti∑
j=1

rij , (4)

where Ti denotes the length of the i-th rollout, and rij is the reward obtained at the j-th step of the
i-th rollout. Rollouts terminate either when the agent becomes unhealthy or when the end of the
episode is reached. The agent’s health is determined by checking whether its z-coordinate remains
within a predefined range.

The architecture of both the critic and policy networks consists of fully connected layers of size
[256, 256]. We employ the Adam optimizer Kingma & Ba (2017) and use ReLU activation functions
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across all layers in each network. The training process involves 1,000,000 environment interactions
with a batch size of 256, striking a balance between computational efficiency and training stability.
All other RL-related hyperparameters are listed in Appendix C, Table 1. To ensure a fair fitness
assessment of each design, these hyperparameters remain constant throughout all experiments.

4.2 MAIN EXPERIMENT

In this section, we present the results obtained from RoboMorph. Figure 4(a) illustrates the av-
erage fitness score and the 95% confidence intervals across 8 seeds for the best-performing robot
design in the population at each evolutionary step. A positive trend indicates that each iteration
of RoboMorph functions as a robot design improvement operator. The confidence intervals high-
light the stochastic nature of our approach, with two primary sources of randomness: the RL opti-
mization algorithm and the evolutionary mechanism. Figure 4(b) depicts the evolution of the best-
performing seed and the highest-scoring robot design obtained across all seeds for each terrain using
RoboMorph. This represents the exploitation phase of our evolutionary algorithm (see Section 3.6).

(a) Average maximum fitness with 95% confidence inter-
vals across 8 seeds for the best robot design in the popula-
tion at each evolutionary step.

(b) Evolution of the best-performing seed for
each terrain.

Figure 4: Maximum fitness of the best robot design in the population at each evolutionary step.

Figure 5: Best-performing robot de-
signs generated by RoboMorph for
each terrain: ridged (top-left), flat (top-
right), frozen (bottom-left), and beams
(bottom-right).

The best robot designs generated by RoboMorph across
all seeds for each terrain are shown in Figure 5. As ob-
served, the optimal design for the ridged terrain is char-
acterized by long limbs with knee joints that can swing
upwards to clear obstacles. The design for the flat ter-
rain features shorter limbs with unactuated wheels spaced
far apart along the body, enabling a full range of mo-
tion. The low inertia of short limbs, combined with free-
spinning wheels, provides efficient and fast locomotion
on obstacle-free terrains.

The frozen terrain requires a different strategy to over-
come its frictionless surface. The design generated by
RoboMorph features a hexapod with rigid joints posi-
tioned at the upper legs of all limbs, which allows the
robot to maintain a wide base and a low center of grav-
ity—both crucial for balance. Interestingly, the beam ter-
rain produces a design similar to that of the flat terrain.
This similarity is expected, given that both surfaces are
identical. However, the design for the beam terrain has
even shorter limbs, allowing the robot to traverse under-
neath the overhanging beams.
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4.3 ROBOMORPH VS. ROBOGRAMMAR

In this section, we benchmark RoboMorph against the best designs obtained from the original
Robogrammar work. Unlike our method, which leverages LLMs to generate designs, Robogrammar
introduces a Graph Heuristic Search algorithm that explores combinatorial design spaces. For a
detailed explanation of their approach, we refer readers to the work in Zhao et al. (2020). The best
designs obtained using Robogrammar are showcased in Appendix D.

To compare both methods, we first reconstruct the exact designs from Robogrammar within our
environment, which consists of ridged, flat, and frozen terrains. For a fairer comparison, we en-
able collisions between bodies in our method—previously disabled to accelerate computation, as
discussed in Section 3.3. This modification results in a variation in absolute fitness scores com-
pared to the results presented in Figure 4(b). We then evaluate each method’s proposed designs
on their respective terrains across 8 seeds, training our RL control policy on each design. Fi-
nally, we present the average fitness scores along with error bars for both methods in Figure 6.

Figure 6: Average fitness of the best designs gen-
erated by RoboMorph and Robogrammar across
8 seeds.

Our comparison highlights several key obser-
vations regarding the best designs for each ter-
rain between the two methods. First, while
we present results for the beam terrain, we do
not evaluate any Robogrammar designs in this
environment, as this terrain is specific to our
method. Second, the fitness scores obtained for
the ridged terrain using both methods are sim-
ilar, with overlapping error bars. This result is
unsurprising given the morphological similari-
ties between the two designs. Both designs fea-
ture a quadrupedal structure with two roll joints
in the body and similar types and quantities of
joints in the limbs.

The most notable performance difference be-
tween the two methods is observed on the flat
terrain. While the arrangement of joints in the body could be subjectively debated between the two
designs, the most striking distinction is the use of wheels as limb end effectors in the design gen-
erated by RoboMorph. The incorporation of wheels on flat terrain is advantageous, as continuous
contact with the ground minimizes energy loss, enabling faster locomotion. In contrast, limb-based
locomotion is inherently limited by stride length and frequency. Finally, on the frozen terrain, the
design generated by RoboMorph also demonstrates an improvement over the design obtained using
Robogrammar.

Robogrammar’s frozen terrain design emphasizes the use of ”highly articulated yet compact arms to
maintain contact with the ground during the stance phase, while the rear body segment slides freely.”
Similar reasoning can be applied to the design generated by RoboMorph. We observe the use of
rigid joints in the upper legs of each limb, extending the reach of each stride while maintaining a low
center of gravity—crucial for locomotion on low-friction surfaces. Additionally, the rear rigid joint
in the body extends the tail, similarly allowing the rear body segment to slide freely. We hypothesize
that the hexapod structure of the design from RoboMorph provides enhanced stability and more
efficient forward motion compared to the bipedal structure presented in Robogrammar.

While the results of RoboMorph benchmarked against Robogrammar appear promising, several im-
portant considerations regarding our comparison should be noted. First, we manually reconstructed
Robogrammar’s designs using XML bodies to the best of our ability. Although the overall morphol-
ogy remains identical, there may be minor discrepancies in physical parameters such as mass and
size. Second, it is important to highlight that Robogrammar utilized MPC control with a similar,
though slightly different, reward function for evaluating its designs, whereas our method employs
a model-free RL approach. Finally, RoboMorph is evaluated in a different simulator (MJX) than
Robogrammar (PyBullet). While the underlying physics solvers of both simulators should be largely
similar, this difference is worth acknowledging.
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5 RELATED WORK

LLMs for design. Limited work has been conducted in the area of LLM-based robot design, which
is arguably a bottleneck in the field Zeng et al. (2023). The work in Stella et al. (2023) introduces
a framework that utilizes ChatGPT to guide the robot design process at both the conceptual and
technical levels with questions prompted by a human-in-the-loop. An extensive study Makatura
et al. (2023) presents the use of LLMs for design and manufacturing, leveraging GPT-4’s ability to
generate high-level structures through discrete compositions. Unlike previous studies, our approach
integrates a fitness evaluation module within the framework, enabling optimization of the design for
specific objectives. The most similar work to ours is Text2Robot Ringel et al. (2024), which presents
a framework for converting user text specifications into quadrupedal robot designs. However, our
approach addresses a key limitation of Ringel et al. (2024) by enabling the design of morphologies
with a varying number of limbs and joints.

Legged locomotion. Designing control algorithms for legged locomotion has been a long-standing
challenge in robotics due to the high-dimensional state space and the system’s nonlinear dynamics.
Model Predictive Control (MPC) Di Carlo et al. (2018); Kim et al. (2019), as used in Robogram-
mar, along with classical control methods, often requires precise system dynamics models and is
challenging to tune for complex systems. Consequently, we adopt a model-free approach using
reinforcement learning Hwangbo et al. (2019); Haarnoja et al. (2018a); Tsounis et al. (2020); Lee
et al. (2020), specifically leveraging the Soft Actor-Critic (SAC) algorithm Haarnoja et al. (2018b)
to learn policies for evaluating robot designs.

6 LIMITATIONS AND FUTURE WORK

More tailored input prompts. A valuable direction for future work is to develop a curated set of in-
put prompts specifically tailored to robot design. This would require further advancements in prompt
engineering to refine the LLM’s output responses. One promising approach could involve incorpo-
rating mutation operators commonly found in EAs into the natural language space, as demonstrated
in Fernando et al. (2023). This may be advantageous since the natural language space operates at a
lower fidelity than the corresponding design space, potentially making search and optimization more
efficient. Additionally, automating prompt discovery could help mitigate occasional hallucinations
produced by the LLM for the given task.

Diverse mix of environments. A natural next step is to ensure broad coverage of various environ-
mental features, such as terrain shape and texture. Extending this work to design a more general-
purpose robot capable of traversing multiple terrains simultaneously would be an interesting di-
rection. An open question remains whether this could be achieved by initializing the system with
diverse few-shot examples specifically tailored to different environments. Alternatively, incorpo-
rating textual descriptions of the environment into the prompt may encourage the LLM to generate
morphologies that dynamically adapt to varying terrain conditions.

Joint generation of a robot and its policy. Future research could explore whether LLMs are
capable of co-designing both a robot’s morphology and its control strategy. Recent work, such
as Ma et al. (2024a), has demonstrated the possibility of using LLMs to generate reward functions
without task-specific prompting or predefined reward templates.

7 CONCLUSION

We present RoboMorph, a framework that integrates LLMs, evolutionary algorithms, RL-based
control, and robot grammars to facilitate the design of modular robots. Our approach streamlines
and simplifies the workflow of conventional robot design methods while enabling more efficient
design schemes. Experimental results demonstrate significant improvements in robot morphology
over successive evolutions. Future research will further explore the intersection of LLMs’ generative
capabilities and low-cost additive manufacturing techniques to develop robots suitable for real-world
deployment.
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A INITIALIZATION OF FEW-SHOT EXAMPLES

The pseudocode for initializing the few-shot examples is presented in Algorithm 2 below.

Algorithm 2 Pseudocode for initializing few-shot examples
Requires:
promptsystem robot grammar rules
max steps maximum number of steps
K number of few-shot examples

function init few shots
fewshots← ∅
repeat

Initialize design← ∅
Initialize steps← 0
while steps < max steps do

Identify structural rules R from promptsystem
if R = ∅ then break
Sample r ∼ R and apply rule r to list design
steps← steps+ 1

end while
for all ri ∈ design do

Identify components C for ri from promptsystem
Sample c ∼ C and swap ri with c in design

end for
fewshots.append(str(design))

until |fewshots| = K
return fewshots
end function

B PROMPTS

All RoboMorph prompts are highlighted below.

Prompt 1: System Prompt

You are a helpful assistant specialized in designing robots.
My ultimate goal is to discover as many diverse designs as
possible, accomplish as many diverse tasks as possible and
become the best robot designer in the world.

You will represent robot designs as graphs composed of
interconnected nodes, where each node corresponds to a
specific component or function of the robot. You must
construct these graphs by applying structural rules
sequentially and then replacing the nodes with specific
component rules to generate a final design. The process
ensures the robot is both structurally valid and functionally
robust.

The following symbols represent the nodes in the robot graph:
S: Start symbol
H: Head part
Y: Body joint
B: Body part
T: Tail part
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U: Body link
C: Connector
M: Mount part
E: Limb end
J: Limb joint
L: Limb link

STRUCTURAL RULES:
Start node
r0) S

Body structure
r1) Replace S with H-B-T
r2) Replace T with Y-B-T

Adding appendages to the body
r3) Replace B with U-(C-M-E)
r4) Replace B with U

Appendages
r5) Replace E with J-L-E
r6) Replace T with C-M-E
r7) Replace H with E-M-C

COMPONENT RULES:
U: body={15cm}
L: limb={10-15cm}
Y: rigid, roll or twist
J: rigid, roll, knee={0-60deg} or elbow={0-180deg}
C: connector
M: mount
E: wheel or null
H: null
T: null

Note: Component rules are applied only after the structural
graph is fully constructed. Each node must be replaced with
its corresponding component, selecting exactly one parameter
from each {} set.

Apply the structural rules sequentially. For each step,
specify the rule applied (e.g., r1, r2) and display the
updated graph at each step, clearly indicating node
replacements. Once the structural graph is complete (all end
nodes are H, T, or E), replace each node with its respective
component as per the component rules.

Use the following format for responses:

STRUCTURAL RULES:
Step 1: r0) S
Step 2: r1) H-B-T
Step 3: ...
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...

COMPONENT RULES:
Final graph representation with components.

REASONING: Provide an explanation of your design choices,
including why specific rules were applied.

Here are some important considerations:
Completeness: Ensure all end nodes are resolved into H, T, or
E before applying component rules.
Consistency: Adhere to the defined structural and component
rules.
Diversity: Prioritize generating a wide range of designs by
exploring different rule combinations.

Prompt 2: User Prompt

Your task is to design a single robot. Use the examples
provided to guide your reasoning and explain your design step
by step.

Prompt 3: Few Shot Examples

### EXAMPLE {i} ###
STRUCTURAL RULES:
Step 1: r0) S
Step 2: r1) H-B-T
Step 3: ...

COMPONENT RULES:
[null]-[body=15cm] ...

REASONING: ...
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C HYPERPARAMETERS AND COMPUTE

For reinforcement learning, we use the SAC algorithm implementation available in Brax, with hy-
perparameters listed in Table 1.

Table 1: Reinforcement learning hyperparameters
Hyperparameter Value

num_envs 4096
num_timesteps 1,000,000
max_replay_size 4,000,000
min_replay_size 5,000
episode length 1,000
discounting 0.99
num_envs 1024
batch_size 256

unroll_length 62
learning_rate 1e-3

hidden layers (for both critic and actor) [256,256]
grad_updates_per_step 64

num_minibatches 16
entropy_cost 0.0

D ROBOGRAMMAR BEST DESIGNS

Figure 7 presents our reconstruction of the best designs for the ridged, flat, and frozen terrains using
the Robogrammar method Zhao et al. (2020).

Figure 7: Best-performing designs generated by Robogrammar for the ridged, flat, and frozen ter-
rains.
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