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ABSTRACT

Retrieving homologous protein sequences is essential for a broad range of protein
modeling tasks such as fitness prediction, protein design, structure modeling, and
protein-protein interactions. Traditional workflows have relied on a two-step pro-
cess: first retrieving homologs via Multiple Sequence Alignments (MSA), then
training models on one or more of these alignments. However, MSA-based re-
trieval is computationally expensive, struggles with highly divergent sequences and
complex insertions/deletions, and operates independently of downstream model-
ing. We introduce Protriever, an end-to-end differentiable framework that unifies
retrieval and task modeling. Focusing on protein fitness prediction, we show that
Protriever achieves performance on par with the most sensitive MSA-based tools
while being orders of magnitude faster at retrieval, as it relies on efficient vector
search. Protriever is both architecture- and task-agnostic, and can flexibly adapt to
different retrieval strategies and protein databases at inference – offering a scalable
alternative to alignment-centric approaches.

Proteins evolve under strict constraints that preserve their function, creating specific mutation
landscapes (Göbel et al., 1994). Understanding these landscapes is vital for biological discovery and
applications like enzyme and antibody design. Homologous proteins are particularly informative, as
their shared evolutionary origin reveals fundamental sequence constraints. This makes homology
crucial for various protein modeling tasks, from mutation impact prediction (Frazer et al., 2021)
to protein design (Russ et al., 2020) and structure prediction (Jumper et al., 2021). Traditional
approaches use Multiple Sequence Alignment (MSA) based models trained on homolog families
(Krogh, 1998; Hopf et al., 2014; Frazer et al., 2021). While effective, these methods struggle with
shallow or inaccurate MSAs, significant insertions/deletions, and non-alignable sequences (Riley
et al., 2023). They also require new MSAs and models for each protein family. Recent Protein
Language Models (pLMs) offer alignment-free approaches that leverage diverse protein sequences
(Elnaggar et al., 2021; Lin et al., 2023; Nijkamp et al., 2023). However, these single-sequence models
often underperform family-specific methods, particularly for specialized proteins (Notin et al., 2023).
Hybrid approaches like MSA Transformer (Rao et al., 2021), Tranception (Notin et al., 2022), and
PoET (Truong Jr & Bepler, 2023) combine family-specific context with broader modeling, but current
retrieval frameworks remain static and cannot optimize their retrieval choices.

In this work, we propose Protriever, a retrieval-based protein language model that provides fast
homology retrieval through a learned vector database and integrates these retrieved sequences to yield
accurate zero-shot fitness predictions. Our contributions are as follows:

• We introduce an efficient mechanism, based on the Fusion-in-Decoder (Izacard & Grave,
2021), to extend off-the-shelf single-sequence autoregressive pLMs by allowing them to
condition their predictions on relevant homologous sequences (§ 2.1);

• We introduce Protriever, a novel approach for end-to-end differentiable retrieval and sequence
modeling, enabling the model to learn which sets of homologous sequences are most
informative to decode a given target protein, and to adaptively refine its retrieval embeddings
(§ 2.2);

• We demonstrate the value of Protriever for protein fitness prediction, across an extensive
number of Deep Mutational Scanning (DMS) assays from the ProteinGym benchmark
(Notin et al., 2023) (§ 3).
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Figure 1: Protriever. The Protriever framework is composed of three parts: a learned retriever,
index, and a reader. The two neural networks work together to produce a conditional sequence
likelihood. The Retriever selects a set of sequences DK = {dk}1,...,K to be passed on to the reader,
using similarity search of the query to the embeddings of protein sequences in the index . This
set of sequences is then passed on to the Reader, that learns to reconstruct the query from just the
conditioning set DK . During training, the reader calculates the relevance score of each document
pLM (q | dk), and these relevance scores are then used to train the retriever.

Protriever addresses a key limitation in protein sequence modeling by making homology sets dynamic
and learnable, rather than static, allowing adaptation to new evolutionary insights while avoiding
MSA constraints.

1 RELATED WORK

Evolutionary sequence models Evolutionary models analyze protein families by first retrieving
homologs, aligning them in Multiple Sequence Alignments (MSAs), and fitting statistical models to
these alignments. Approaches range from site-independent models to those capturing co-evolving
positions Hopf et al. (2017) and higher-order correlations using variational autoencoders Riesselman
et al. (2018); Frazer et al. (2021). While effective, these alignment-based methods must be retrained
per family and struggle with extensive insertions, gaps, and novel indels not present in reference
alignments. These challenges can significantly distort biological interpretations derived from the
data.

Protein language models (pLMs) pLMs use self-supervised learning on massive protein databases
to learn evolutionary constraints that generalize across families. These models are typically trained to
predict masked or next amino acids in sequences, learning the underlying patterns and dependencies
that characterize functional proteins. Following UniRep’s Alley et al. (2019) pioneering LSTM-
based approach, Transformer-based architectures emerged, including GPT-based models (ProGen,
Tranception, ProtGPT2) Madani et al. (2020); Notin et al. (2022); Ferruz et al. (2022), BERT-based
models (PRoBERTa, ESM) Nambiar et al. (2020); Rives et al. (2021), and others Raffel et al. (2023);
Elnaggar et al. (2021). While versatile, these models often underperform family-specific approaches
and require significant computational resources.

Conditional pLMs Conditional pLMs bridge unconditional and family-specific approaches, com-
bining language model capabilities with evolutionary insights from homologous sequences. Trancep-
tion Notin et al. (2022) merges predictions from an unconditional language model with MSA-derived
frequencies through a learned weighting scheme, but remains constrained by MSA limitations. MSA
Transformer Rao et al. (2021) learns directly from aligned sequences using axial attention Ho et al.
(2019), while PoET Truong Jr & Bepler (2023) and ProtMamba Sgarbossa et al. (2024) eliminate
alignment requirements by modeling homologous sequence sets through order-invariant mechanisms.
However, these approaches rely on predefined homology sets using traditional sequence similarity
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metrics, rather than leveraging the model’s learned representations to identify the most informative
sequences for prediction - a limitation we address with Protriever’s trainable retrieval mechanism.

1.1 RETRIEVAL

Retrieval refers to searching a reference database and extracting useful information for the task of
interest. In NLP, retrieval has been used for open-domain question answering Robertson & Zaragoza
(2009); Grave et al. (2017); Wang et al. (2018); Karpukhin et al. (2020); Khandelwal et al. (2019)
and more recently generative language models have been augmented with knowledgebases to answer
highly specific questions Lee et al. (2019). The latter make use of a ‘retriever’, which retrieves useful
context, and a ‘reader’, which conditions on both the query and the context to generate an answer.
Going further than question-answering, methods such as REALM Guu et al. (2020) and RAG Lewis
et al. (2020) introduced the concept of retrieval-augmented pre-training, where the model retrieves
document chunks from a large corpus at both training and inference time in order to predict following
tokens. In particular, REALM showed that it was possible to train both the retriever and reader
models in an end-to-end differentiable fashion.

MSA generation is sometimes framed as a retrieval process (and has been used to augment pLMs as
in the conditional pLMs section). Some work has also focused on differentiable or protein language
model-based MSA generation Hong et al. (2021); Petti et al. (2023); Llinares-López et al. (2023).
Closest to our retrieval-augmented methods are AIDO.RAG Li et al. (2024) and RSA Ma et al. (2024).
AIDO.RAG trains a retriever to generate UniClust30 IDs, which are then used to generate better
MSAs for structure prediction, and then retrains an encoder model on top of these MSAs. RSA is
probably closest to RAG: it uses a frozen pretrained ESM-1b encoder as retriever and fine-tunes a
reader model on a property prediction task. However, no one has yet integrated an end-to-end joint
training of sequence retrieval and generation for protein sequence modeling, as we present here.

2 METHODS

2.1 PROTRIEVER FRAMEWORK

The Protriever framework is composed of three different components, the Retriever model, the
Index, and the Reader model (shown in Fig. 1). The query sequence is passed through the retriever,
which performs a similarity search against a fixed index of sequence embeddings. The reader model
is then tasked with reconstructing the query sequence from the set of retrieved sequences. During
training, the reader model learns which sequences provide useful context for reconstruction, providing
feedback to the retriever that adjusts sequence relationships in embedding space given their utility for
the task.

Retriever model We use an ESM-2 (Lin et al., 2023) encoder architecture as our retriever model,
initialized with pre-trained weights (35M parameters). Average pooling is applied over the outputs of
the last layer to obtain one 480-dimensional vector representation per sequence. A similarity score
between the query q and each other sequence d is then obtained by computing the cosine similarity
s(d,q) between their corresponding embeddings.

Index The retriever encoder is used to score all sequences in our database, constituting an index of
UniRef50 (Suzek et al., 2015) sequences, which is searchable at very high speed using Faiss (Johnson
et al., 2021), a k-nearest neighbor vector similarity search method. While previous work has shown
benefits from periodically updating the index during training to maintain consistency with the evolving
retriever (Izacard et al., 2022), we adopt a computationally efficient strategy of maintaining a static
index during training and generating a final updated index for inference with the trained retriever. This
approach significantly reduces computational overhead while still capturing the learned embedding
space in the final model.

Reader model For the reader, we use the Fusion-in-Decoder model introduced in Izacard & Grave
(2021) which was shown to be effective for retrieval methods in NLP (Izacard et al., 2022). The model
is an encoder-decoder model, where each sequence is encoded independently from other sequences
by an encoder. The decoder then attends to the concatenation of the resulting representations of all
retrieved sequences. The model thus performs evidence fusion in the decoder only, and is therefore
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Model type Model name # Params Spearman by MSA depth (↑)
Low Medium High All

Encoders

ESM2-S 35M 0.239 0.271 0.453 0.321
ESM2-M 150M 0.306 0.358 0.500 0.388
ESM2-L 650M 0.335 0.406 0.517 0.419
ESM2-XL 3B 0.348 0.415 0.491 0.418

Decoders
Tranception-S 85M 0.258 0.295 0.321 0.291
Tranception-M 300M 0.293 0.349 0.382 0.341
Tranception-L 700M 0.358 0.371 0.417 0.382

FiD
FiD + MSA 150M 0.352 0.411 0.498 0.420
FiD + frozen Protriever 150M 0.287 0.354 0.386 0.342
FiD + trained Protriever 150M 0.365 0.401 0.483 0.416

Table 1: Zero-shot substitution DMS benchmark by MSA depth. Average Spearman’s rank
correlation between model scores and experimental measurements by MSA depth on the ProteinGym
substitution benchmark. Tranception models are without inference-time MSA retrieval. Alignment
depth is defined by the ratio of the effective number of sequences Neff in the MSA, following Hopf
et al. (2017), by the length covered L (Low: Neff/L <1; Medium: 1< Neff/L <100; High: Neff/L
>100). The All column is the average across the three depths.

referred to as Fusion-in-Decoder (FiD). This architecture offers significant computational advantages
over a standard decoder that processes all sequences simultaneously. In a standard decoder model,
processing k sequences each of length l with a query sequence also of length l, the self-attention
mechanism must compute attention scores between all positions across all sequences, resulting in a
complexity of O(((k + 1)l)2) for the attention matrix computation. In contrast, FiD first processes
each sequence independently through the encoder, then only computes cross-attention between the
query sequence and the encoded representations of the conditioning sequences. This results in a
complexity of O(kl2 + l2k) where the first term represents the independent encoding of k sequences,
and the second term represents the cross-attention computation in the decoder of lk hidden states
by query sequence of length l . The cross-attention complexity scales linearly with the number
of sequences k in the conditioning set compared to quadratic scaling in decoder-only models (see
Appendix B for more details).

2.2 TRAINING LOSSES FOR THE RETRIEVER

We evaluate two loss functions for training the retriever, building on approaches benchmarked in
Atlas (Izacard et al., 2022) for end-to-end text retrieval. These loss functions are compatible with
efficient attention mechanisms like Flash Attention 2 (Dao, 2023) as they don’t require explicit
attention scores.

Our approach leverages the language model’s performance to guide retriever training. Specifically,
if a homologous protein proves valuable for the reader’s sequence modeling task, the retriever is
encouraged to rank it closer to the query sequence in embedding space. This differs from traditional
NLP retrieval, where document relevance is typically scored based on its utility for question answering.
Adopting notation commonly used in the NLP literature, we denote the retrieved homologous proteins
as d (documents).

The initial relevance score of a protein sequence d to a query sequence q is

pRETR(d | q) = exp(s(d,q)/θ)∑K
k=1 exp (s (dk,q) /θ)

(1)

where s(d,q) represents the dot product of query sequence and retrieved sequences. Note the
sum is over DK = {dk}1,...,K of top-K retrieved sequences. This formulation approximates the
true relevance score over the entire index while maintaining computational tractability by limiting
backpropagation to only K sequences.
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Model Model name # Params Spearman by Function Type (↑)
type Activity Binding Expression Organismal StabilityFitness

Encoders

ESM2-S 35M 0.314 0.291 0.343 0.217 0.439
ESM2-M 150M 0.391 0.326 0.402 0.305 0.510
ESM2-L 650M 0.425 0.337 0.415 0.368 0.523
ESM2-XL 3B 0.417 0.321 0.403 0.378 0.509

Decoders
Tranception-S 85M 0.288 0.286 0.349 0.321 0.27
Tranception-M 300M 0.349 0.284 0.406 0.364 0.342
Tranception-L 700M 0.401 0.288 0.413 0.387 0.381

FiD
FiD + MSA 150M 0.411 0.311 0.426 0.390 0.452
FiD + frozen Protriever 150M 0.362 0.242 0.380 0.327 0.379
FiD + trained Protriever 150M 0.406 0.308 0.418 0.384 0.436

Table 2: Zero-shot substitution separated by function type. Average Spearman’s rank correlation
between model scores and experimental measurements on the ProteinGym substitution benchmark,
separated into five functional categories (Activity, Binding, Organismal Fitness, Stability, and Expres-
sion), as defined in the benchmark. Tranception models are without inference-time MSA retrieval.

End-to-end training of Multi-Document Reader and Retriever (EMDR) We first implement
the approach introduced by Sachan et al. (2021), which is inspired by the expectation-maximization
(EM) algorithm. In this approach, retrieved sequences are treated as latent variables. Given a query q,
and the set DK of top-K retrieved sequences with the current retriever, the EMDR retriever loss is
defined as:

LEMDR = − log

[
K∑

k=1

pLM (q | dk) pRETR (dk | q)

]
where pRETR represents the probability distribution over the top-K retrieved sequences, as defined by
Eq. (1). During optimization, we apply a stop-gradient operator to pLM, ensuring updates are limited
to the retriever parameters. The theoretical optimum of this loss function is a degenerate distribution
that assigns all probability mass to the single sequence maximizing the language model’s likelihood
of generating the correct output.

Perplexity Distillation (PDist) The second approach, introduced by Izacard et al. (2022), trains the
retriever to predict the degree to which each sequence improves the language model’s perplexity of
the reconstructed query sequence. To that end, we minimize the KL-divergence between the relevance
score for the retrieved sequence (Eq. (1)), and the posterior distribution of retrieved sequence scores
based on the language model:

pk =
exp (log pLM (q | dk))∑K
i=1 exp (log pLM (q | di))

2.3 VECTOR SIMILARITY SEARCH

Our implementation leverages Faiss for GPU-accelerated vector similarity search (Johnson et al.,
2021; Douze et al., 2024). The retrieval index is initialized with embeddings from the pre-trained
retriever encoder before model training begins. For efficient search at scale, we use an inverted
file index (IVF), where the database of protein sequence embeddings is clustered using a k-means
algorithm (also know as applying a coarse quantizer). At retrieval time, a query is compared to
the resulting KIVF centroids, where the nearest PIVF centroids’ associated vectors are searched
exhaustively. To optimize memory usage and computation speed, we apply product quantization
(PQ) to compress the database vectors while maintaining retrieval accuracy. The process of training
the quantizers for rapid indexing is known as training the index. Due to the size of UniRef50 (≈ 64
million sequences) and the associated embeddings, the index is divided into partitions which are
distributed across available GPUs. Queries are processed independently on each partition, with
results aggregated to produce the final retrieval set. Detailed specifications of the indexing and search
approach are provided in Appendix C.
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Training strategies EMDR PDist
Pretrained reader 0.347 0.347
+retriever training on fixed BLAST sets 0.379 0.376
+retriever training on ESM sets 0.385 0.380
+retriever and reader training on ESM sets 0.404 0.397

Table 3: Spearman on validation set for different training strategies and losses. We evaluate the
FiD model with retrieved sets, sampled with the Distance + Uni90 scheme, using a retriever trained
with each strategy. Each strategy allows the retriever to adjust relevance scores to return relevant
sequences, subsequently increasing the validation performance, indicating that we are adapting our
framework for the retrieval evaluation. EMDR performs slightly better than the PDist loss.

2.4 SEQUENCE GENERATION AND SCORING

Protriever is an autoregressive model, trained to predict the next token in a sequence of amino acids
given retrieved sequences as context. The standard autoregressive factorization of the probability of a
sequence of l amino acids is as follows:

P (x) = P (xi | x1, . . . , xi−1) =

l∏
i=1

P (xi | x<i)

In our retrieval framework, we extend this by conditioning on a set of K retrieved sequences
DK = TopK(PRETR(d|x)), yielding the full probability:

P (x) = PRETR(DK |x)
l∏

i=1

PLM(xi|x<i,DK),

Following (Frazer et al., 2021; Notin et al., 2022), we evaluate the fitness of a mutated protein
sequence xmut via its log-likelihood ratio with respect to the wild-type sequence xwt:

log
P (xmut)

P (xwt)
= log

PLM (xmut|DK)

PLM (xwt|DK)
(2)

In practice, if both xmut and xwt are close in sequence space (e.g., differ by a handful of mutated
positions), they will share the same conditioning set DK .

3 RESULTS

3.1 PRETRAINED READER MODEL ARCHITECTURE AND TRAINING

We first pre-trained a reader model composed of an ESM encoder (35M parameters) and a Tranception
decoder (85M parameters). Using the Fusion-in-Decoder approach, we add cross-attention layers
to the encoder, attending to the last-layer hidden state of the ESM encoder model. This results in
a model with 150M parameters. This approach is agnostic to the particular choice of encoder and
decoder architectures, requiring only a projection layer to ensure that the encoder and decoder have
the same hidden dimension as the cross-attention layer. We pre-train the FiD model on the same
dataset used for training PoET, composed of 32 millions BLAST clusters (see Appendix D). We refer
to this baseline architecture as FiD.

3.2 FITNESS PREDICTION PERFORMANCE ON PROTEINGYM

We evaluate the Protriever framework on ProteinGym (Notin et al., 2023), a large-scale benchmark for
evaluating the zero-shot fitness prediction performance of protein sequence models. The benchmark
contains more than 250 deep mutational scanning (DMS) experiments probing the natural function
of many protein variants. An effective generative model of protein sequences would be expected to
capture evolutionary constraints and thus perform well at mutational effect prediction.

We first establish baseline performance using our FiD architecture with traditional MSA inputs
(Table 1, row FiD + MSA). This evaluation explores context sizes k of 10, 25, and 50, across the
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Val Set Spearman’s Closest Closest Distance Distance
+ Random + Uni90 + Random + Uni90

Protriever (Frozen Retriever) 0.310 0.324 0.339 0.347
Protriever (Trained Retriever) 0.372 0.378 0.391 0.404

Table 4: We test four different strategies of sampling UniRef100 sequences for conditioning with
either the frozen or trained retriever. We see that the Distance + Uni90 sampling strategy yields the
best results for either retrieval type, indicating that the initial frozen ESM retrieval already captures
some notion of homology, which we are able to maintain and improve by training the retriever.

same five similarity thresholds used in PoET. The FiD architecture outperforms comparable models
of similar size, achieving an average Spearman correlation of 0.420 compared to 0.388 for ESM-2
(150M parameters) and 0.341 for Tranception (300M parameters) across MSA depths.

To assess the impact of learned retrieval, we first evaluate FiD with a frozen retriever using pre-trained
ESM embeddings (FiD + frozen Protriever). Despite optimizing the inference strategy through
distance-based filtering and UniRef90 sampling (detailed in Section 3.4), this direct substitution
of MSA sequences with retrieved sequences substantially degrades performance compared to the
MSA-based approach. However, with end-to-end training of the retriever (FiD + trained Protriever),
we achieve comparable performance to that of the MSA-based model (0.416 vs. 0.420). Notably, the
trained retriever shows particular strength in low MSA depth regimes, outperforming the MSA-based
approach (0.365 vs. 0.352). The following sections detail the training and inference strategies that
enable this performance.

3.3 RETRIEVAL AT TRAINING STRATEGIES

We investigated three training strategies for the Protriever framework, evaluating their performance
on both retrieved sequence sets and MSA set conditioning. When evaluating the retrieved sets, we
sample them according to the inference scheme Distance + Uni90 described in the next section.
The results of these different approaches are shown in Section 3.1. We evaluated different training
strategies, starting with fixing the reader model and only training the retriever.

• Fixed BLAST sets: In this strategy, we only train the retriever and fix the reader (the reader
at this point is still an external pre-trained decoder model). We rely on a precomputed
all-vs.-all BLAST dataset as our retrieval method at this stage. These sets represent good
ground-truth sequences similar to the query, and the frozen reader model is used to provide
training signal for the retriever.

• ESM sets: Here, we use the index search based on pre-trained embeddings, but still keep
the reader fixed. As the retriever weights are updated, the query embedding will change,
resulting in different sets potentially being selected. This makes this strategy closer to
end-to-end training than the fixed BLAST sets.

• Joint training: Finally, we end-to-end train the retriever and reader. The retriever selects for
each query what sequences to condition on, based on closest similarity embeddings in the
index, and the reader learns how to use the retrieved sequences for sequence reconstruction.

For all retrieval methods, we used a consistent training configuration of 50,000 steps with a fixed
retrieval size of k = 10, selecting the closest homologous sequences in the UniRef50 index. We
applied separate learning rates of 4× 10−4 for the reader and 5× 10−5 for the retriever, using linear
learning rate decay with 500 warm-up steps and a batch size of 16.

Each method was initialized from the checkpoint of the previous method. We compare in Section 3.1
the performance of all three approaches, trained with the two proposed retriever losses, EMDR and
the PDist, along with a baseline using the pre-trained reader evaluated on the frozen retriever. We
iteratively improve inference prediction with the three retrieval strategies and observe better results
with the EMDR loss function on the validation set, which was subsequently used in the retriever
configuration which scored all assays in Tables 1 and 2.

7
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3.4 RETRIEVAL AT INFERENCE STRATEGIES

Prior to inference, we calculate an index of all UniRef50 sequences (either with a frozen ESM as
encoder or with our trained retriever). This process includes calculating embeddings for all sequences
in UniRef50, which takes a few hours (≈ 4 hours on four A100s). We then train the Faiss index using
these embeddings which takes a few minutes (Table 5). The embedding generation, while expensive,
is cached for any follow-up query, and the index can be exported, as it is only a few gigabytes of
VRAM (see Fig. 3 for breakdown of memory use by parameters) for subsequent use. At inference
time, we test different strategies for the selection of conditioning sets for zero-shot fitness estimation:

• We take the K closest UniRef50 clusters given query/embedding similarities, where K
is set to the number of sequences we can put in our conditioning set. We then sample a
corresponding UniRef100 sequence, either randomly (Closest + Random) or inversely
proportional to the size of corresponding UniRef90 (Closest + Uni90).

• We sample from larger set of closest N = 300 UniRef50 clusters, weighted by distance to
the query, and sample a corresponding UniRef100 sequence randomly (Distance + Random)
or inversely proportional to the size of corresponding UniRef90 (Distance + Uni90).

We also follow the experimental results from PoET and sample over multiple conditioning sets k,
with k set to 10, 25, and 50. We do not sample over multiple similarity thresholds, as in PoET
although later work will look into establishing similarity thresholds based on cosine similarities.
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Figure 2: Retrieval time per query
sequence using embedding similarity
search with our approach (details in Ap-
pendix C) against BLASTP, MMseqs2,
and GPU-accelerated MMseqs2, taken
from Kallenborn et al. (2025). De-
spite the significant improvement with
MMseqs2-GPU, our approach is still or-
ders of magnitude faster.

As shown in Section 3.3, we evaluate these different strate-
gies on the validation set of ProteinGym and observe a
consistent increase in predictive performance going from
left to right, for both a frozen and trained retriever. We
therefore use the best parameter combination, Distance +
Uni90, to generate the results in Tables 1 and 2.

4 DISCUSSION

The key advantage of Protriever is the replacement of
MSA-based retrieval with vector similarity search. Given
the pre-trained index, retrieval is rapid, lightweight, and
scalable as shown in Appendix C. The MSA sequences
used by methods such as EVE Frazer et al. (2021) rely
on sensitive retrieval tools such as JackHMMER (Johnson
et al., 2010), which can take hours or days to complete for
a given query sequence. Other retrieval routines such as
BLAST (Altschul et al., 1990) or MMseqs2 (Steinegger &
Söding, 2017) can offer speed-ups but at the cost of lower
retrieval precision. In contrast, our approach is 30-100x
faster than even recent MMseqs2-GPU implementation
(Kallenborn et al., 2025), as shown in Fig. 2, allowing
large efficiency gains when predicting at scales of the
entire proteome.

A significant benefit of using a vector database for retrieval is that it is dynamic, allowing an inference
dataset to be different than the trained one. This allows us to limit the inference dataset to specialized
databases like GISAID (Shu & McCauley, 2017) for targeted downstream tasks, particularly useful
in the case of proprietary or sensitive biological sequences.

The framework is model-agnostic: while we demonstrate it with an encoder-decoder reader, it can
be adapted to decoder-only architectures like PoET and MSAGPT Chen et al. (2024), or alternative
retrieval encoders such as structure-aware models (help address the stability prediction gap observed
in Table 2). This flexibility, combined with the interpretability gained from analyzing retrieved
sequences, opens promising directions for future research.
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MEANINGFULNESS STATEMENT

Understanding a protein’s evolutionary context through homology is crucial for meaningful biological
representations. While Multiple Sequence Alignments have been the standard approach for capturing
evolutionary relationships, they rely on rigid sequence similarity heuristics. Protriever reimagines this
paradigm through end-to-end learned homology search, where the model discovers which sequences
are truly informative for understanding protein function. By jointly optimizing retrieval and sequence
reconstruction, we uncover subtle functional relationships often missed by traditional alignment
methods. This creates a more nuanced and dynamic view of protein sequence space, bridging modern
language models with evolutionary insights while maintaining biological interpretability through
explicit sequence relationships
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A APPENDIX

B FUSION IN DECODER ARCHITECTURE

The Fusion-in-Decoder (FiD) model integrates multiple passages by independently encoding each
one and concatenating their hidden representations along the sequence dimension prior to decoding.
Formally, given a batch size B and N passages per example, each passage pi is encoded to produce
hidden states Hi ∈ RB×Le×dmodel , where Le is the encoder sequence length and dmodel is the model’s
hidden dimension. These are concatenated to form Henc = [H1;H2; . . . ;HN ] ∈ RB×NLe×dmodel .

During decoding, the cross-attention mechanism computes attention weights using queries Q ∈
RB×Ld×dk derived from the decoder’s hidden states through a linear projection with weights WQ ∈
Rdmodel×dk . The keys K ∈ RB×NLe×dk and values V ∈ RB×NLe×dv are obtained by linearly
projecting the concatenated encoder outputs Henc using weights WK ∈ Rdmodel×dk and WV ∈
Rdmodel×dv , respectively. The attention is then computed as:

Attention(Q,K, V ) = softmax
(
QK⊤
√
dk

)
V,

where Ld is the decoder sequence length, dk is the dimensionality of the keys and queries, and
dv is the dimensionality of the values. This process allows the decoder to attend over all passages
simultaneously, effectively fusing their information.
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Regarding computational complexity, compared to conditioning on a single passage (N = 1), the
cross-attention per layer increases linearly with N , as its complexity scales with O(Ld ×NLe ×
dmodel).

C VECTOR SIMILARITY SEARCH WITH FAISS

We rely on Faiss for GPU-accelerated vector similarity search (Johnson et al., 2021; Douze et al.,
2024), whose terminology we adopt. The vector similarity search is facilitated with an index, whose
task it is to search a large database of vectors, d and return the K most similar ones to the query, q,
given a similarity metric.

The most simple index is a flat index, where the query is compared to all database entries. With the
commonly used maximum inner product similarity measure, this reduces to computing q · dT and
extracting the K largest entries. While this search is exact, it is both slow and requires storing all
database vectors in memory which is prohibitively expensive. For fast search, an inverted file index
(IVF) can be used. Prior to searching the index, all entries are clustered using a ”coarse quantizer”,
e.g., a k-means clustering algorithm, given some predefined number of centroids, KIVF. At search
time, the query q is compared to all KIVF centroids, of which the PIVF most similar centroids, often
referred to as the number of probes, are searched, reducing the number of comparisons from N to

Ncomparisons = KIVF + PIVF
N

KIVF
,

as per equation 18 in Douze et al. (2024). While using an IVF index reduces search time, it still
requires storing the full database in memory, which for the ≈ 64 million UniRef50 sequences requires
> 110 GB of memory, given the 480 dimensional mean-pooled ESM-2 35M embeddings. To
overcome this major challenge, further quantization is required. We rely on a product quantizer (PQ)
to effectively reduce the dimensionality of each vector (Jégou et al., 2011). The product quantizer
partitions each vector into M sub-vectors, where each sub-vector is further separately quantized
using a k-means clustering. Defining the product quantizer requires setting two parameters: the code
size, M, and the number of bits with which to represent each sub-vector, where either 8 or 10 are
commonly used.

Using a product quantizer dramatically reduces the index size. The memory requirement of in-
dexing UniRef50 using three different code sizes and using a flat IVF index can be seen in Fig. 3.
IVFPQ32x8 refers to product-quantized IVF index, where each vector is divided into M = 32
sub-vectors, each of which is represented by 8 bits. The shown memory uses are solely for storing
the index in memory. Using a quantizer such as PQ is therefore necessary in order to additionally
store and train the Protriever model.

The process of preparing the coarse and product quantizers, e.g., by running k-means algorithms to
facilitate fast search is called training the index.

C.1 DISTRIBUTED INDEX

We use Protriever in a distributed setting using NGPU GPUs via the implementation in Izacard et al.
(2022). We shard our dataset into NGPU equal-sized partitions and train separate indices, where each
index is responsible for Nindex = N/NGPU sequences. At search time, the query is used to search
each index, the results of which are aggregated. We let NGPU = 4.

C.2 CHOOSING INDEX PARAMETERS

We need to select a number of index parameters, namely the number of centroids for the coarse
quantizer, KIVF, the number of probes, PIVF, the code size M, and the number of bits for the product
quantizer. We have three main considerations: memory, speed, and accuracy. Given the memory uses
shown Fig. 3, we now focus on gauging accuracy and speed.

C.2.1 RECALL

We measure search accuracy using recall by randomly sampling Nsample = 10000 UniRef50 sequences
as queries and investigating whether the query sequences are returned when searching the index.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review for LMRL Workshop at ICLR 2025

IVFPQ32x8 IVFPQ48x8 IVFPQ96x8 IVFFlat
0

20

40

60

80

100

120

140

M
em

or
y 

(G
iB

)

8.9 9.8 12.6

133.9

Figure 3: Index memory use. IVFPQ32x8 refers to product-quantized IVF index, where each vector
is divided into M = 32 sub-vectors, each of which is represented by 8 bits, while IVFFlat refers
to an IVF index with no further quantization. Using a product quantizer dramatically reduces the
memory use, potentially at the cost of search quality.

We investigate code sizes of 32, 48, and 96 (the embedding dimension needs to be divisible by the
code size), as coarser quantization led to poor performance. We experiment with three different
centroid counts, determined by database size: KIVF ∈ {

√
Nindex, 4

√
Nindex, 8

√
Nindex}. We fix the

number of probes to PIVF = 2048, which is the upper limit in the Faiss GPU implementation and for
simplicity, we fix the number of bits per sub-vector to 8. This leads to three indices IVFPQ32x8,
IVFPQ48x8, and IVFPQ96x8, with KIVF = {3941, 15764, 31528} (as Nindex ≈ 15.5 million).
We use the 10000 sampled queries to search across the nine index configurations, retrieving the
K = 2048 nearest neighbors and calculating the average recall rate at powers of 2. The results can be
seen in Fig. 4. The code size has a significant impact on search quality, where M = 32 fails to reach
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Figure 4: Recall rate vs. neighborhood sizes for IVFPQ indices at different quantization levels
and centroids counts. 10.000 UniRef50 sequences are randomly sampled and used as queries. For
each query sequence, the 2048 nearest neighbors are found. The recall indicates whether the query
sequence was successfully recovered. Decreasing the quantization from 48 sub-vectors to 96 sub-
vectors leads to a significant increase in recall, while doubling the number of centroids per index
from KIVF = 15764 to KIVF = 31528 only has a marginal performance increase.

recall rates above 0.9 for K = 2048. Increasing the code size to M = 96 massively increases the
recall rates, where the majority of the single-nearest neighbors return the query sequence. The search
performance is less sensitive to the number of centroids, where recall increases with centroid count.
For M = 96, we observe a persistent performance gap when using KIVF = 4

√
Nindex = 15764,

particularly for the lower neighbor counts.
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Figure 5: Impact of parameter settings on search time metrics (total time, time per query, and queries
per second) across 9 configurations with varying number of queries. Results show longer search
times with fewer centroids, higher per-query costs for single queries due to batch optimization, and
QPS improvements that scale with number of queries..

C.2.2 SEARCH SPEED

We investigate the impact of parameter settings on search speed by measuring it over a range of
scenarios. For each of the nine parameter configurations, we search using 1, 10, and 100 queries,
repeating each five times. We can then visualize the search time (averaged over repeats), the time per
query, and the queries per second (QPS) for each configuration. These results can be seen in Fig. 5.
We see that, as expected, the search time increases with the number of queries. Using a low number
of centroids (shown in blue) consistently leads to longer search times. While the search process has
fewer comparisons to centroids initially, this is not outweighed by the correspondingly larger clusters.
In the second row of Fig. 5 we observed that the search time per query is longer when using only a
single query. This is expected as Faiss is optimized for batched searches. We also observe that using
code sizes 48 and 96 approximately takes the same search time per input query. In the last row we
observe that the queries per second (QPS) generally increases with the number of queries and for
code size 96 appears to near a saturation point.

C.2.3 INDEX TRAINING TIME

We lastly examine how long it takes to train the index with the different parameter configurations. We
train each of the nine configurations on Nindex ≈ 15.5 million UniRef50 sequences a total of three
times. The average training time in seconds and standard error can be seen in Table 5. The training
time is not sensitive to the code size but appears to linearly scale with number of centroids.

D TRAINING DETAILS ON HOMOLOGOUS DATABASE SETS FROM POET

We reuse the newest version of the Homologous database sets as was obtained by PoET,
done over the UniRef50 version 2021/03 Suzek et al. (2015). The data was given
to use from the PoET team and thank them for this great resource. The data was
obtained by running an all vs all search of UniRef50 using Diamond, using the fol-
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Training time [s]
KIVF = 3941 KIVF = 15764 KIVF = 31528

M = 32 39.00± 1.36 80.63± 0.47 190.13± 0.38
M = 48 40.33± 0.52 82.89± 0.73 191.72± 1.59
M = 96 47.03± 0.60 89.98± 0.84 200.13± 1.69

Table 5: Index training times. Average index training times (and standard error) for different
parameter configurations. Each index covers Nindex ≈ 15.5 million UniRef50 sequences. The
indexing time only slightly decreases with increased quantization. The number of centroids has a
large impact on indexing time which appears to scale linearly.

lowing command, diamond blastp -q uniref50.fasta -d diamond/uniref50
-f 6 {header -k 200000 {max-hsps 1 -e 0.001 -p 96 -o output.tab. The
command returns, for each sequence in UniRef50, a set containing all its putative homologs in
UniRef50. Diamond was used over other homology search tools due to its high performance (>100x
speed of BLAST). The distribution of UniRef50 clusters sizes can be seen in Fig. 6.

Following PoET’s methodology, we retain only clusters with more than 10 members, yielding 32
million clusters. During training, we sample UniRef50 clusters with weight inversely proportional
to the size of the UniRef50 cluster, in order to not overly represent large clusters (see Fig. 6
for an overview of cluster sizes). We then replace each UniRef50 sequence, whether query or
cluster member, with a UniRef100 sequence with weight inversely proportional to the size of the
corresponding UniRef90 cluster. As a form of data augmentation, we randomly reverse query
sequences during training (with 50% probability), allowing reconstruction from either N-terminus to
C-terminus, or vice versa. At inference time, we score sequences in both directions, a strategy shown
to improve predictive performance Notin et al. (2022).
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Figure 6: Distribution over cluster sizes of UniRef50.

E SOFTWARE

We make our code available at https://anonymous.4open.science/r/anon-FBE3/.
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