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ABSTRACT

Representation learning on text-attributed graphs (TAGs) has attracted signifi-
cant interest due to its wide-ranging real-world applications, particularly through
Graph Neural Networks (GNNs). Traditional GNN methods focus on encoding
the structural information of graphs, often using shallow text embeddings for node
or edge attributes. This limits the model to understand the rich semantic informa-
tion in the data and its reasoning ability for complex downstream tasks, while
also lacking interpretability. With the rise of large language models (LLMs), an
increasing number of studies are combining them with GNNs for graph represen-
tation learning and downstream tasks. While these approaches effectively leverage
the rich semantic information in TAGs datasets, their main drawback is that they
are only partially interpretable, which limits their application in critical fields. In
this paper, we propose a verbalized graph representation learning (VGRL) method
which is fully interpretable. In contrast to traditional graph machine learning mod-
els, which are usually optimized within a continuous parameter space, VGRL con-
strains this parameter space to be text description which ensures complete inter-
pretability throughout the entire process, making it easier for users to understand
and trust the decisions of the model. We conduct several studies to empirically
evaluate the effectiveness of VGRL and we believe this method can serve as a
stepping stone in graph representation learning. The source code of our model is
available at https://anonymous.4open.science/r/VGRL-T7E1E

1 INTRODUCTION

Many real-world graphs incorporate textual data, forming what are known as Text-Attributed Graphs
(TAGs) (Yang et al.,|2021). In TAGs, nodes represent textual entitities such as papers, while edges
denote relationships between them, such as citations or co-authorships. For instance, the Cora
dataset can be modeled as a TAG, where each node represents a research paper, and the node at-
tributes include features such as the paper’s title, abstract, and keywords. By integrating textual
attributes with graph topology, TAGs facilitate more effective representation learning, making them
valuable for tasks like document classification, clustering (Wang et al.,|2023)), citation analysis, and
recommendation systems (Zhu et al., 2021; [Zhang et al.,|2023a). This combination of textual and
relational data offers deeper insights, especially when both content and connections are essential to
the analysis.

Although traditional Graph Neural Network (GNN) models, such as Graph Convolutional Network
(GCN) (Kipt & Wellingl 2016) and Graph Attention Network (GAT) (Velickovi¢ et all |2017),
have achieved significant performance improvements across multiple tasks, they generally suffer
from a lack of interpretability. As these models largely rely on complex network architectures
and implicit feature learning processes, understanding their internal decision mechanisms and how
specific features influence task outcomes becomes challenging, thereby limiting their transparency
and trustworthiness in practical applications. To address this issue, researchers have proposed sev-
eral interpretable GNN models. These interpretable methods can generally be divided into input
interpretability, training process interpretability, and decision-making process interpretability. For
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Figure 1: Comparison of Graph Representation Learning Methods (a) Traditional Graph Neural
Networks (GNN5s) rely on graph structures and initial features for embedding generation and predic-
tion. (b) Incorporating a Language Model (LM) enhances GNNs, where a Large Language Model
(LLM) provides explanations that refine the embedding process for improved predictions. (¢) Our
proposed Verbalized Graph Representation Learning (VGRL) framework introduces an iterative op-
timization process involving multiple frozen LLMs (Enhancer, Predictor, Optimizer, and Summary),
emphasizing interpretability and parameter tuning through verbalized model adjustments.

example, GNNExplainer (Ying et al.l|2019) is a method for input interpretability, which selects a
small subgraph of the input graph together with a small subset of node features that are most in-
fluential for the prediction as an explanation, XGNN (Yuan et al., 2020) is a method for training
process interpretability which reveals the basis of the model’s predictions by generating interpretable
graph structures, and SE-SGformer (Li et al.,|20244a) is a method for decision-making process in-
terpretability which constructs a novel explainable decision process by discovering the K -nearest
(farthest) positive (negative) neighbors of a node for predicting edge signs. Clearly, while these
methods all have a certain degree of interpretability, they can only explain one part of the entire
process of model input, training, and output. Therefore, our goal is to implement comprehensive
interpretability by simultaneously achieving input interpretability, training process interpretability,
and decision-making process interpretability.

In recent years, with the breakthroughs of large language models (LLMs) in the field of natural
language processing, researchers have gradually begun to integrate them with GNNs to enhance
model performance and capabilities. For instance, LLMs can act as predictors (Tang et al.,|2024),
generating more accurate predictions by analyzing node features and structural information for the
TAGs. Also, TAPE (He et al., 2023) prompts a powerful LLM to explain its predictions and serve
explanations as supplementary text attributes for the downstream LMs and GNN models. Due to
the powerful text inference capabilities of LLMs, they are capable of processing TAGs, reasoning
about the node classification prediction process of TAGs, and generating explanations in text that
is comprehensible to humans. Therefore, we consider the use of LLMs to achieve comprehensive
interpretability. However, using LLMs to handle graph tasks and provide interpretability is not easy.
Specifically, there are currently two main approaches to applying LLMs in the field of graph: one
is to pre-train or fine-tune LLMs to adapt to various graph downstream tasks. But due to the vast
number of parameters typically found in LLMs, the cost of fine-tuning LLMs is quite high and the
training time is long. The second is to directly freeze the LLMs for inference but this method does
not yield good results. For example, we directly froze the predictor LLMs for node classification
prediction in subsequent experiments, and the prediction accuracy was generally not high, as shown
in Table 3l

In summary, we face two major challenges to achieve comprehensive interpretability with LLMs:

Challenge 1: How can we ensure that a model is interpretable in terms of input, training process,
and decision-making simultaneously?

Challenge 2: How can we optimize the performance of LLMs without fine-tuning the model pa-
rameters to reduce costs?

To address these challenges, we propose the Verbalized Graph Representation Learning (VGRL)
method. For Challenge 1, VGRL utilizes a verbalized approach to create intuitive connections
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between input features and predictions and VGRL generates textual explanations at each iteration
stage, helping researchers and practitioners better grasp the training dynamics of the model. Also,
VGRL provides natural language descriptions for the model’s predictions, clearly explaining the ra-
tionale behind each decision. For Challenge 2, instead of relying on costly fine-tuning of the LLM
parameters, VGRL leverages a prompt-based optimization strategy. This involves crafting task-
specific prompts to guide the LLM in generating optimal predictions without modifying its internal
parameters. By utilizing prompt engineering techniques, VGRL maintains high performance while
significantly reducing computational costs associated with traditional fine-tuning methods. Addi-
tionally, this approach allows the model to remain versatile across various tasks, as it can be adapted
to new datasets or problems simply by adjusting the prompts, further enhancing its efficiency and
scalability.

Our contributions are as follows:

* We propose a novel verbalized graph learning framework that ensures complete inter-
pretability throughout the entire process, from input to training and decision-making, en-
abling users to fully understand the operational mechanisms of the model.

* We seek to reduce the high GPU overhead associated with pre-training or fine-tuning in cur-
rent graph plus LLMs paradigms by utilizing a new model optimization approach, known
as Iterative Training through Prompt Optimization.

* We validate the effectiveness of this method from multiple perspectives on real-world
datasets.

2 PRELIMINARIES

In this section, we introduce the essential concepts, notations, and problem settings considered in
this research. Our primary focus is on the node classification task over text-attributed graphs, which
represents a fundamental downstream task within the field of graph learning. We begin by defining
text-attributed graphs.

Text-Attributed Graphs. Text-attributed graphs (TAGs) can be formally described as G =
(V, A, {X, }ney), where V represents a set of A nodes, A € RV*V is the adjacency matrix,
and X,, € D denotes a sequential text associated with each node v,, € V. Here, D is the dic-
tionary of words or tokens, and £, is the length of the sequence. In this paper, we focus on the
problem of node classification in TAGs. Specifically, given a subset of labeled nodes £ C V), the
task is to predict the labels of the remaining unlabeled nodes & = V \ L£.And iterates over the input
mini-batch B one-pass input.

One-hop neighbors. Given a node v; € V, the set of one-hop neighbors, denoted as A (v), where
N(vi) = {v; € V|(vi,v;) € €}

k-hop neighbors. Given a node v;, for k > 2, the k-hop neighbors of v; can be denoted as N'*(v;),
where N*(v;) = {v; € V| Juy € N* 71 (0y), (vm,v;) € EAvy & NF71(v;) .

3 RELATED WORK

In this section, we review the existing literature related to integrating Large Language Models
(LLMs) and Graph Neural Networks (GNNs). Prior work has focused on several key areas, in-
cluding traditional methods for trusted GNNs, the role of LLMs in graph-based tasks, and recent
advances in optimization frameworks utilizing LLMs. We explore these approaches to highlight
their contributions and limitations, establishing the foundation for our proposed Verbalized Graph
Representation Learning (VGRL) framework.

3.1 GRAPH AND LLMs

Traditional approaches to trusted GNNs. There are currently two main approaches: post-hoc
explanation methods and self-interpretable models . The former tries to interpret the output of the
model by adding a model-independent interpreter, for example (Ying et al.,|2019; Vu & Thai, 2020;
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Zhang et al.|[2023b)). However, this can lead to incomplete explanatory information in the output, or
even generate explanatory information that is incorrect in the opinion of humans. The latter tries to
solve this problem by constructing models that themselves have interpretable principles, for example
(Dai & Wang|,2021};[Zhang et al.,2022a). However, these interpretable principles are based on their
inductive bias, and only experts in the relevant fields can accurately judge whether such inductive
bias is reasonable or not.

LLM in Graph. Existing methods are mainly categorized into three types: (1) LLM as Enhancer
which mainly enhances the performance of GNNs by adding LLM-generated information, for ex-
ample (He et al.| 2023} (Chen et al., [2024; [Ni et al.| [2024); (2) LLM as Predictor which mainly
performs a downstream task by directly inputting the graph structure into the LLM, for example
(Tang et al., |2024; |Q1n et al.} 2023)); (3) LLM as Alignment which mainly enhances the performance
by aligning embedding spaces of GNNs and LLMs, for example (Yang et al 2021; Mavromatis
et al.,|2023). Among them, there is explanation-based LLM-as-Enhancer approach (He et al.,|2023),
which achieves better performance by letting LLM generate natural language explanation informa-
tion of graph structures and then embedding it into GNNs for downstream tasks. However, after the
embedding from natural language to graph structure is not directly visible as a black box to humans,
and can only be proven effective indirectly through the performance of downstream tasks.

3.2 LLMs OPTIMIZATION

LLMs for planning and optimization. Large language models (LLMs) have been successfully
applied to planning tasks for embodied agents (Song et al.| 2023} Xie et al., 2023} |Li et al., [2022;
Liang et al.| 2023), enabling them to follow natural language instructions and complete complex
tasks. More recently, LLMs have also been utilized to tackle optimization problems by generating
new solutions from prompts that incorporate previously generated solutions and their associated loss
values. While these LLM-based optimization (Xiao et al.| [2024; |Yang et al. [2024) methods bear
some resemblance to our approach, as we also use LLMs to address optimization challenges, a key
limitation of existing work is that it has not yet been explored in the graph domain. To address
this gap, we propose an extension of this framework to the graph domain, introducing Verbalized
Graph Representation Learning (VGRL), which applies LLMs to graph neural networks (GNNs)
and opens new possibilities for solving graph-based optimization problems through natural language
interactions.

Prompt engineering and optimization. Numerous prompting techniques (Wei et al.| 2022} Zhang
et al., 2022b; [Zhou et al.l [2022; |Wang et al.| |2022; |Yao et al., 2024} 2023} Weston & Sukhbaatar,
2023) have been developed to enhance the reasoning capabilities of LLMs. To minimize the manual
effort required in designing effective prompts, various automatic prompt optimization approaches
(Zhang et al., 2022b; |Zhou et al.| 2022} |Yang et al., |2024; |Pryzant et al., 2023 [Wen et al.| [2024;
Deng et al., [2022; [Li et al., |2024b; Ma et al.l |2024; [Sordoni et al., 2023) have been introduced.
However, traditional prompt optimization methods primarily focus on refining the text prompt with-
out changing its underlying semantic meaning. In contrast, our VGRL framework goes beyond mere
prompt adjustments by directly updating the parameters of the language-based model through the
integration or modification of prior information. This not only improves optimization but also en-
sures that the learner model remains fully interpretable in its predictions, offering a more robust and
transparent solution for graph-based learning tasks.

LLMs for multi-agent systems. Given their strong instruction-following capabilities, LLMs can
assume various roles within multi-agent systems (Qian et al.| [2023; [Wu et al.| 2023} Hong et al.,
2023; L1 et al.l 2023). For instance, explore multi-agent collaboration systems designed to solve
complex tasks such as software development. In the VGRL framework, this concept is extended to
a two-agent system, where one LLM functions as the learner and the other as the optimizer.

Our approach sidesteps the problem of modeling black boxes by having the LLM generate human-
readable information as promt of another LLM making it perform the downstream task. This can be
viewed as a “guidance-feedback-redirection” process between models, which, after many iterations,
returns the optimal guidance solution for a given task, which is directly human-readable.
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Figure 2: An overview of iterative optimization and text prompt templates for the predictor, opti-
mizer, and summary LLM in the node classification example

4 PROPOSED METHOD

In this paper, we present the Verbalized Graph Representation Learning (VGRL) framework, a pi-
oneering approach that integrates large language models (LLMs) with graph-based tasks while en-
suring full interpretability throughout the process. Our methodology encompasses four innovative
components, each designed to enhance both the performance and the transparency of LLMs in han-
dling graph data.

4.1 INCORPORATING GRAPH STRUCTURE INTO LLM PREDICTIONS

Although Large Language Models (LLMs) can achieve competitive zero-shot performance on spe-
cific datasets without considering graph structures, their performance often lags behind Graph Neu-
ral Networks (GNNs) on benchmark datasets such as CORA, CITESEER, and OGBN-ARXIV. This
gap underscores the importance of graph structural information in tasks like node classification, in-
dicating the need to explore how incorporating graph structures into prompts could enhance LLM
performance.

Given that LLMs (e.g., ChatGPT) are not natively designed to process adjacency matrices or perform
graph-based computations, it is impractical to directly integrate graph operations into LLMs. Thus,
an alternative approach is to verbalize graph information as text that LLMs can process effectively.
This transformation allows LLMs to interpret node relationships and structural dependencies in
natural language format. In (Chen et al. [2024), various methods are evaluated to represent node
connections textually, aiming to enhance LLM reasoning capabilities for graph-based tasks.

One effective method is the ‘ego-graph’ approach, which focuses on the local subgraph surrounding
a target node. By constraining the LLM’s focus to a limited number of nodes, this method reduces
complexity while preserving key local graph structure. To simulate the neighborhood aggregation
process typical in GNNSs, the input prompt incorporates a summary of attributes from neighboring
nodes. Thus, important information from the graph is conveyed to the LLM without altering its
reasoning mechanisms. This process can be formalized as:

Zii = fe (XUN {ij | vj € N(Uz)}) (1)

where Z! is the enhanced representation of node v; with one-hop neighbor information, X,,, repre-
sents the features of node v;, and NV (v;) denotes the set of one-hop neighbors of v;. The function f,
encapsulates the process of verbalizing neighborhood information and processing it by the LLM.

Inspired by this ego-graph approach, we have also introduced a method for incorporating structural
information into our model. By embedding the attributes and relationships of neighboring nodes
into the prompt, we aim to enable the LLM to better capture the interactions between nodes. Below
is an example of a neighbor summary in Table[T}
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Table 1: Prompts used to generate neighbor summary.

Prompts used to summarize the neighboring information

I will now give you basic information about all the papers cited in a paper; this information includes:
the abstracts and categories of the cited papers. The following list records some papers related to
the current one.

[{ "content”: ”This paper firstly provides ...”, “category”: “Rule Learning™... }, ...]

# Instruction

Please summarize the information above with a short paragraph, find some common points which
can reflect the category of this paper.

Note: ONLY your summary information and NOTHING ELSE!

Please start with ”The papers cited in this essay”.

4.2  VERBALIZING MODEL PARAMETERS FOR INTERPRETABILITY

Traditional machine learning models, such as neural networks, rely on numerical parameters,
0 = {601,0,,...,0:}, which are often difficult to interpret. These parameters are typically repre-
sented as abstract numerical values, making it complex and non-intuitive to understand or explain
the internal workings of the model. In contrast, the Verbalized Graph Representation Learning
(VGRL) framework leverages large language models (LLMs) to express model parameters through
natural language, providing full interpretability.

In VGRL, the model parameters 6; are defined by a text prompt, which consists of human-readable
natural language tokens, 0; € Olanguage, Where Ojanguage is the set of all interpretable text sequences.
This approach contrasts with traditional models where parameters are abstract numbers, which are
hard to interpret directly. The VGRL framework unifies both data and model parameters into a
natural language-based format that is inherently understandable.

The key features of this framework include:
* Discrete Parameters: The natural language used to express parameters 0 is inherently dis-

crete. This is in contrast to the continuous parameter representations in traditional models,
enhancing the intuitiveness of parameter interpretation.

* Sequential Structure: The parameters exhibit a sequential structure, as 6 =

{61,02,...,0:}, reflecting the temporal or contextual relationships between parameters.
This sequential nature aids in capturing and understanding the dynamics between parame-
ters.

* Human Interpretability: Since the parameters 6, are verbalized in natural language, they
are inherently comprehensible to humans. This allows the model’s reasoning process and
learning mechanisms to be more transparent, facilitating interpretability and easier analysis.

An advantage of using natural language for model parameters is that it enables the integration of
prior knowledge and inductive biases directly into the model. As the model updates its parameters
0:, the changes are fully interpretable, providing clear insights into what the model is learning. For
example, changes in ; can be directly mapped to natural language descriptions, offering an intuitive
understanding of the model’s learning process.

Our empirical evidence demonstrates that text-based parameters often correspond to recognizable
patterns in the data, further reinforcing the interpretability and transparency of the VGRL approach.
This natural language parameterization not only enhances the intuitiveness of model but also im-
proves its application, offering clearer insights into model tuning and interpretation in real-world
scenarios.

4.3 LEVERAGING LLMS FOR NODE CLASSIFICATION

Our approach centers on utilizing LLMs as interpretable predictors by querying them in an ‘open-
ended’ manner. Unlike existing methods that primarily rely on message passing mechanisms, our
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method employs a label feature matching mechanism. We match based on the inherent characteris-
tics of the nodes themselves and the information from their neighbors. This label feature matching
mechanism places a stronger emphasis on the intrinsic attributes of node, as it aligns with the insights
provided in the prompt.

The core of this method is represented by the following equation:

gvi = fp(Zﬁpet—l) 2

Here, 7, denotes the predicted label for node v;, and Z* represents the enhanced node representa-
tion incorporating v;’s k-hop nelghbors 0;_; refers to the LLM’s parameters at the previous step,
enabling the model to leverage its prior knowledge and reasoning capabilities to generate the pre-
diction. The function f, serves as the predictor that utilizes the enhanced representation and model
parameters to produce the label output. This formulation emphasizes the LLM’s role as a predictor,
focusing on generating interpretable outputs.

For each node v; € V, a prompt is crafted that includes not only the node’s features, such as the
paper title and abstract, but also relevant graph structure information. Specifically, the attributes
of neighboring nodes up to the k-hop neighborhood are embedded in the prompt, as encapsulated
in ZF . This enables the LLM to better understand the node’s context and surroundings within the
graph, leading to more informed and accurate predictions.

4.4 LLM AS AN OPTIMIZER WITH INTERPRETABLE OPTIMIZATION PROCESS

For the predictor LLM, we provide textual descriptions of node categories, which serve as model
parameter 6, and the model determines which category the input node v; belongs to based on the
given descriptions. The quality of node category descriptions 6 directly affects the performance of
LLM predictions; hence, obtaining suitable node category descriptions is very important. Addition-
ally, for better explainability, VGRL imposes a strong constraint on 6, ensuring that the updated
still belong to natural language sequences that humans can understand.

Under these conditions, it is not advisable to use classical machine learning optimization methods
such as gradient descent to optimize 6. Inspired by Xiao et al.|(2024), the optimizer LLM can output
natural language that satisfies the constraints, so we only need to ask the LLM to play the role
of an optimizer, then optimized category descriptions are also in natural language understandable
by humans. Therefore, we directly use another LLM to optimize #. Given a mini-batch B, the
optimization process is as follows:

0, = Gopt(ZE Yoy Guss -1, W), 0; € B 3)

where y,, is the true label of v;, Hf)i represents the intermediate parameter values for node v; during
the ¢-th iteration, and W denotes the parameter of the optimizer LLM, which is a text prompt. Specif-
ically, we optimize the intermediate parameter value 9t of each node v; in B, and then summarize
the intermediate parameter values of these nodes through a summary LLM (Section4.5) to obtain a
new round of parameter 6;. The overall framework for optimizer optimization and the text prompt
template are given in Figure |2} The parameter ¥ of the optimizer LLM is actually a text prompt
provided by humans and is not updated. The text prompt linguistically specifies the optimization
loss function, guiding the optimizer LLM to optimize §. The LLM-parameterized optimizer allows
users to interact with it directly, which not only helps to trace model failures but also permits the
incorporation of prior knowledge to enhance optimization. In addition, we also guide the LLM
to output explanations of the optimization process, demonstrating the explainability of the VGRL
optimization process.

4.5 SUMMARY LLM

The role of the Summary LLM is to aggregate and summarize the updated intermediate parameters
from the optimizer LLM, generated during the previous minibatch, to obtain updated 6. Specifically,
given a set of updated parameters from the last minibatch 5, the Summary LLM consolidates these
updates into a new set of parameters, 6;. This process can be formalized as:
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0, = £, ({6, | vi € BY) )

Here, Gf)i represents the intermediate parameter values for node v; during the ¢-th iteration, and B
denotes the set of nodes in the current minibatch. The function f,; operates by combining these
parameter updates to produce a cohesive set of parameters, 6;, which reflects the overall learning
progress across the minibatch. This aggregation ensures that key information from each node’s
updated parameters is captured while maintaining coherence in the overall optimization process.

4.6 CHAIN-OF-THOUGHT PROMPTING

Inspired by (Wei et al.| [2022), we introduce the zero-shot and one-shot Chain-of-Thought (CoT)
methods in prompt. For the zero-shot method, we encourage the LLLM to perform step-by-step text
generation by restricting and guiding the LLM to make the generated explanatory information as
structured and precise as possible, in order to achieve a better final result generation based on the
self-generated information. Although zero-shot VGRL is already fully interpretable, we still want to
customize the interpretation in specific domains to ensure that the interpretation information is more
in line with the norms of the human mind and thus enhance the model’s performance. Therefore, we
introduce the one-shot method by manually constructing a sample of the CoT, so that the model can
generate the interpretation information and the final output based on the sample. The motivation for
the one-shot approach is that we believe that the content generated by the LLM based on a sample
that conforms to the logic of the human mind will better contribute to the completion of the final
task.

5 EXPERIMENTS

In this section, We will compare the performance of the VGRL framework with diverse backbone
models for the TAG node classification task.We will answer the following questions:

* Q1: Can VGRL framework increase the performance of backbone models?

* Q2: Do each part of the VGRL framework play a positive role?

5.1 BASELINE AND EXPERIMENT SETTING

We use two LLM-as-predictor models as backbones (Chen et al.,[2024), and add our framework on
top of them for comparisons. Information on our equipment can be found at Table 2]

* Node only: ‘node only’ refers to the features considering only the node itself, excluding
any neighbor information.

* Summary: ‘Summary’ indicates that we used an independent LLM to summarize the
node’s k-hop information, which can be viewed as the introduction of an enhancer LLM
for encoding the graph structure. The prompt for the enhancer LLM is shown in Table

During the experiments, we used one-hop neighbor

information for summarization and set model tem- Table 2: Information on our equipment
perature 7 = 0.1 as default. Additionally, we intro-
duced prior knowledge in our comparison by man- Devices
: b e 0S Ubuntu 22.04.4 LTS x86_64

u.aII.y constructing prior knowlledge as the 1n1t13.1 op- Language Python 3.10.14
timize 6 for iterative processing. And we setting a Frameworks pytorch 2.4.0 + cuda 12.4

ey Py : : CPU Intel Xeon Silver 4310 (48) @ 3.300GHz
mini batch training process with a batch size of 8, GPU 3 % NVIDIA L20 (48G)
ie. |B| =8. Memory 128508MiB

5.2 MAIN RESULTS (Q1)

We conducted evaluations on the Cora TAG (McCallum et al.| 2000) dataset (See Appendi by
comparing our optimization iterative process with the baseline that excludes the VGRL framework
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(Chen et al.| [2024). The results are presented in Table E} We extracted a subset of nodes from
the Cora dataset as our experimental data. For further steps, we blurred the concept of epochs and
treated each batch as a single step.

Table 3: Node classification accuracy for the Cora dataset 097 M i
/\
/ )
] w/ prior w/0 prior 0.8 pra—t | ﬁ
Cora zero-shot one-shot zero-shot one-shot z \A\ \&/AAL/ \
Node only 0.625 0.400 0.675 0100 £ (7| i
Node only + VGRL 0.650 0.625 0.675 0475 2
Summary 0.650 0.550 0.700 0.475 7z
Summary + VGRL 0.800 0.700 0.875 0.700 & 06 -
Table 4: Ablation study on the Cora dataset, showing the 05 -
effects of different variants base on Summary + VGRL on

T
the accuracy performance 0 20 s40 60 80
- - tep
w/ prior w/o prior

Cora Summary + VGRL zero-shot one-shot zero-shot one-shot zero-shot-with-prior —&— zero-shot-wo-prior
original method 0.800 0.700 0.875 0.700 one-shot-with-prior one-shot-wo-prior

w/o optimizer LLM 0.650 0.550 0.700 0.475
w/o summary LLM 0.650 0.625 0.725 0.625 Figure 3: Summary+VGRL Acc-Step

Our comparison reveals that our framework, through the iterative process, achieves better perfor-
mance, demonstrating the effectiveness of the VGRL framework in representation learning. VGRL
gradually refines the label features through repeated iterations, as shown in Figure [3] which illus-
trates the change in test accuracy during the mini-batch iterations. Additionally, we used the open-
source Llama3.1 8B model for all experiments, which not only significantly reduced costs but also
proved the optimization capability of the framework itself.

5.3 ABLATION EXPERIMENTS (Q2)

We conducted ablation experiments on the Summary + VGRL architecture to assess the importance
and relevance of each module. The results of the ablation experiments are shown in Table 4]

* w/o optimizer LLM: This variant removes the optimizer LLM, i.e., there is no iterative
optimization process, which is equivalent to using the predictor LLM to make the final
decision.

* w/o summary LLM: This variant removes the summary LLM, i.e., after each optimization
update, instead of summarizing the information through the summary LLM, the results of
a batch update are directly used in the next iteration.

5.4 CASE STUDY

To explore the impact of the VGRL framework on the TAG node classification task, we conducted
an analysis of a particular training sample from the Cora dataset, as shown in Figure[d] In the paper
‘Evolving Sensors in Environments of Controlled Complexity’ the one-hop neighboring nodes all
have the label ‘Genetic_Algorithms’ while the actual label of the node is ‘Reinforcement_Learning’
This heterogeneity can significantly disrupt the node’s feature information during neighborhood ag-
gregation, resulting in biased classification results. However, VGRL is able to effectively capture
unique characteristics of each category, using them as a basis for matching the node’s own fea-
tures. This addresses the issue of information corruption caused by the propagation mechanism in
heterogeneous graphs.

Moreover, in the Cora dataset, paper categories cannot be strictly divided into binary classes. It is
not uncommon for some nodes to belong to two categories simultaneously. In such cases, the label-
feature matching mechanism proves to be more reasonable than the message-passing mechanism,
as it focuses more on the node’s own information (as can be inferred from the formulation of 0).
Making judgments and decisions based on one’s existing knowledge (¢) is the most fundamental
decision-making process for humans.

‘Judgment’ and ‘Step-by-Step Analysis’ represent the model’s label matching process, which is
also human-readable and interpretable. Whether its the Predictor LLM’s process of analyzing the
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<Genetic_Algorithms> <Genetic_Algorithms>
Predictor model output Optimizer model output
Step-by-Step Analysis:
“*Model Judgment and True Category Comparison **
Model Judgment Category: Genetic_Algorihms
apers that dis f evolutionary principl True Category: Reinforcement_Leaming SELTEE e
apers tat i olationary pin The mode s incorclycasife s pape unde he *Cenetc_Alorihns category.Since the model’s judgrent and the match, we proceed e model may
: R v i his paper e ~Genetc, AlQrie nd how e gt J0gent bese o 551 Catngriescan b e e
e 2, *Examination of the Paper Iformation (Title, Abstract, Nelghbour Summary)**
“Paper Tile**: ‘EVOLVING SENSORS IN ENVIRONMENTS OF CONTROLLED COMPLEXITY*
“The e suggestsanexploration of how sensors evolv incontolle environments, depending on the context.
* The absract whichis a key aspect of “Genelic_Algorithmss However, it also mentions

reinforcement learing as a method used by the neural networks, which s a key aspect of *Reinforcement_Learning
- The focus on sensors and their evolution in controlled environments, as well as the use of neural networks and genetic algorithms, might have led the model o incorrectly categorize the paper under
*Genetic_Algorithms®.

- The neighboring d . th [ d evolution, p P
related to both *Genetic_Algorithms™ and {_Leamning®, the emp [ d ad the context of d neural towards
*Reinforcement_Learning®.
e oy e ek e e S e e

*+<Genetic_Algorithms
T cutent odgment bsis for *Genetc Algmunms s as follows:

<Rule_Learn s the construction of rules, propositionalization, and the use
S otohaste Mot e conent o incive learning should be categorized as

15 of computer science,

algor
complexity, mathemat ion, especially in the context of machine

LI Theory> - *1f the paper Igorithms, mutation, I or optimization methods,
kg pepts Tt cscss g fom sk e, Baysin Frmeno, o LF sy, class-vy itas <Geneﬂc  Aigoritmss +
- “This paper does discuss the use of agenefic algorithm, which fits within the *Genetic_Algorithms™ cat the models incorrect basis might b too narrow
Judgment:The paper titled "Evolving Sensors in Environments of Controlled or tht tere'sa ned 0 adust it 0 account for papers ht discuss in the context of P
it di i i i *+<Reinforcement_Leaming>*
Complexity" discusses the use of genetic algorithms to evolve sensors in a . The carrent jucgment besis for ,Remmemenueammg, T
controlled environment, where the complexity of the environment is carefully - 1f the paper discusses the use oftial and ertor, ewrds, penaltie, o other feedback from  classify it {Leaming>.*
defined. The paper uses a steady-state genetic algorithm to model the - The paper learning, especially in the context of evolving sensors and “The model's th
process shaping the neural networks, which is a key aspect of B e e e L K K prosesesinthe contextof e
Genetic_Algorithms. The abstract and the cited papers highlight the use of artificial - **Adjusting the <Genetic_Algorithms> Basis**: The current basis might be 100 narrow, as it d in the context of Apossible
evolution, the study of organism behavior in different environments, and the be to use of princip i reinforcement earning mechaniss.
of the (e structure and evolution, all of || - ~Adiusting the Reinforcement_Learning> Basis**: The current basis migh be 100 broad, a5 nat discusstial and error without necessari o A

" . - : . the reinforcement must be n the context of Systems or environments,
which are central to the Genetic_Algorithms category.The neighbour summary
further supports the categorization, discussing the relationship between Updated judgment basis:

5 i i it i <NewPattern>Genetic_AIgorithms: I the paper discusses the use of evolutionary principles, genetic algorithms, mutation, crossover, selection, and thei applications, implementations, or comparisons
environment structure and organism hehavior, and the use of artificial evolution to | LGl imizaion methoos,inclucingpapers tha iscuss renforcement eaing e cotext o evlutionary rocesss,clasity it as

study this relationship. <Genetic_ t_Learning: If the paper trial and error, rewards, penalties, o oth Tearn from
Final decision:<Genetic_Algorithms> inteactions with an environment, especally n the contextof environmens,classify L

Figure 4: Case study for one-shot wo prior Summary + VGRL: (1) The left figure shows the ex-
planation information and prediction labels output by predictor LLM; (2) The right figure shows
the optimization process of optimizer LLM for the predicted content of predictor LLM in the left
figure.(3) The top-right figure shows an example of the one-hop neighbors of a predicted sample.

node’s own features and supplementing it with neighborhood information, or the Optimizer LLM’s
analysis and adjustment of the two categories involved in classification errors, both demonstrate
a complete and interpretable optimization process. The model explains each update iteration in
detail, presenting it in human-readable language. With the help of the Summary LLM, the Predictor
LLM and Optimizer LLM communicate and feedback effectively, ultimately constructing the best
decision-making basis from scratch for the node classification task on the current dataset.

For a detailed training process see Appendix [C[to Appendix [G]

6 THEORETICAL ANALYSIS

In this section, our goal is to demonstrate that the category descriptions generated by LLM can
provide useful information for predicting label categories. Specifically, if the obtained category
descriptions can faithfully represent the information of each category, then they are useful. At the
same time, the LLM is non-redundant, as it can provide information that X cannot provide. Let 0
be the textual category descriptions generated by LLM; H; are the embeddings of category from the
LLM; X are the input of graph structure embeddings, y is the target and H (-|-) is the conditional
entropy. The specific proof process can be found in Appendix

Theorem. Given the following conditions: 1) Fidelity: 0 can faithfully represent the information of
H; such that H(H;|0) = €, with ¢ > 0; 2)Non-redundancy: Hj contains information not present in

X, thatis, H(y|X, H)) = H(y|X) — €, with € > €. Then it follows that H(y| X, 0) < H(y|X).

7 CONCLUSION

This paper introduces Verbalized Graph Representation Learning (VGRL), a novel approach to
text-attributed graph learning that ensures full interpretability by representing learned parameters
as textual descriptions instead of continuous vectors. This method enhances transparency and user
understanding of the decision-making process, fostering greater trust in the model’s outputs. While
the current application is limited to foundational graph learning paradigms, VGRL shows promise
for broader use in more complex models, offering potential advancements in explainable Al and
graph-based learning systems.

10
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APPENDIX

A THEORETICAL ANALYSIS

In this section, our goal is to demonstrate that the category descriptions generated by LLM can
provide useful information for predicting label categories. We formulate our theorem as follows:

Theorem. Given the following conditions:
1) Fidelity: 0 can faithfully represent the information of H; such that
H(H;|0) = €,e > 0; )
2)Non-redundancy: H| contains information not present in X, that is
H(y|X,H) = Hy|X) —c.c >¢ (©)

Then we can obtain:
H(y|X,0) < H(y|X). (7)

where 6 be the textual category descriptions generated by LL M ; H; are the embeddings of category
from the LLM; X are the input of graph structure embeddings, y is the target and H(:|-) is the
conditional entropy.

Proof. We aim to demonstrate that H (y| X, §) < H(y|X), the process is following:
Start with:

H(ylX,0) (8)
We decompose the original expression Equation [§]into two parts based on the properties of entropy:
H(y|X,0) = H(y|X, Hy,0) + I(y; Hi| X, 0) ©)
Based on the definition of mutual information, we can obtain:
I(y; Hi| X, 0) = H(H,|X,0) — H(H,|X,0,y) (10)
Due to the non-negativity of conditional entropy, we have:
I(y; Hi| X,0) < H(H,|X,0) (1D
By substituting Equation[T]into Equation[9} we further obtain:
H(y|X,0) < H(y|X, H;,0) + H(H|X,0) (12)

When conditional variables decrease, the conditional entropy increases; so we have:
H(y|X,0) < H(y|X, H;) + H(H[0) (13)

Applying the two aforementioned conditions and substituting Equations [5] and [6] into Equation
we can obtain: ,
H(ylX,0) < H(y|X) +e—€ < H(y|X) (14)

The conclusion is thus proven. O

B DATASET DESCRIPTION

Cora (McCallum et al [2000): The Cora dataset consists of Machine Learning papers. These pa-
pers are classified into one of the following seven classes: Case_Based, Genetic_Algorithms, Neu-
ral_Networks, Probabilistic_Methods, Reinforcement_Learning, Rule_Learning, Theory. The papers
were selected in a way such that in the final corpus every paper cites or is cited by atleast one other
paper. There are 2708 papers and 5429 links in the whole corpus.
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C ONE-SHOT CoT

The one-shot example.

hot pre

Paper information:

(Paper Title: Case-Based Planning to Learn )

(Abstract: Learning can be viewed as a problem of planning a series of modifications to memory. We
adopt this view of learning and propose the applicability of the case-based planning methodology to the
task of planning to learn. We argue that relatively simple, fine-grained primitive inferential operators
are needed to support flexible planning. We show that it is possible to obtain the benefits of case-based
reasoning within a planning to learn framework.)

(Neighbour Summary: The papers cited in this essay discuss the challenges and limitations of artificial
intelligence, specifically in the areas of case-based reasoning and inference control. The first paper presents
a new approach to acquiring case adaptation knowledge, where adaptation problems are initially solved
by reasoning from scratch and then stored as cases for future adaptation. The second paper addresses
the problem of combinatorial explosion of inferences and proposes a method to generate explicit desires
for knowledge to control inference and facilitate goal pursuit. Both papers highlight the importance of
knowledge acquisition and inference control in artificial intelligence.

Common points that reflect the category of this paper include the focus on case-based reasoning, the
need for knowledge acquisition and inference control, and the emphasis on artificial intelligence.)

Judgment:

The paper titled "Case-Based Planning to Learn" presents the idea that learning can be viewed as a
problem of planning modifications to memory, and it applies case-based reasoning to support flexible
planning in learning. It emphasizes the reuse of past cases to inform future planning, which aligns with
case-based methodologies.

The core of the paper di based r ing, which involves using past experiences (in the form of
cases) to guide future learning and problem-solving. The approach focuses on planning based on previously
solved cases and adapting them to new scenarios, which is a hallmark of Case-Based methodologies.
The abstract and the cited papers highlight the importance of case retrieval and adaptation processes for
handling learning and reasoning, both central concepts to Case-Based reasoning.

The neighbour summary further supports the categorization, discussing the role of case adaptation
knowledge and its use in addressing new problems, aligning with the Case-Based category.

Final decision:

<Case_Based>

-
hot Optimizer LLM Co!

Paper Information:

(Paper Title: Case-Based Planning to Learn )
(Abstract: Learning can be viewed as a problem of planning a series of modifications to memory. We
adopt this view of learning and propose the applicability of the case-based planning methodology to the
task of planning to learn. We argue that relatively simple, fine-grained primitive inferential operators
are needed to support flexible planning. We show that it is possible to obtain the benefits of case-based
reasoning within a planning to learn framework.)

(Neighbour Summary: The papers cited in this essay discuss the challenges and limitations of artificial
intelligence, specifically in the areas of case-based reasoning and inference control. The first paper presents
a new approach to acquiring case adaptation knowledge, where adaptation problems are initially solved
by reasoning from scratch and then stored as cases for future adaptation. The second paper addresses
the problem of combinatorial explosion of inferences and proposes a method to generate explicit desires
for knowledge to control inference and facilitate goal pursuit. Both papers highlight the importance of
knowledge acquisition and inference control in artificial intelligence.

Common points that reflect the category of this paper include the focus on case-based reasoning, the
need for knowledge acquisition and inference control, and the emphasis on artificial intelligence.)

Model judgment category:
<Case_Based>
Paper true category:
<Case_Based>
Step-by-Step Analysis:

1. **Model Judgment and True Category Comparison**

- **Model Judgment Category**: *<Case Based>*

- **True Category**: *<Case_Based>*

The model has correctly classified this paper under the *<Case_Based>* category. Since both the model’s
judgment and the true category match, we move on to analyzing whether the original judgment basis for
*<Case_Based>* is accurate or needs to be updated based on this paper’s information.

2. **Examination of the Paper Information (Title, Abstract, Neighbour Summary)**

- **Paper Title**: *Case-Based Planning to Learn*

- The title directly suggests the focus on *Case-Based* methods. Specifically, it highlights the use of
*planning* in conjunction with *case-based reasoning* to facilitate learning.

- **Abstract**:
- The abstract provides clear evidence that the paper is centered around *case-based reasoning®, as it
proposes the use of a * based planning methodology* to plan learning processes. It also discusses

storing past solutions for future use, which is central to *case-based reasoning*.

- The mention of *modifications to memory* and *benefits of case-based reasoning* reinforces the paper’s
focus on adapting previous experiences to solve new problems, which is a key aspect of *<Case_Based>*
reasoning.

- **Neighbour Summary**:

- The neighbouring papers also focus on *case-based reasoning*, *knowledge acquisition®, and *inference
control*. These are essential to *<Case_Based>* reasoning, as they emphasize solving new problems by
leveraging past experiences and stored cases.

3. **Evaluation of the Existing Judgment Basis for <Case_Based>**

The current judgment basis for *<Case_Based>* is as follows:

- *If the paper discusses the use of past experiences, memory-based techniques, or case retrieval and
adaptation processes to solve new problems, classify it as <Case Based>.*

The paper fits this description well:

- **Use of past experiences**: The paper discusses retrieving and using past cases (i.e., stored solutions)
to plan learning processes.

- **Memory-based techniques**: The reference to *modifications to memory* and storing past adaptations
falls under memory-based techniques.

- **Case retrieval and adaptation**: The paper directly mentions using case-based reasoning within a
planning framework, which includes adapting stored cases to new learning challenges.

4. **Determining the Need for Modifications**

The current judgment basis for *<Case_Based>* is well-aligned with the content of this paper. The focus
on using past experiences, memory modifications, and case adaptation processes are clearly articulated in
the abstract and neighbor summary.

- **No new features need to be added** to the *<Case Based>* category based on this paper, as it fits
perfectly within the existing framework.

Updated judgment basis:
<NewPattern>Case_Based: If the paper discusses the use of past experiences, memory-based

techniques, or case retrieval and adaptation processes to solve new problems, classify it as
<Case_ Based>.</NewPattern>
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D.1

ation model suggests that the individual categories of papers have

ristice,

ation given which category the following essay belongs to.

will provide you with the title, abstract, and citation summary of your paper and ask you to step-by-step
-asc analyae whether the paper matches category

I¢ it does, ploase explain how i if it dosen't, plsaso point out whers it d
B e the categories <Genetlc. Algorithms> and vide versa. mparing all the
ioe, please docids which catogory tho FEpor fite botior, and give a Anal classifcation decislon

.ase enclose the final decision in <>
Now analyze the information from the given paper:

Here is a one-shot example; for more details, please refer o the appendix.

Paper information:
(Paper Title: Stochastic Propositionalization of Non-Daterminate Background Knowledge
(Abstract: It is o well-k

perform well in practice. So a major step in data engincering for inductive learning is the construction of
good features by domain experts. These foatures often represent propertics of structured objects, where
roperty typically it the accurrence of a certain substructure having certain propertic rily
automate the process of "feature engincering", we devised an algorithm that searches for features whi
are defined by wuch substructures. The algorithm stochastically conducts  top-down search for first-ordor
clauses, where ench clause reprasents a bin re. 1t diffors from existing algorithms in that ite search

is not class-blind, and that it is capable of considering clauses ('context") of almost arbitrary length
periments are favorable port the view that this approach is promising.)

uss various techniques and approaches in the field of Rule Learn-

aysten
amed SFOIL that uses  stochastic search method to alleviate the local optimization problem in groedy
o papers highlight the importance of officient and effective tochniques in Rule

algorithms.
Learning and ILP.)
Judgment:

The paper titled "Stochastic Propositionalization of Non-Determinate Background Knowledge! discusses

the construction of good featurcs for inductive learning by devising an algorithm that soarchos for

fentures defined by substructures. The algorithm conducts a tap-down search for first-order clauses, which
different from existing algorithms in that its search is not

st arbitrary length

apers highlight the importanes of featurs enginesring and the use of srochastic

e local aptimization problems, both of which are central concepts to Rul

ummary further supports the categorization, discussing the development of techniques for
inductive logic programming and the importance of cficient and cffective methods in rule learnin

Final decision:

<Rule_Learning>

Now that you have some descriptions, which wil be used as rubrics for the classification task, you need
fine them for each category o find the bast way to express them.
Here are the descriptions

iven which category the following essay belongs to.
, y-based techniques, or
ase réfrieval and adaptation processes to solve new problems, classify it as <Case_Based>. If the
ory-bas nse retricval and adaptation

Additionally, if the paper emphasizes
razpection and adaptation

Judge from the information
d>: I the

lgorithme>. If the paper
discusses the use of evolutionary principles, such as mutation, crossover, or selection, o search for
optimal solutions, clasify it as ~Genetic_Algorithms>

Neursl_Ntworks>: If the paper disciises the ube of rtifical meursl networks, Including thelr

stochnstic methods in the context of inductive learning, classify it as <Rule_Learning =
e .-pms of computer sclance, such as algorithms, complexity,
assify it as <)

or mathematical models,

Note: Please ONLY summarize each category without omissions and NOTHING ELSE! And cach catogory
s format

e ecoalos cez el o Rey
B A e A Bt o, e o <@

worke™+ Papers that includs [yonr summary] should be categorized s <Noural_Networks
Chodes ! Papers that inclade [vous summary] should be categorised as < Probubi

Learning>: Papers that include [your summary] should be categorized as <Reinforce-

ning>: Papors that include [your ary] should be categorised as <Iule_Learning >
B e e e e e
s begin with <START _SUMMARY >

<START_SUMMARY>

< that discuss the use of past experiences, memory-based Lechniques, case
iphasize the importance of explanation
n strategies.

iplen, genotic wlgorithms,
over, celection, and S oty e S o ST S 6
ptimisation metho

o] R e 2 s e e el s, (0 Lo Gy teth,
apphcatlbnn connectionist approaches, radial basis function networks, and the convergence of the

‘algorithm.
S remaiiaic. Mothodre. (B0 dapeiption avllsble)
< Reinforcement_Learning > ilable)

S S Ty EE e Iy G 2D TGS
stochnztic methods in the context of inductive learning.

<Theory>: Papers that discuss theoretical aspects of computer science, such as algorithms, complexity,
or mathematical modols.

<END_SUMMARY >

D TRAINING DETAIL FOR SUMMARY + VGRL

ONE-SHOT W/O PRIOR SUMMARY + VGRL STEP 1

Ereleaseniscioopnodsllpectonpedicbelinumordotlranerfos oeasealobaine oo e ectres
unique to each category of papers as the basis for the judgm
Judge from the information given which category the follow:ng essay belongs to.
I will provide the title, abstract, citation summary information of your paper, the categories judged by
the classification model, and the real categories of the paper, and ask you to verify that the basis of
judgment for the corresponding categories is accurate.
First of all, please compare whether the categories provided by the model and the actual categories match.
If it matches, you will directly analyze whether you need to add new judgment basis to the corresponding
category based on the information and original judgment basis of the paper, if you need to add it, if not,
you don’t need to change anything; if it doesn’t match, please analyze why the model may classify this
paper into tho catogory based on the original judgment basis corresponding to the incorroct category,
and then please the he original judgment bases of the two
T o o GRS (0 STt FeaeD (o atvs paper in the wrong category, add unique features in
the true category, or adjust the basis of judgment according to what you think is correct. Describe each
step of the reasoning process in detail, and give the final updated basis of judgment, enclosing the final
decision in <NewPattern></NewPattern>.
For example:
ere is a one-shot example; for more details, please refer to the appendix

Now analyze the given paper:

Paper information:
(Paper Title: i i ion of Non-D )
(Abstract: It is a well-k fact that learning req ood" features to
ST AT il iy TS, (o O s s o G Y R g 55 Tt (1 ) G ot
good features by domain experts. These features often represent propertics of structured objects, where
a property typically is the of a cortain having certain properties. To partly
automate the process of "feature engineering”, we devised an algorithm that searches for features which
are defined by such substructures. The algorithm stochastically conducts a top-down search for first-order
clauses, where each clause represents a binary feature. It differs from existing algorithms in that its search
is not class-blind, and that it is capa.ble of cwnsldenng clauses ("context") of almost arbitrary length
(size). ar ble, and support the view that this approach is promising.)
(Neighbour Summary:
The papers cited in this essay discuss various techniques and approaches in the field of Rule Learn-
ing, specifically in Inductive Logic Programming (ILP). The first paper ro-appraises the development
of or inverting Mode-Directed Inverse Entailment (MDIE) as a
nd f previous The second paper proposes an extension of
the featura-vector representetion to allow the value of & feature t6 be a set of strings, which can bo
efficiently and naturally represented in real-world learning problems. The third paper describes a system
named SFOIL that uses a stochastic search method to alleviate the local optimization problem in greedy
algorithms. Overall, these papers highlight the importance of efficient and effective techniques in Rule
Learning and ILP.
Model judgment category:
Rule_Learnin,
Paper true category:
Rule_Learning

Step-by-Step Analysis:

1. **Model Judgment and True Category Comparison**

- **Model Judgment Catogory**: *<Rule_Learning>*

- **True Category**: *<Rule_Learning>%

The model hat correctly classified this paper under the *<Rule_Learning>* category. Since both the
model’s judgment and the true category match, we move on to analyzing whether the original judgment
basis for *<Rule_Learning>* is accurate or needs to be updated based on this paper’s information

2. “*Examination of the Paper Information (Title, B R Summary)**

- **Paper Title**: * f Non-D. Knowledge*

© The title sugsests a focus on propositionalization and stochastic methods, which are relevant to
*Rule_Learning® but do not directly indicate the category.

- **Abstract**:

- The abstract discusses the construction of features by domain experts and the automation of this process
through an algorithm that searches for features defined by substructures. It also mentions the use of
CEmT T o (o B e Gy G o o oy Ot o Oy st

- The mention of *Inductive Learning® and *Rule Learning® in the context of propositionalization and
feature construction directly points to the *Rule_Learning® category.

- **Neighbour Summary**

- The neighbouring papers focus on *Rule Learning®, specifically in the context of *Inductive Logic
Programming (ILP)*. They discuss for inverting an
stochastic search methods, all of which are relevant to *Rule_Learning*.

3. **Evaluation of the Existing Judgment Basis for <Rule_Learning>**

The current judgment basis for *<Rule Leammg>* is as Follows:

- *If the paper discusses the ion of rules or the use of ic methods
in the context of inductive learning, classify it as <Rule_Learning>.*

The paper fits this description well

- **Construction of rules**: The paper discusses the construction of features by domain experts and the
Cpfepetiinn 6/ G pReac) Gt el GumEintaig il o (ErOmen (o Gl i)

- **Propositionalization**: The paper focuses on
knowledge, which is a key aspect of *Rule_Learning*

- **Stochastic methods**: The paper uses stochastic search for first-order clauses, which is a stochastic
method relevant to *Rule_Learning*.

4. **Determining the Need for Modifications*

The current judgment basis for *<Rule Learnmg)* is well-aligned with the content of this paper. The
focus on rule an methods are clearly articulated in the
abstract and neighbor summary.

- **No new features need to be added** to the *<Rule_Learning>* category based on this paper, as it
fits perfectly within the existing framework.

Updated judgment basis:

<NewPattern>Rule_Learning: If the paper discusses the ion of rules, it
ization, or the use of stochastic methods in the context of inductive learning, classify it as
<Rule_Learning>.</NewPattern>
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The feedback provided by the optimization model suggests that the individual categories of papers have
their own unique characteristics:

Papers that discu uso of past oxperionces, memory-based tochniques, cast
o solve new problems, and smphasize the o oo
n and adaptation of explanation strate
‘the use of evalutionary brinciples, genetic algorithma,
apbllcations, Implementations, or comparisons Witk Sther

Mlzorithmas: Pan
tatlony crossover, selsction; and thel
optimization methods.
<Neural_Networks>: Papers that discuss artificial neural networks, their architecture, training methods,
applications, connectionist approaches, radial basis function networks, and the convergence of the

nalization, and the use of

<Theory>: Papers that discuss theoretical aspects of computer science, such as algorithms, complexity,
‘mathematical models

vide you with the title, absts

ation summary of your paper and ask you to step-by-step

T D G s () e o orithmas and vice vessa. Afior combaring il the
orics, please

e G (i i e i Pt (O S0

Here is a one-shot example; for more details, please refer to the appendix.

Paper inform
(Paper Titl: Learning from positive data )
s T P (e e S e 0 gxactly identifiod from positive

Fanction during the local construction of Indlvidual clauses of tho hypothesis. Results of testing this
ally- ted data-sets are reported. These results are in agreoment with the

“The papors cited In ¢his casay discuss the limitations of current inductive logic programming svsteme
in handling noise and learning recursive predicates. A new framework for learning a
fixed example size s prosanted, which Incorporates a Bnyesian heuritic for finding the most Prabable
hypothesis. This approach is implemented in an ILP system called which is shown to handle noise
better than other systems like FOIL and PROGOL. and is capable of learning from only positive or
negative data.
Common points that reflect the category of this paper include:

dling noise in inductive logic programming systems
~ Loarning rocursive predicates
~ Improving the performance of ILP systems
Z Developing new frameworks for learning from naisy data.)

Judgment:

The paper titled "Learning from positive duta? discussos the theoretical and practical aspects of lenrning
ositive cxamples alone, which is a key concept in genetic algorithms and ovolutionary computation.

Eee e e Ao e iy D e i e B GO WO

jesian fr. h is & common in gonatic nlgorithm

The abstract and vhe cited papers Miehhe she. importance of ha

1 noise and learning recursive

redicates, both of which are central o genetic algorsthma and evolutionary computation.
The uelghbo\lr summary farther supports the ategorization, iscussing the imitations of current [LF
systems and the development of new frameworks for learning fros which is a key aspect of

genetie algorithms.
Final decision:

<Genetic_Algorithma>

Now that you have some descriptions, which wil be used as rubrics for the classification task, you need
to summarize and rofine them for cach category to find the best way to expross thom
Here are the descriptions:

<Oase_Based>: I the paper discusses the use of past expericnces, memory-based tochniqucs, or
case rétrioval and adaptation processes to solve new probloms, classify it 1t
T R ry-based techniques, or case o S
processes to sol roblems, cla: d>.

Genetle_Algorithma>: 1f the paper d!scuues the uze of evolutionary principles, genetic algorithms,
mutation; crossover, selection, an applications, implementations, or comparisons with othor
e A D e

‘neural networks, their architecture, training methods,
applications, connectionist approaches, radial basis function networks, and the convergence of the
backpropagation algarithm.
SErobavilistic_Methode>: (No dexcription availavle)

‘available)
D A e e At R, e £ e

o paper discusses iheoretical nepects of cempum scence, el as lgorithme, comploxity
del, iy el and feature seloction, classify it a:

e, thms, complexity, or mathematical
ity isscs theorotical aspocts of computer scionce, such.
algorithms, complexity, or mathematical models, classify it as <Theory=

Note: Ploase ONLY summayiae aach category without omissions and NOTHING ELSE! And each catogory
is output in the following format

R P T e s o) 020 B0 G i) O ey e

Gonatic. Algorithmes:  Papers that inchude. [vour sammary] should ba catgorised as <Go-

“Neural_Networks~: Papers that include [your summary] should be categorized as <Neural_Networks >
< Probabilistic_Methods=: Papers that include [your summary] should be categorized as = Probabilis.

Learning>: Papers that include [your summary] should be categorized as <Reinforce-

s>
i ng>: Papers that dnclude [vour summary] should be categorized as <Rule_Learning>

B R AT T D A TR o

Ploase bosin with <START - SUMMARY -

<START_SUMMARY >

<Case_Hised>: Papors that discuss the use of prst experionces, memory-based tachniaques, or case
retrieval and adaptation processes to solve new problems should bo categorized as <Case_Based
<Geneti Fapars that diseuss the use of nci orithms,

plementations, or comparisons with other

rehitecture, training methods,

lpp)lcﬂicna, " connectionist approachos, ey f\mcnen newworka, “and the convergence of the
n algorithm should be catogorized as <Neural _Networks .

<Pmbx\blhulc Methods>: Papers that discuss probabilistic approaches, statistical models, or uncer-

v management in machind stic_Mothods>

inforcement._ Learni ¢ trial and error, fowards, penalt

< n: opositionalization, and the use of
Stochastic methods In the context of Inductive learning should b categarized ne <Rule. Learnings.
<Theory>: Papers that discuss theoretical aspects of computer science, such as algorithims, complexity,
TR S G e SR, o () Comb i, (e e,
categorized as <Theory>.

D.2 ONE-SHOT W/O PRIOR SUMMARY + VGRL STEP 2

The categorization model performed the judgment of paper categories by using the following features
unique to each category of papers as the basis for the judgment:

<Clxe,_Bumlss By i dismn (i G of pod e sl [, e
retrieval, and adaptation processes to solve new problems, an the

in goal-driven learning, including i an, of
<Genetic_Algorithms=; Papers that discuss the use of i genetic
mutation; crossover, selection, and their ions, or isons with other

optimization methods.
<Neural _Networks>: Papers that discuss artificial neural networks, their architecture, training methods,
radial basis function networks, and the convergence of the

backpropagation algorithm.
<Prcbab|het|c Bttt (@ Azt el

i (N available)
i Learnlng> B (it Al i of rules, itionalization, and the use of
stochastic methods in the context of inductive learnin;
<Theory>: Papers that discuss theoretical aspects of computer science, such as algorithms, complexity,
or mathematical models.

T will provide the title, abstract, citation summary information of your paper, the categories judged by
the classification model, and the real categories of the paper, and ask you to verify that the basis of
judgment for the corresponding categories is accurate.

First of all, please compare whether the categories provided by the model and the actual categories match.
If it matches, you will directly analyze whether you need to add new judgment basis to the corresponding
category based on the information and original judgment basis of the paper, if you need to add it, if not,
you don’t need to change anything; if it doesn’t match, please analyze why the model may classify this
paper into the category based on the original judgment basis corresponding to the incorrect category,
and then please the to the original judgment bases of the two
IR T £ G GRS G ST Fe D nus paper in the wrong category, add unique features in
the true category, or adjust the basis of judgment according to what you think is correct. Describe each
step of the reasoning process in detail, and give the final updated basis of judgment, enclosing the final
decision in <NewPattern></NewPattern>

For exampl

Here is a one-shot example; for more details, please refer to the appendix.

Now analyze the given paper:

Paper information:
(Paper Title: Learning from positive data )

(Abstract: Gold showed in 1967 that not even regular grammars can be exactly identified from positive
examples alone. Since it is known that children learn natural grammars almost exclusively from positives
examples, Gold’s result has been used as a theoretical support for Chomsky’s theory of innate human
linguistic abilities. In this paper new results are presented which show that within a Bayesian framework
not only grammars, but also logic programs are learnable with arbitrarily low expected error from positive
examples only. Tn addition, we show that the upper bound for expected error of a learner which maximises
the Bayes’ posterior probability when learning from positive examples is within a small additive term of one
which does the same from a mixture of positive and negative examples. An Inductive Logic Programming
implementation is described which avoids the pitfalls of greedy search by global optimisation of this
function during the local construction of individual clauses of the hypothesis. Results of testing this
d data-sets are reported. These results are in agreement with the

theoretical predictions. )

(Neighbour Summary:

The papers cited in this essay discuss the limitations of current inductive logic programming systems
in handling noise and learning recursive predicates. A new fmmewmk for learning from noisy data and
fixed example size is presented, which incorporates a Bayesian heuristic for finding the most probable
hypothesic. This approach is implemented in an ILP aystem called Lime, which is shown to handle noise
better than other systems like FOIL and PROGOL, and is capable of learning from only positive or
negative data.

Common points that reflect the category of this paper include:

- Handling noise in inductive logic programming systems

- Learning recursive predicates

- Improving the performance of ILP systems

- Developing new frameworks for learning from noisy data.)

Model judgment category:

Genetic_ Algorithms

Paper true category:

Theory

Step-by-Step Analysis:

. **Model Judgment and True Category Comparison**
- **Model Judgment Category**: *<Genetic_Algorithms>*
- **True Category**: *<Theory>*
The model has incorrectly classified this paper under the *<Genetic_ Algorithms>* category. The true
category is *<Theory>*. We need to analyze why the model might have made this mistake and adjust
the judgment basis accordingly.
2. **Examination of the Paper Information (Title, Abstract, Neighbour Summary)**
- **Paper Title**: *Learning from positive data
- The title does not directly suggest a focus on *Genetic_ Algorithms*, but rather on learning from positive
data, which could be related to various areas of machine learning and theory.
- **Abstract®*
- The abstract discusses the learnability of logic programs and grammars from positive examples within a
Bayesian framework. It also mentions the implementation of an Inductive Logic Programming system and
its performance on artificial data-sets. There is no mention of genetic algorithms, mutation, crossover,
selection, or evolutionary principles.
- **Neighbour Summary**
- The neighbouring papers focus on the limitations of current inductive logic programming systems, the
development of new frameworks for learning from noisy data, and the improvement of ILP systems. These
topics are more aligned with theoretical aspects of computer science and machine learning than with
genetic algorithms.
**Evaluation of the Existing Judgment Basis for <Genetic_ Algorithms>**

The current judgment basis for *<Genetic_Algorithms>* is as follows:
- *If the paper discusses the use of genetic tation, crossover,

tion, and their i or with other optimi methods,
clasmfy it as <Genetic_Algorithms>.*
The paper does not fit this description:
- **Evolutionary principles**: There is no mention of evolutionary principles or genetic algorithms in the
abstract or neighbor summary.
- **Genetic algorithms**; The paper does not discuss genetic i or any of their
4. **Determining the Need for Modifications*
The current judgment basis for *<Genetic_ Algorithms>* is not aligned with the content of this paper.
The focus on learning from positive data, Bayesian frameworks, and ILP systems does not match the
criteria for *<Genetic_ Algorithms>*.
- **Remove the matches for this paper in the wrong category**: The paper should not be classified under
*<Genetic_ Algorithms>
- **Add unique features in the true category**: The paper should be classified under *<Theory>*
e 5 O wo o (it oot e oy Gt o 23 (120 (e iRy G o o

nd grammars within a Bayesian framework.

SR Kijust tho basis of Judgment~*: Tho judgment basis for *<Genetic_Algorithms>"* should be updated
to exclude papers that discuss learning from positive data, Bayesian frameworks, or ILP systems.

Updated judgment basis:

<NewPattern>Genetic_ Algorithms: If the pepedicusecsleholns of evolutionary punclples, gonetic
algorithms, mutation, crossover, selection, and t
other optimization methods, clasify it as <Genatic _ Algorithms>. Exclude papers & it learmng
from positive data, Bayesian frameworks, or ILP systems.</NewPattern>
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The feedback provided by the optimization model suggests that the individual categories of papers have
their own unique characteristics:

Dased - Papors that discuss the wee of pat expriencer, momory-based tochniaues cose otrioval,
cases, continuous task domains, robotic navigation, knowledge compi amic
Healigntof baliaviox hatemblagmfand{GuueDaied aston oo E oaresrilabo s al e

Igor Papers that discuss genstic algorithms, cvolutionary processes, artificlal

e Mo iy, ed i e e o 2 to changing environments,

optimization techniquss involying genetic algorisim o loarning, autonomous

vehicles, and robotics, excluding cost-sensitive d rabustness of induced models against
ot changes should bo catogorised se <Genatic Algorlthm>

et Papers that discuss artifi architecture, raining methods,

pproach and chology links, model calibration,

1.",.,,.5 parameter values, neural structures and functions, mmhu..m methods, s s

based methods, approximation u s, learning from prior knowledge,

O Gt s T T s COA T &

Papers that discuss Bayesian inferonce, priors over model parameters,
Ppronchel w St st orks, and the application of mh.b..m.c methads to solve
z

Fciency
Tbrovementa as a primary focus, or practical applications of these theoretical aspects should be
eategorized as < Theory>.

1wl provide you with the title, abstract, and citation summary of your paper and ask you to step-by-step
determine if the paper fits into each category. First, please analyze whether the paper matches category
Cave_Based>. I dous, please explain how it matehes; i€ i dosen't, pleaso polat out whero it dossn't
lien Pleae compare the categories <Gonstic_Algorithme= and v Aftor comparing all the
catogories, plense declde which category the pRper fite betier, and Sive o final claasification decision,
Dlonse encione the inal decision in
B ot o Pt AR (T o s

Here is a one-shot example; for more details, plaase refer to the appendix.

Paper information:
(Paper Title: Cognitive Computation (Extended Abstract) )
wiive computation is discuseed a & discipline that links together neurobiology, cognitive
e S
hbour Summary:
The papers cited in this essay discuss the concept of learning and reasoning, specifically focusing on ¢
Probably Approximately Correct (PAC) learning model and its goncralizations. The authors investigato
the lden of agnosic oarning, where minimal ssumprions are mads about the target function, and explors
s of s .wprvmch fhroueh wariows sesults and algorithms. The papers also fonch on the
B ng and reasont

Overall, the cited papers

contribute to the nnderstanding of lcarning And
Judgment:

The paper titled "Cogni

Computation (Extended Abstract)” discusses the discipline of cognitive
hology, and artificial intlligence. However, tho
mentoned i o Case-Based category, such as case

T S A e R e Y o e, oo
o more closely related to the Neural Networks
category, as they involve learning and reasoning in artificial intelligence.

Final decision;

“Neural_Networks>

Now that you have some descriptions, which wil be used as rubrics for the classification task, you need
Lo summarize and rofine them for cach category to find the best way to express th
Here are the descriptions:

<Case_Based=: If the paper discuseos the uso of past experionces, memory based tochniqus, or
cosses 1o solve now problems, clusify it as <Case_Based>" If the

=
cural networks, adapting to changing environments,
and spplications in machine lcarning, autonomous
‘and rabustness of induced models against

pai i o o o e
"and cognitive plychulozy e e e e e
"~ Networks -

iecs Bayesian interence, priors over modsl parameters, or

If the paper discusses Baysian Inference, priors over
api  methods to solve practical problems in the context
G noutal networks, classlly It a8 <Pr o\mbll!ullc “Nrethads -
arning>: Jearning (hrough trial and orror, rewards, penalties,
I-based reinforcement learning, learning i
et tos ot e e ey e

ing reactive e
Mmmg, zxch\dlng n.mm,m P S o e e P e o

R T T e oo (UL G T, e p b AR B s
tion, o
task, im

b

i

improving existing machine learning algorithms, 2ddessing concapt overlap, using stochastic complexity
simulated annealing-bas: oarcl iy i

e s R e

A Tl A S e e

h trees, encemble learning, efficiency
mprovements aa & brimary focus, of Bractical applications of these theoretical aspects should be
eategorized as <Theory>.

Note: Please ONLY summarize each category without o
¢ in the following format:

sions and NOTHING ELSE! And each category

<Gase_ Bosad>: Popers that ncluds rour ary] should be categorized as <Case_Base
Genetic” Algori B T (e Pt [ | SRt T G o >
rithms>.

SRS o o i e e o By ) L Nooworks>.
<Probabilistic_Methods=: Papers that iclude [your summary] should be categorized as = Probab

. Mathods >
<Reinforcement_Loarning: Papers that include [your summary] should be categorized as <Reinforco-
ment_Learning >

Ruld Learning: Papors that includs your summary] should bo catogorized ne <Rule_Learning>
e i O R I ] B o G S ) S 1t
Please begin with <ST SR ARV

<START_SUMMARY>
Cass_Bised>: Fapers that dlscuss the use of past sxperiances, memary-based techniquss, of caso
be >

nonlinear syst

computation, newroblology, and cognitive peychology as relevans topics that could e studied using
pworks should bo categorized s <Neara

s lnfexenre,  priors over modol parametors, or

A o ) e | e o A e T e

chiding theoretical aspects of loarning such as cross-vlldation ‘and its imphications should be categorized.

trial and ersor, rewards, penalties,
nce d reinforcement learning, learning in
e e e e ey iy
vances to gulds cxploration decisions, opHmsing cxplorstion based on cxpected bonefts snd Soste,
to dynamic environments, using feedback mechanisms o guide decision-making, coordinat-

& reactive behaviors, using neural networks as part of a control system, and temporal difference
ing theoretical foundations and proof-based learning should be catogorized as <Rein-

Papers that dixcues constracting suler adspting methods for attribute cxtimation.
gorithms, or

achin: e leas
mprovements as a primary focus, o T T s o s U o (e e
P o

D.3 ONE-SHOT W/O PRIOR SUMMARY + VGRL STEP 80

hot optimizer LLM CoT

Step

The categorization model performed the judgment of paper categories by using the following features
unique to each category of papers as the basis for the judgment:

<Case_Based>: Papers that discuss the use of past b case retrieval,
adaptation processes, continuous task domains, il e, | knowledge compilation, dynamic
selection and of behavior nd should be

categorized as <Case_Based>
<Genetic_Algorithms>: Papers that discuss genetic algorithms, evolutionary processes, artificial
life, theoretical biology, simulation, evolving neural networks, adapting to changing environments,
involving genetic i an in machine learning, autonomous
vehicles, and robotics, excluding it and £ induced models against
cost changes, should be categorized as <Genetic_ Algorithms>.
<Neural_Networks>: Papers that discuss artificial neural networks, their architecture, training methods,
and cognitive psychology links, model calibration,
learning parameter values, neural and functi methods, ive models,
memory-based methods, approximation using radial basis functions, learning from prior knowledge,
highly nonlinear models, pattern recognition, stability, and control in nonlinear systems should be
categorized as <Neural _Networks>.
<Probabilistic_Methods>: Papers that Y gt (oferan, pRloED oy ) poslirts,
to neural net; nd the of methods to solve
e T ey b e e LA Pt e e T T A
il erig s e () (i (i (iemgh (@l ool e, rewards, penalties,
feedbacl temporal methods. learning, learning in
R systems, adapting traditional RL methods, exploration and navigation costs, using learned
distances to gui d based on expected benefits and costs,

adapting to dynamic using feedback to guide d
ing reactive behaviors, using neural networks as part of a control system, and Lemparal difference
learning, an learning, should be categorized as <Rein-

forcement_Learning>.
<Rule_Learning>: Papers that discuss constructing rules, adapting methods for attribute estimation,
learning of trees, ordinal
tasks, i ing learning i ing concept overlap problems, feature selection or greedy
algorithms, employing stable models as background knowledge for a top-down ILP learner, improving
existing machine learning algorithms, addressing concept overlap, using stochastic complexity formulas,
or employing simulated annealing-based beam search should be categorized as <Rule_Learning>.
<Theory>: Papers that discuss theoretical aspects of learning, implications of findings on learning
processes, foundational principles of machine learning, decision trees, ensemble learning, efficiency
improvements as a primary focus, or practical applications of these theoretical aspects should be
categorized as <Theory.

I will provide the title, abstract, citation summary information of your paper, the categories judged by
the classification model, and the real categories of the paper, and ask you to verify that the basis of
judgment for the corresponding categories is accurate.

First of all, please compare whether the categories provided by the model and the actual categories match.
If it matches, you will directly analyze whether you need to add new judgment basis to the corresponding
category based on the information and original judgment basis of the paper, if you need to add it, if not,
you don’t need to change anything; if it doesn’t match, please analyze why the model may classify this
paper into the category based on the original judgment basis corresponding to the incorroct category,
and then please the nd the original judgment bases of the two
GO bt o G GRS (0 GOTot erCea e o G5 (o the wrong category, add unique features in
the true category, or adjust the basis of judgment according to what you think is correct. Describe each
Step of the reatoning process in detail, and sive the Ainal updated basis of judgmont, enclosing the Anal
decision in <NewPattern></NewPattern>.

For example:

Here is a one-shot example; for more details, please refer to the appendix.

Now analyze the given paper:

Paper information:

(Paper Title: Cognitive Computation (Extended Abstract) )

(Abstract: Cognitive computation is discussed as a discipline that links together neurobiology, cognitive
psychology and artificial intelligence. )

(Neighbour Summary

The papers cited in this essay discuss the concept of learning and reasoning, specifically focusing on the
Probably Approximately Correct (PAC) learning model and its generalizations. The authors investigate
the idea of agnostic learning, where minimal assumptions are made about the target function, and explore
the possibilities of this approach through various results and algorithms. The papers also touch on the
Learning to Reason framework, which combines learning and reasoning into a single task, and examine
the tradeoff between learnability, oracle strength, and reasoning query range. Overall, the cited papers
contribute to the understanding of learning and reasoning in artificial intelligence.)

Neural _Networks

Paper frue category
Neural _Networks

Step-by-Step Analysis:

1. **Model Judgment and True Category Comparison*=

- **Model Judgment Category* Neural _Networks>*

- **True Category**: *<Neural _Networks>™

The model has correctly classified this paper under the *<Neural _Networks>* category. Since both the
model’s judgment and the true category match, we move on to analyzing whether the original judgment
basis for *<Neural_Networks>* is accurate or needs to be updated based on this paper’s information.
2. **Examination of the Paper Information (Title, Abstract, Neighbour Summary)**

= *"Pa_pex Title**: *Cognitive Computation (Extended Abstract)*

- The title suggests a broad focus on cognitive processes, which could encompass various disciplines,

including artificial neural networks.

- **Abstract

- The abstract *cognitive * as a discipline that links i , cognitive
and artificial intelli This broad scope does not directly mention neural networks but

implies a_connection to cognitive processes that could be studied using neural networks.
- **Neighbour Summary**
- The neighbouring papers focus on learning and reasoning, specifically discussing the PAC learning model,
agnostic learning, and the Learning to Reason framework. While these topics are related to machine
learning and artificial intelligence, they do not directly relate to neural networks.
**Evaluation of the Existing Judgment Basis for <Neural _Networks>**

The current judgment basis for *<Neural_Networks>* is as Tollows:

- *If the paper discusses artificial neural nétworks, their architecture, training methods, applications, con-

and cognitive links, model

values, e siractares andlfanein methods, dels, memory-based methods,
approximation using radial basis functions, learning from prior knowledge, highly nonlinear models,
pattern recognition, stability, and control in nonlinear systems, classify it as <Neural _Networks>.*
The paper does not directly fit into this description:
- **Artificial neural networks**: The abstract does not mention neural networks explicitly.
- **Neurobiology and cognitive psychology links**: While the paper discusses cognitive computation, it
does not explicitly link this to neural networks or neurobiology.
4. **Dotermining the Need for Modifications**
The current judgment basis for *<Neural_Networks>* is not well-aligned with the content of this paper.
The paper focuses on cognitive computation and its links to and cognitive
does not directly relate to neural networks.
- **New features need to be added** to the *<Neural Networks>* category based on this paper,
specifically to include cognitive and cognitive as relevant topics
that could be studied using neural networks.

Updated judgment basis:

<NewPattern>Neural _Networks: If the paper discusses artificial neural networks, their architecture,

training methods, and cognitive links,
model cali learning p values, neural and funct ic methods,
i 1 methods, using radial basis functions, learning from

prior knowledge, h:ghly nunllnear models, pattern recogition, stability, and control in nonlinear systems,
or cognitive and cogni as relevant topics that could be studied
using neural networks, classify it as <Neural thworks> </NewPattern>
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E.1

The feedback provided by the optimization model suggests that the individual categories of papers have
their own unique characteristics

<Case_Bared>: Papars that Includs discussions of past experiences, merory-based techaiduon, of case
roblems should be categorised ue <Cose._Bused>

ques inapired by evolutionary pro-

B COT S P 1 (e e £ A

»
uw.mmw

Networks > Papers that cover artificial noural networks, including architoctures like foed-
forward, convalutional, or recurrent networks, and their traming methods should be categorized as
>

pers that discuss methods using probabilistic models to handlo uncertainty,

R B O D e D T s e S A T
a2 <Reinforcoment_Learning -
<Rule_Learning: Fapers that focus on extracting nterprotable declsion rules of patterns, often I tho
B A A o AR Lt Y >

<Theory=: Paper.

and bounded conv

After comparing
Al the catogorise, plonse decids which catagory the piper fit botter, and give o final assincation
decision, please enclose the final doct

Judge from the information given which category the following essay belongs
1 will provide you with the title, abstract, and citation summary of your paper and ask you to step-by-step
to cach category. First, ploase analyse whethor the paper matches category

it makches; 1f i dogen't, please polnt out where it do
Iorithms= and vice versa. After compari
category e panor fite better, and give a Anal Clacsifeation decision

information from the given paper.

Hore is a one-shot example; for more details, please refer to the appendix.

Paper information:
(Paper Titls: Lonrning from positive data)
(Abstract: Gold si 1967 that not even regular

i grammars can be exactly identified from positive
1 ly from positives

ate human

e

not only grammars, but alao logie programs are learnable with arbitrarily low expected error from positive
bou s
=" posterior probability when learning from positive cxamples is within & small additive term of one

o
function during the local construction of individual clanises of the hypothesis. Resulta of testing this
e are reported. These reeults are in agrecment with the

the limitations of current inductive logic programming systems
in handling noise and learning recursive predicates. A new framework for learning from noisy data and

finding the most probable
approach ented in Which Ia shown to nandle noise
better than other systoms like FOIL and PROGOL, and is capable 'oF loarning Fom only positive or
negative data. )

Judgment:

The paper titled "Learning from positive data® discusses the theoretical and practical aspects of learning
from positive examples alo learnability of grammars and logic programs within
Bayesian framework. smability of logic programs and the upper bound
for expected error of a lear) positive example.

The abesrect atd the sibed pupert MEWHER tho wmprtance of learateg from positiv
aspect of the Genetic Aummhm, cuexory‘ o0 it Involves optimization e e e e e
Procasses, such as population-| or, and mutation.

B R R e e O DT D
systems and the development of new frameworks for learning from noisy data, which is a key aspect of
Genetic Algorithms.

Final decision;

<Genetic_ Algorithma>

Now that you live some deseriptions, which will be wsed a8 rubrics for the classfication task, you need
to summarizo and rofine them for cach category to find the bost way to expross tl
S et

Judge from the Information giren which ategory the folloving sway beiongs
Cas e techniaues, or case

< Relnforcoment_Leatning>: If the puper focuses on agents iearning from invoraction with their en:
+ policy gradients, cl

lo decision rules or patterns, often in
a3 <Rule_Learning>.
i) o i i s 4%, G o
mal analysis of algorithms, or discusses optimality,
d sames, classify it 23 <Theory>.
e loarning or Al such as mathematical
e e R D T T T

models, complenity

Note: Please ONLY summarize each category without omissions and NOTHING ELSE! And each catagory
i owtpat in the following format:
SCaxe, Baned>: Papers that include [your summary] should be catogorized s <Case_Based
SGoniic Algorithmes Paport that nciude o smmary] shond e caicgorised s <Go-
rithms>.
Networke - Papers that include [vour summary] shovld be categorized s <Neural_Networks>
latic. Mothodes! Papors that inclade [vour summary] should be categorized as < Probabiliv:

< Reinforcoment_Learning: Papers that include [your summary] should be categorized as <Reinforce-
ment_Learning >

“Ral? Lonrming . Papors that includs [your summary| should be catogorized ne <Rule_Learning:-
B o T P e A Te

Ploase bogin with <START _SUMMARY >

<START_SUMMARY >
<Case_Based>: Papera that includ

diseucsions of past experiences. memory-baced techniaues, or case

s ategorized o>

Crr i ) P (i o, G G e e e A TR e

cosses, wich as population-based search, crossover, and mutation should be categorized ns < Ge-

netic_Algorithms>.

<Neural_Networks: Papers that cover artificial neural networks, including architectures like feed-

opward, comvolutional, or recursent networke, and their training methods should be catogorised o2

<Neural_Nets

probabitistie. M-(hnds) Papers thas discuss methods using probabilstic modele to handle uncertainty,
hould be categorized as <Probabiliatic_Mth

" Lear focus on agonts loarning from intoraction with tholr onviron-

ment hrough sl and crxor, i (echuiques ke Grlearaing ox poliy gradieats should be categorised

and bounded convergence rates in the context of repeated games should b categorized as < Theory>.
ZEND_SUMMARY >

E ONE-SHOT W/ PRIOR SUMMARY + VGRL

ONE-SHOT W/ PRIOR SUMMARY + VGRL STEP 1

fteleasconianiionimodellpectormetebelindmordlotlsaporkca easaloaaiac ol liopine oo uizes
unique to each category of papers as the basis for the judgmen

<Case_Based>: If the paper discusses the use of past based i or case
retrieval and adaptation processes to solve new problems, classify it as <Case_Based>.
<Genetic_Algorithms>: If the paper focuses on inspired by pro-

cesses, such as population-based search, crossover, and mutation, classify it as <Genetic Algonthms)
<Neural_Networks>: If the paper covers artificial neural networks, including architectures like
feedforward, convolutional, or recurrent networks, and their training methods, classify it as <Neu-
ral_Networks>.

<Probabilistic_Methods>: If the paper discusses methods that use probabilistic models to handle un-
certainty, such as Bayesian networks or hidden Markov models, classify it as <Probabilistic_Methods>.
<Reinforcement _Learning=>: If the paper centers on agents learning from interaction with their en-
vironment through trial and error, using i like Q-learning or policy gradients, classify it as
<Reinforcement _Learning>.

<Rule_Learning>: If the paper focuses on extracting interpretable decision rules or patterns, often in
the form of "if-then" statements, classify it as <Rule_Learning>.

<Theory>: If the paper machine learning or Al, such as
mathematical models, complexity theory, or the formal analysis of algorithms, classify it as <Theory>.

Judge from the information given which category the following essay belongs to.

I will provide the title, abstract, citation summary information of your paper, the categories judged by
the classification model, and the real categories of the paper, and ask you to verify that the basis of
judgment for the corresponding categories is accurat

First of all, please compare whether the categories provided by the model and the actual categories match.
If it matches, you will directly analyze whether you need to add new judgment basis to the corresponding
category based on the information and original judgment basis of the paper, if you need to add it, if not,
you don’t need to change anything; if it doesn’t match, please analyze why the model may classify this
paper into the category based on the original judgment basia corresponding to the incorrect category,
and then please to the original judgment bases of the two
Categorics, you can choose £0 remove matchos for this papes in the weong category, add unique featuses in
the true category, or adjust the basis of judgment according to what you think is correct. Describe each
step of the reasoning process in detail, and give the final updated basis of judgment, enclosing the final
decision in <NewPattern></NewPattern>

For exam

Here is a one-shot example; for more details, please refer to the appendix.

Now analyze the given paper:

Paper information:
(Paper Title: i ionalization of Non-D: i Knowledge )
(Abstract: It is a fact that i learning i require "good" features to
perform well in practice. So a major step in data engineering for inductive learning is the construction of
good features by domain experts. These features often represent properties of structured objects, where
a property typically is the of a certain having certain properties. To partly
oot (0 fmoret o off Mo crpffmecéi ) o Gt oo bl (0D oo o o tiomo GEELS
are defined by such Igorith conducts a top-down search for first-order
clauses, where each clause rspresems o binary foature. 1t diffars from oxisting algorithme in that Its scarch
is not class-blind, and that it is capable of considering clauses ("context") of almost arbitrary length
(size). are fi and support the view that this approach is promising.)
(Neighbour Summary:
The papers cited in this essay discuss various techniques and approaches in the ficld of Rule Learn-
ing, specifically in Inductive Logic Programming (ILP). The first paper re-appraises the development
of for inverting nd Mode-Directed Inverse Entailment (MDIE) as a
and & Frorioms The second paper proposes an extension of
the feature-vector representation to allow the value of a feature to be a set of strings, which can be
efficiently and naturally represented in real-world learning problems. The third paper describes a system
named SFOIL that uses a stochastic search method to alleviate the local optimization problem in greedy
algorithms. Overall, these papers highlight the importance of efficient and effective techniques in Rule
Learning and ILP.)
Model judgment categor.
Rule_Learning
Paper true category:
Rule_Learning

Step-by-Step Analysis:

. **Model Judgment and True Category Comparison**
- **Model Judgment Category**: *<Rule_Learning=>*
- **True Category**: *<Rule_Learning>%
The model has correctly classified this paper under the *<Rule_Learning>* category. Since both the
model’s judgment and the true category match, we move on to analyzing whether the original judgment
basis for *<Rule_Learning>" is accurate or needs to be updated based on this paper’s information
2. **Examination of the Paper Information (Title, Abstract, Neighbour Summary)**
- *“Paper Title**: *; of Non-D: Knowledge*
- The title suggests a focus on propositionalization and stochastic methods, which are relevant to
*Rule_Learning* but do not directly indicate the category.
- **Abstract**
- The abstract discusses the construction of features by domain experts and the automation of this process
through an algorithm that searches for features defined by substructures. It also mentions the use of
stochastic search for first-order clauses, which is a key aspect of *Rule_Learning*
- The mention of *Inductive Learning* and *Rule Learning® in the cofitext of propositionalization and
feature construction directly points to the "Rule_Learning™ category.
- **Neighbour Summary**
- The neighbouring papers focus on *Rule Learning®, specifically in the context of *Inductive Logic
Programming (ILP)*. They discuss for inverting
stochastic search methods, all of which are relevant to *RuleiLearnmg X

**Evaluation of the Existing Judgment Basis for <Rule_Learning>**
The current judgment basis for *<Rule_Learning>* is as follows
- *If the paper discusses the ion of rules i or the use of ic methods
in the context of inductive learning, classify it as <Rule_Learning>.*
The paper fits this description well:
- **Construction of rules**: The paper discusses the construction of features by domain experts and the
automation of this process, which involves constructing rules or features from substructures
- **Propositionalization**! The paper focuses on of
knowledge, which is a key aspect of *Rule_Learning
- **Stochastic methods**: The paper uses stochastic search for first-order clauses, which is a stochastic
method relevant to *Rule_Learning*.

**Determining the Need for Modifications**
(Thelcursontljid pment |Lnsiaffor)e SRule Blisarming g s el L shigzedpwith|ihe content of|thislpaper A The
focus on rule and cthods are clearly articulated in the
abstract and neighbor summary.

No new features need to be added** to the *<Rule_Learning>* category based on this paper, as it
‘its perfoctly within the existing framework

Updated judgment basis:

<NewPattern>Rule_Learning: If the paper discusses the of rules,
ization, or the use of stochastic methods in the context of inductive learning, classify it as
<Rule_Learning>.</NewPattern>
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he focdback provided by the optimization model suggests that the individual categorics of papers have
their own unique characteristics

Based>: 1 the papar discusses tie use of past experiances, memory-basad technlaues, or case
retrioval and adaptation processcs to solve new probloms, classify it

feediorward, cnnvnl\ltwnﬂly T T CA T e
ral_Netw
ZPronabilistic. Methods>: If the papes discusses methods that use probabillstic models to handle un-
certainty, such as Bayesian netwarks or hidden Markov models, classify it as <Probabilistic Methods=.
< Relnforcement_Learning>: If the paper centers on agenty iearning from inveraction with ther en:
vironment through trial and error, using techniquos like Q-learning ox policy gradients,

Jearning>.

ethods, clas

lon rules or pattorns, often in

b achine learning or Al such as
Complexity theory, or the formal analysis of algorithms, classify it as <Theory™

A
=f
i
g
v
H
e
g
&

e et Phesse declds which catagory the paper fits better, sad give a inal classification
decision, ploase enclose the fin

Judge from the information given which category the following essay belongs to,
il provide you with the it abstract, and citation summary of you paper and sk you to step by ctep
detormine if tho papor fits into’cach catogors. First, ploaso analyzo whethor the paper matchos catogory
B I T doca, pleace explan how it machos; if 1 docen', pleace point out where it do
hen please compay Algorithms=> and vice fior comparing ail the
ategorics, pleass docide which category the paner fits batter, and give & final classificarion dacision,
mmc enclove the final decision in <=
alyze the information from the given paper;

Hore is a one-shot example; for more details, ploase refor to the appendix.

Paper informatios
(Papor Title: Stochastic Propostionalisation of Non Determinate Backgmound Knowiedse )
well-en <t that propositional learning algorithm r reauire "go0d” foatures to

existing algorithms in that
ox (comtext™) of almost arbitrary lengt
this approach is promising.)

proaches in the fleld of Rule Learn-

rected Inverse Entailment (MDIE) as a

nd paper proposes an extension of

. to be a set of strings, which can be

efficiently and naturally represented in real-world learning problems. The third paper describes a system
ethod to alleviate the local optimization problem in gree

algorithms. Overall, these papers highlight the importance of efficient and effective tochniques in Rule
Learning and ILP.)

Judgment:

The paper titled "Stochusti Proposivionalisation of Non-Determinate Dackground Knovledgo? discusses
4 features for inductive learning by devising gorithm that searchos f

m conducts o top- on vearch for irt-order clansss, wh

This appronch ls different rom existing algorithms in that s saareh o not

= of alimost arbltrary length

Che abst d papers hlgm h the importance of feature engineering and the e of stochastic

soarch mcl)mdﬂ to alieviate Tocal o 1 problems, both of which pts to Rule

Learning and ILP.

T gupports the categoriantion, discuseing the dovelopment of techniques for

inductive logic programming and the importance of cfficiont and offoctive mothods in rule loarning

Final decision;

<Rule_Learning>

Now that you have some descriptions, which will bo used as rubrics for the classification task, you need
to summarize and refine them for cach category to find the best way to express them
Here are the descriptions:

Judge from the information given which category the following essay belongs to,
<Case_Based>: I tho paper discusses the use of past “xperionces, memory-based techniques, or
case rétrioval and adaptation processes to solve new probloms, classify it as <Case_Based=. If the
B T o Er S BT T EE T Uit (2 (o e (e ER
processes to solve new probloms, classify it as <Case_Based>.

_ Algorithms>: If the paper focuses on optimization techniques inspired by evolutionary pro-
T e o
“Neural_Networke=: Papers that cover artificial neural networks, including architecinres like foed-
forward, convalutional, or recurrent networks, and their traming methods should be categorized as
< Neural_Networks -

] If the paper discuzses methods using probabilistic models to handle uncer-

tainty, such aq Bayesian networks or hidden Markov models, classify it s <Probabilistic_Methods =

<Reinforcoment _Learning>: Papers that focus on agents loarning from interaction with Their environ-
like Q-learning or policy gradients should be categorized

Learningo: Papars that focus on extracting Interpreiablo declsion rules or patterns often in the
R

discusses ﬂpnmnhly, ‘domination,
and bounded convergence rates in the context of repeated games, classify it ac < Theory

Note: Please ONLY summagiae cich category without omissions and NOTHING ELSE! And each cateory

is output in the following

R e e o summuzy] should be categorised ss <Case_Based>
ic_Algorithms>:  Papors that include [your summary] should bo catégorized as <Go-

netic_Algorithms >

“Neural_Networks~: Papers that include [your summary] should be categorized as <Neural_Networke >

< Probabilistic Methods: Papers that include [vour summary] should be categorised ac <Probabilie-

M

_Learning>: Papers that include [your summary] should be categorized as <Reinforce-

= that include [your summary] should be categorized as <Rule_Learning>.
S Bl NED T ] (e SO G S o D St
Ple with <START SUMMARY >

commen, ich as populsion- e e

T e o Rt (0 o (S s Tl e (e et i
forward, convolutional, or recurrent networks, and their training methods should be categorized

+ Papers that discuss methods using probabilistic models to handlo uncertainty,
de.

apers that focus on m interaction with their environ-

cory. n
ANEIGA T o SalE el 7 Heoeyi G s formab T BuATyaia ST et hend o alboss Carle | oo mal )
unded converg: tes, bina, complexity, or the development of efficient algorithms

<END_SUMMARY >

E.2 ONE-SHOT W/ PRIOR SUMMARY + VGRL STEP 2

The categorization model performed the judgment of paper categories by using the following features
unique to each category of papers as the basis for the judgment:

<Case_Based>: Papers that include ions of pas based or case
retrieval and adaptation processes to solve new prnblems should be categorized as <Case_Based>.
<Genetic_Algorithms>: Papers that focus on inspired by pro-

cesses, such as population-based search, crossover, and mutation should be categorized as <Ge-
netic_ Algorithms >.

<Neural_Networks>: Papers that cover artificial neural networks, including architectures like feed-
forward, or recurrent networks, and their training methods should be categorized as
<Neural_Networks>.

<Probabilistic_Methods>: Papers that discuss methods using models to handle

such as Bayesian networks or hidden Markov models should be categorized as <ProbabilisticMethods>.
<Reinforcement _Learning>: Papers that focus on agents learning from interaction with their environ-
ment through trial and error, using techniques like Q-learning or policy gradients should be categorized
as <Reinforcement _Learning>.

<Rule_Learning>: Papers that focus on extracting interpretable decision rules or patterns, often in the
form of logical clauses or "if-then" statements should be categorized as <Rule_Learning>.

<Theory>: Papers that emphasize theoretical contributions to machine learning or Al such as mathemat-
ical models, complexity theory, or the formal analysis of or discuss

and bounded convergence rates in the context of repeated games should be categorized as <Theory>.

Judge from the information given which category the following essay belongs to.

I will provide the title, abstract, citation summary information of your paper, the categories judged by
the classification model, and the real categories of the paper, and ask you to verify that the basis of
judgment for the corresponding categories is accurate.

First of all, please compare whether the categories provided by the model and the actual categories match.
If it matches, you will directly analyze whether you need to add new judgment basis to the corresponding
category based on the information and original judgment basis of the paper, if you need to add it, if not,
you don’t need to change anything; if it doesn’t match, please analyze why the model may classify this
paper into the category based on the original judgment basis corresponding to the incorrect category,
and then please th an to the original judgment bases of the two
categories, you can choose to remove matches for this paper in the wrong category, add unique features in
the true category, or adjust the basis of judgment according to what you think is correct. Describe each
step of the reasoning process in detail, and give the final updated basis of judgment, enclosing the final
decision in <NewPattern></NewPattern>.

For example:

Here is a one-shot example; for more details, please refer to the appendix.

Now analyze the given paper:

Paper information:

(Paper Title: Learning from positive data )

(Abstract: Gold showed in 1967 that not even regular grammars can be exactly identified from positive

examples alone. Since it is known that children learn natural grammars almost exclusively from positives

examples, Gold’s result has been used as a theoretical support for Chomsky’s theory of innate human

linguistic abilities. In this paper new results are presented which show that within a Bayesian framework

not only grammars, but also logic programs are learnable with arbitrarily low expected error from positive

examples only. In addition, we show that the upper bound for expected error of a learner which maximises

the Bayes’ posterior probability when learning from positive examples is within a small additive term of one

which does the same from a mixture of positive and negative examples. An Inductive Logic Programming

implementation is described which avoids the pitfalls of greedy search by global optimisation of this

function during the local construction of individual clauses of the hypothesis. Results of testing this
on ar d data-sets are reported. These results are in agreement with the

theoretical predictions. )

(Neighbour Summary

The papers cited in this essay discuss the limitations of current inductive logic programming systems

in handling noise and learning recursive predicates. A new framework for learning from noisy data and

fixed example size is presented, which incorporates a Bayesian heuristic for finding the most probable

hypothesis. This approach is implemented in an ILP system called Lime, which is shown to handle noise

better than other systems like FOIL and PROGOL, and is capable of learning from only positive or

negative data

Common points that reflect the category of this paper include:

- Handling noise in inductive logic programming systems

- Learning recursive predicates

- Improving the performance of ILP systems

- Developing new frameworks for learning from noisy data.) Model judgment category:

Genetic_ Algorithms

Paper true category:

Theory

Step-by-Step Analysis:

1. **Model Judgment and True Category Comparison**
- **Model Judgment Category**: *<Genetic_Algorithms>*
- **True Category**: *<Theory>*
The model has incorrectly classified this paper under the *<Genetic_ Algorithms>* category. Since the
model’s judgment and the true category do not match, we proceed to analyze why the model may have
classified this paper into the incorrect category and make necessary adjustments to the judgment bases.
2. **Examination of the Paper Information (Title, Abstract, Neighbour Summary)
- **Paper Title**: *Learning from positive data
- The title suggests a focus on learning from positive data, which is more aligned with theoretical aspects
of machine learning rather than genetic algorithms.
- *¥*Abstract**:
- The abstract discusses the learnability of logic programs and grammars from positive examples within
a Bayesian framework. It also presents results on the upper bound for expected error of a learner and
describes an implementation in Inductive Logic Programming (ILP). These topics are more aligned with
theoretical aspects of machine learning and ILP rather than genetic algorithms.
- **Neighbour Summary**
- The neighbouring papers focus on the limitations of current TLP systems, the development of new
frameworks for learning from noisy data, and improving the performance of ILP systems. These topics
are also more aligned with theoretical aspects of machine learning and ILP,
**Evaluation of the Existing Judgment Basis for <Genetic_ Algorithms>**

The current judgment basis for *<Genetic_Algorithms>* is as follows:

- *If the paper focuses on inspired b; such as
based search, crossover, and mutation, classify it as <Genetic_ Algorithms>.*
The paper does not fit this description:
- **Evolutionary processes**: The paper discusses learning from positive data within a Bayesian framework
and the implementation of an ILP system, which does not involve evolutionary processes.
4. **Evaluation of the Existing Judgment Basis for <Theory>**
The current judgment basis for *<Theory>* is as follows:
- *If the paper to machine learning or AI, such as mathematical
models, complexity theory, or the formal analysis of or discusses an
bounded convergence rates in the context of repeated games, classify it as <Theory>.* The paper fits
this description well:
- **Theoretical contributions**: The paper presents new results on the learnability of logic programs gad
grammars from positive examples within a Bayesian . which is a
machine learning.
- **Mathematical models**: The paper uses a Bayesian framework, which is a mathematical model for
learning from positive data.
- **Formal analysis of algorithms**: The paper discusses the upper bound for expected error of a learner,
which involves a formal analysis of an algorithm
5. **Determining the Need for Modifications**
The current judgment basis for *<Theory>* is well-aligned with the content of this paper. The focus on
models, and formal analysis of algorithms are clearly articulated

in the abstract and neighbor summary.
- **Remove the match for this paper in the wrong category <Genetic_Algorithms>** and add unique
features in the true category *<Theory>*.

Updated judgment basis:

<NewPattern>Genetic_Algorithms: If the paper focuses on optimization techniques inspired by evo-
lutionary processes, such as population-based search, crossover, and mutation, classify it as <Ge-
netic_Algorithms>.< /NewPattern>
<NewPattern>Theory: If the pap to machine learning or Al
such as mathematical models, complexity theory, or the formal analysis of algorithms, or discusses
and bounded rates in the context of repeated games, classify it as
<Theory>.</NewPattern>

20




1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2025

E.3 ONE-SHOT W/ PRIOR SUMMARY + VGRL STEP 80

heir own unique charactoristice.

<Case B Papers that discs the e of past cxperiences, memory-based techniaues, caze re
T b o ATy

ity. "of e
e
incuas neural necwork Concepts, applcations, Eulibraton, divid
orithin
brototype styles of sencralization, m..mx”m.m.,m.u. s, approximatior s, pr

e

Dractical Applidations. ool Usager or iutorials on how to use newral networke Should bs caterorised s

ZNeural_Netwarke:

Probaiatic “Merhods>; Papers thot include discusions of sto

e e

cmm nd optimixation aa a fanction of problem

t ronconing, probabilisic methods i tional fep
coding thoory.
o probabilisic methods to nau

Wil siatistical loaming meihods Tor cptmaation . uncorinin enronmonte, S5ot
adaptive mechanisms to solve comy e, learning through trial and error, tempo-

2 pro
e difeancs Toarmin d ol s e e T
<R

S e e et Ot i iy (epmics
oxiraciing docison ules, attribute estimation. ..omm.( ram moiey dnta, non myopic JeArhin procosses,
oritine oo e hors Torordinal Shafcation ke, of Impreving

‘racesses theo hods showld be

it
with incomplete data,

o hing, probabilictic
mation, application of prob methods in cod
ke ation summary of your paper
ex fits into ench cat oo analye whoth
o satchos; if &

o Segories <Ganetic_Algorithmas and vice
vensa, Aiter comparing il the mm,m, plenee decide whuh catesory e paper s besse, and give
Faal el lsion, plaa Gecision

Jutee fom e information given wihich category the flloving cesay belonss

Now snalysa ths laformatlon from (e glven paper

Hore s a ono-shot example; for moro details, ploase refer to the appondix.

Paper information

(Puaper Tile: Cognitive Computation (Bxtondsd Abstract)

poychciony and atincal mwlllxoncn7 (Nelgiour Summary
papers cited in thie

o of lenrmin and reaseming in ariifcial intaligente

s neurobioloy. o
ity discuee an of «

chology, And ai
o mentioned in the Cas
Tona of machine leass

ntolligonce. Hol

e category,

usces the Probably Approximately Correct (PAC) learning mo

Methods category, as they involve probabilistic reasoning and loarning
Final decision;

The feedback provided by the optimization model suggests that the individual categorics of papers have

mparing all the

)
(Abitract: Cognitive computation ie dizcussed a a discipline that links togother neurobiology, cognitive

2 the cancapt of learning and reasoning, apecifically focusing on the

. and réasoning query rango. Overall, the eited papers

ive Computation (Extended Abstract)® discussee the dicipline of cognitive
al i " the

ich a5 case

Lechniques in continous

o ey
Teurming, anil the Loarpink (o Reoacon framowsri: which are mor clossly ralatod o the Frobebiietic

Now that vou have some descriptions, which wil be e as rubrics for € clasifcation task, you need
1o cummarise and refine thom for sach catogory to find the bost way <o exprecs 1
et otz

e techniaues, or
i e

dnl\engel i aynamic e u the'paper discusees

ory-b: i s rocess
o S
Adaitionaiy. nclide pupers Fhat focue on genorating rules from date, organing concopvunt sEracmires,
and adapting existing knowlodgo to solve

<Genetic_Algorithma>: 11 the paper includes applications of gonetic algorithms for evolutionary
spintion mt bodlopies, fsiurs seletion: cotimission, adepiation in mackine ssrming,
d pla: of ned

5 it aa <G orichinas,
ork cancepte .»yx.t.m,  caibration, divide-
I e (o S i

ively
docision-making, confidence measures, pruning methods, sta
feal ppilcations too weage, o Lutorlls on how 10

Nothods=: If the paper includes discussions of stochastic

lote dat, martingale theory, Hidden Markov Modsls, pr

& Tanctlo of prgblam iructure, forma seus rom socia chlce heory,
S T e T S SR o e St

. s 0 new situntions through dynamic deciion-
e o Cptimiaation in uneertan Cvironmente, appiving
iems, loarning through trial and error, tempo
Feinforcoment learning tochniiues should b categorised As

g
e paper discusses adapting existing algorithms for specific tasks, improy
Sttribute setimation: Jearning from noiry dath, non-myopic loarming
ereion algorithms o s s or ordnal clasicston take, o
n aceuracy and decision-making pro ish data proprocessing mothods,
e e o ing eom data;
A T P e e e e
e fo epeciic tasks, Improving or extrcting doc
ar i oo

ho ap ine earning, Including cros-validation
it o e T G iy T 1 by

£ And oach category

ote: Pleaze ONLY summarise cach category without omissions and NOTHING.

ixoutputin the (olloving forme]

Cose, Baser 2 that include [your summary] should bo categorized as <Case
Fapars ther lnchuda [ows sammary] shouid b catsgorised s <Ge-

s that include [your summary] should be categorised as <Neural_Netuworks>.
" Mathodz: Papars that include [your summary] should be catogorized ns = Probabilis.

forcoment_Learning>: Papers that include [your summary] should be categorized as <Renforce-
Learning:

_Lonming- that inchude [vous summary] shosld be catogorized ns <Rale_Learing:-
SThecry: Papers tnas Inclads [vous sunmers] should b6 sategorived be <Theors
Please begin with <START_ SUMMARY >

<START_SUMMARY>
ZCas: > Papare

discussions of past experiences, memor
s combining ctaotbased retsoning wih other methodalogles, o
i comceptual structures, adapting existing knowledze Lo tolve new

7 machine learning technidues n contimious task domains shonld

¢ sncludo applications of sencic algoithuse fox evolutionsey pro-
e adaptation’ mhmmgm ,g. ure
Tor, i

work concapts, applications, cali-
m.mn, .ﬂvm....d conatcr appiond B
it el
R G e e S e
<tems, and practical .,,,,nmm..,, Lot wenge, o tutoriale on how to e nearal notworks
o e
= B e A e

achos, memory
o

e, cstimation with

s to new situntions through dy.
h trial s

dapting existing algorithms for specific tasks,
o W e oy on-myopic
o s order Larners o ordinel clsifcation
data preprocessing

‘lonta that dapt thels Unowledge representation spaces shoula

of theoretical aspocts of machine leamning, including
‘and ather foundationsl concepts should ba categorised ax <Theory~

Crose-validation; modal theorie:
SEND_SUMMARY >

one-shot optimizer LLM CoT Step 80

The categorization model performed the judgment of paper categories by using the following features
unique to each category of papers as the basis for the judgment:

<Case_Based>: Papers that discuss the use of past based case retrieval
an or practical of machine learning techniques in continuous task
domains should be categorized as <Case_Based>.

<Genetic_Algorithms>: Papers that include ions of genetic

for pro-
cesses, adaptation methodologios, feature selection, \ S, el i el (i
evolutionary forces, mate nd the role of genetic and learned
behaviors in understanding evwlutlnna!y change osties e e _Algorithms>

<Neural_Networks>: Papers that discuss neural network concepts, applications, calibration, divide-
and-conquer approaches, memory-based genetic for e o
prot

o i o i, ey peall proble
Xt ECCRE (o OBy ) Gawtia] it Al e Crme, o
ractical applications, tool usase, or Futorials on how b use neural networke should be catesoried s
cural_Networks>
<Probabilistic_Methods>: Papers that include ith
incomplete data, martingale theory, Hidden Markov Models, Disienior mixtre densitics, probabilistic
indEsenion codl el o © (i of: pRlis o sud, G sl S g ol dy,
default reasoning, probabilistic methods in rational and belief
Drobabilistic methods in codims theory. ineluding factor graphs and graphical modelt, and the application
of probabilistic methods to neural networks should be categorized as <Probabilistic_Methods>.
<Reinforcement _Learning>: Papers that discuss adapting to new situations through dynamic decision-
making, utilizing statistical learning methods for optimization in uncertain environments, applying
adaptive mechanisms to solve complex routing probloms, learning through trial and error, tempo-
ral difference learning, an learning should be as

<Rule_Learning>: Papers that discuss adapting existing algorithms for specific tasks, improving or
extraciing decision rules, attributo estimation, learning from noisy data, non-myopic learning processes,

into learners for ordinal classification tasks, or improving.
classification accuracy and decision-making processes through data preprocessing methods should be
categorized as <Rule_Learning>.

<Theory>: Papers that include ions of i imation with data.

martingale theory, Hidden Markov Models, inference and optimi: as a function of
e s G oot G b e, o ol Tl s |GG b
in rational nd belief methods in coding theory,

including factor graphs

Judge from the information given which category the following essay belongs to.

I will provide the title, abstract, citation summary information of your paper, the categories judged by
the classification model, and the real categories of the paper, and ask you to verify that the basis of
judgment for the corresponding categories is accurate.

First of all, please compare whether the categones Feioraleenclzodellendjoncacenelcatasorioalmatort
If it matches, you will directly analyze whether eed to add new judgment basis b corresponding
category based on the information and original Judgment basis of the paper, if you noed 10 add 16, if not,
you don’t need to change anything; if it doesn’t match, please analyze why the model may classify this
paper into tho category based on the original judgment basia corresponding to the incorroct category,
and then please the modificati nd o the original judgment bases of the two
ST (70m G GO (0 SR e e T i () e St P20 ot (e i
the true category, or adjust the basis of judgment according to what you think is correct. Describe each
step of the reasoning process in detail, and give the final updated basis of judgment, enclosing the final
decision in <NewPattern></NewPattern>.

For example:

Here is a one-shot example; for more details, please refer to the appendix.

Now analyze the given paper:

Paper information:

(Paper Title: Cognitive Computation (Extended Abstract) )

(Abstract: Cognitive computation is discussed as & dmclphne that links together neurobiology, cognitive
and artificial

The papers cited in this essay discuss the concept of learning and reasoning, specifically focusing on the

Probably Approximately Correct (PAC) learning model and its

the idea of agnostic learning, where minimal assumptions are made about the target function, and explore

the possibilities of this approach through various results and algorithms. The papers also touch on the

Learning to Reason framework, which combines learning and reasoning into a single task, and examine

the tradeoff between learnability, oracle strength, and reasoning query range. Overall, the cited papers

contribute to the understanding of learning and reasoning in artificial intelligence.)

Neural _Networks
Step-by-Step Analysis:

- **Model Jud, t Category™=: *<

- **True Category**: *<Neural Networks>
The model has incorrectly classified this paper under the *<Probabilistic_Methods>* category. We need
to analyze why the model made this classification and adjust the judgment basis accordingly.

2. of the Paper (Title, Abstract, Neighbour Summary)**

- **Paper Title**: *Cognitive Computation (Extended Abstract)*

_Methods>*

- The title suggests a broad focus on cognitive which could various

including *Neural _Networks*

- ¥*Abstract**

- The abstract discusses *cognitive computation® as a discipline linking neurobiology, cognitive psychology,
and artificial intelligence. While it does not directly mention *Neural _Networks*®, the broad scope of

cognitive computation could include neural networks as a method or tool within artificial intelligence
- **Neighbour Summary**

- The neighbouring papers focus on *PAC learning®, *agnostic learning®, and the *Learning to Reason*
framework. These topics are more aligned with *Probabilistic_Methods* than *Neural _Networks*, as
they deal with probabilistic models and learning algorithms.

3. **Evaluation of the Existing Judgment Basis for <Probabilistic _Methods>**

The current judgment basis for *<Probabilistic_Methods>* is as follows:

- *If the paper includes of s ion with i data,

theory, Hidden Markov Models, nference and function of problom structure,
formal results from social choice theory, deiault reasomng, EEPRTTH D A e i A (e et
and belief of ethods in coding theory, including factor graphs
o) o] i (] (B otk it off e ITIATD rpmth (o STt Mo GLrcites B (o
<Probabilistic_ Methods>.

The paper does not fit this description wel

- **Stochastic processes**: The abstract does not mention stochastic processes

- **Estimation with incomplete data®*: There is no mention of estimation with incomplete data.

- **Martingale theory**: The abstract does not discuss martingale theory.

- **Hidden Markov Models**: The abstract does not mention Hidden Markov Models.

- **Probabilistic inference and optimization**: The abstract does not discuss probabilistic inference and
optimizatio

EeFormal results from social choice theory**: The abstract does not mention social choice theory.

- **Default reasoning™*: The abstract does not discuss default reasoning.

L Erababi e metbors in satimal representation and belief formation**: The abstract does not mention
probabilistic methods in rational representation and belief formation.

- **Application of probabilistic methods in coding theory**: The abstract does not discuss the application
of probabilistic methods in coding theory.

- **Factor graphs and graphical models**: The abstract does not mention factor graphs or graphical
models.

- **Application of LB el (i oo networks**: The abstract does not discuss the applica-
oo el et (o m T s

4 o Neod for

s et ,udgmem =D *<Probabilistic_Methods>* is not well-aligned with the content of this
paper. The paper does not discuss any of the topics listed in the judgment basis.

D Remove matehes for this paper in the wrong category™ : The paper should not be classified under
*<Probabilistic_Methods >

- **Add unique features in the true category**: The paper should be classified under *<Neural_Networks>"*
because it discusses cognitive computation, which could include neural networks as a method or tool
within artificial intelligence.

- **Adjust the basis of judgment**: The judgment basis for *<Probabilistic_Methods>* should be
adjusted to exclude papers that scuss cognitive computation or artificial intelligence broadly, as these
topics may not necessarily involve probabilistic methods

Updated judgment basis:

<NewPattern>Probabilistic_Methods: If the paper includes di ions of processes,
with incomplete data, martingale theory, Hidden Markov Models, probabilistic inference and optimization
o it e praim ittt (o ol B ol choice theory, default reasoning, probabilistic
methods in rational nd belief methods in coding
g, BT (X (0 o] (Tt et it ot O (oAl e o PTG LA 15 e (9
neural networks, classify it as <Probabilistic_Methods>. However, exclude papers that discuss cognitive
computation or artificial intelligence broadly, as these topics may not necessarily involve probabilistic
methods. < /NewPattern>
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F.1

Inference Step
You will use the descriptions below to predict the output of the given information about a paper including:
title, abstract and & summary of information about the papers cited in this paper. You need to tell me

which of the following categol

= to.
ral_Networks >, <Probabilistic_Methods>, <Reinforce-

nformation about the paper:

g rom the information gven which catogory the following cesay belonga to.

{Papes Titte; Stochastic Propesislonallsation of Non-Determinate Background Knowlsdg )

(size). Preliminary experiments are favorable, and support the vi
(Neighbour Summary:
The papers cited in this essay discuss various techniques and approaches in the field of Rule Learn-

w that this approach is promising.)

the feature-vector representation e of

efciontly and maturally represented in feal-world loarning problems. The third paper describes

amed SFOIL that uscs & stochastic scarch method 1o alleviate the local optimisation problom in greedy

algorithms. Overall, these papers highlight the importance of officient and effective tochniques in Rule
)

** Output Format: **
Please give your output strictly in the following format

hxpn.mm..s [Your step-by-step analy:

nd results]

raad>, <onotle_Algorithme>, <Noural_Networke>, <Probabilstic_Muthods>,
ing>, <Rule_Learning>, <Theory=)], e.& <Case_Ba

Please ONLY reply according to this format. Do not include any other words or step-by-step breakdowns.
Now take a deop broath and provide a concise explanation and output.assistant

Explanations: The paper discusses the stochastic propositionalization of non-determinate background

knowledge, which is related to the construction of good features for inductive learning. The algorithm
searches for foatures defi substructures, and the cited papers focus on techniques aches
o Ratle Learning, epecifically 1o Tnductiva Logie Programming (ILF). The use of stachastic soarch a

the focus on Rule Learning suggest that the paper belongs to the <Rule_Learning> category.
Output: <Rule_Learning>

Now that you have some deseriptions, which will be used as rubrics for the classification task, you need
to summarize and rofine them for each category to find the best way to expross them
Here are the descriptions:

<Case_Based>: The papers that describe the application of memory-

ased techniques, case-based

ildings, should be
rospection, and the
e that emphasize learning from

& methods
hte and loss

ng, adaptation, and efficient algorithms
for unknown adversaries should be categorized as <Reinforcement _Learning>
SR Lcaxmng) The papers that discuss techniques and approaches in Inductive Logic Programming
(ILP), 5u; rehing for features defined by substructures, and considering clauses of almost arbitrary
longth, should be categorized a8 <Rule. Loarning>

<Theory=: The papers that focus on gencral theorics and principles of artificial intelligence, without
apecific emphasia on goal-driven learning or explanation, should be categorized as <Theory=. The
papers with a focus on theoretical concepts, analysis, and in
game theory should be catogorized as <Theory™. The papers that discuss game theory, introduce new
classos of adversaries, and provide efficient algorithms for learning to play games against computationally

hould be categorized as <

Note: Ploase ONLY summarize cach category without omissions and NOTHING ELSE! And each category
following format.
at include [your summary] should be categorized as <C:
B s Tty i s o G O <

Iude [your summary] should be categorized as <Neural_Networks>
pors that include [your summary] should be catogorized as < Probabilis-

<Reinforcoment_Learning>: Papers that includo [your summary] should be categorized as <Reinforce-

ers that include [your summary] should be catogorised s <Rule_Learning>
pers that include [your summary] should be categorized as <Theory >
Plense besin with <START - SUMMARY -

SSTART_SUMMARY -
5 that describe memory-based tachniques, case-based raasoning, or dosign systems

5> Papers that discuss techniques and approaches in Inductive Logic Programming
) o o s o e o T ] e S G 3 e e e
Tength.
<Theory>: Papors that focus on general theories and principles of arcifcial intelligence, theoratical
n game theory, or discuss gam
P ot e AT 7 |t o g e

F ZERO-SHOT W/0O PRIOR SUMMARY + VGRL

ZERO-SHOT W/O PRIOR SUMMARY + VGRL STEP 1

prior Step

Optimization Step

Your goal is to learn the best descriptions for the model. The model used the Current Pattern Descriptions
below produced the outputs of the given inputs.

** Current Pattern Descriptions: **

Please refer to the following judgement criteria to determine which category the following paper belongs
to.

Judge from the information given which category the following essay belongs to.

You are provided with the characteristics of a node, another model’s judgment of its category, and its
true category. Please optimize the Pattern Descriptions for better prediction.

** Inputs (a paper): **

(Paper Title: h ic Propositi lization of Non-Determinate Background Knowledge )

(Abstract: It is a well-known fact that propositional learning algorithms require "good" features to
perform well in practice. So a major step in data engineering for inductive learning is the construction of
good features by domain experts. These often perties of d objects, where
a property typically is the occurrence of a certain substructure having certain properties. To partly
automate the process of "feature engineering”, we devised an algorithm that searches for features which
are defined by such sub res. The al ith h ically d a top-down search for first-order
clauses, where each clause represents a binary feature. It differs from existing algorithms in that its search
is not class-blind, and that it is capable of considering clauses ("context") of almost arbitrary length
(size). Preliminary experiments are favorable, and support the view that this approach is promising.)
(Neighbour Summary:

The papers cited in this essay discuss various techniques and approaches in the field of Rule Learn-
ing, specifically in Inductive Logic Programming (ILP). The first paper re-appraises the development
of techniques for inverting deduction and introduces Mode-Directed Inverse Entailment (MDIE) as a
generalisation and enhancement of previous approaches. The second paper proposes an extension of
the feature-vector representation to allow the value of a feature to be a set of strings, which can be
efficiently and naturally represented in real-world learning problems. The third paper describes a system
named SFOIL that uses a stochastic search method to alleviate the local optimization problem in greedy
algorithms. Overall, these papers highlight the importance of efficient and effective techniques in Rule
Learning and ILP.)

** The model outputs:
Rule_Learning

** The target outputs:
Rule_Learning

If the model output differs from the target output, update the descriptions for both the model’s output
category and the target output category to reduce classification error on both current and future data. If
the model and target outputs are the same, update the description for this category only. Limit your
'New Pattern Descriptions’ to less than 150 words per category. Think step by step provide your output
strictly in the following format:

** Qutput Format: **

Please think step by step and give your outputs strictly in the following format:

Hox

wx

Reasoning:

[Provide a concise summary of the reasoning process, focusing on the key insights that lead to the
final decision. Avoid listing multiple steps. Ensure the reasoning is clear and justifies the new pattern
descriptions.]

New Pattern Descriptions:

[Please insert your new descriptions here. The new descriptions MUST BE DIRECTLY based on the key
features and insights identified in the input paper. Update the descriptions ONLY for the categories where
the model output differs from the target output, or if they match, update ONLY that category. Ensure that
only the following categories are used: <Case_Based>, <Genetic_ Algorithms>, <Neural Networks>,
<Probabilistic_Methods>, <Reinforcement Learning>, <Rule_Learning>, < Theory>. Bach updated
description MUST BE enclosed within <NewPattern>< /NewPattern> tags. Only include descriptions for
the categories being updated. If the model output and target output are the same, update ONLY that
category and NO OTHERS.]

For example:

<NewPattern><Case_Based>: The papers with [your new pattern
<Case_Based>.</NewPattern>

<NewPattern™><Genetic_ Algorithms>: The papers with [your new pattern description] should be catego-
rized as <Genetic_ Algorithms>.</NewPattern>

] should be ized as

Please ONLY reply according to this format, DON'T give me any other words. If the model output and
target output are the same, update ONLY that category and NO OTHERS. Now take a deep breath and
provide a concise and logical Reasoning and New Pattern Descriptions.assistant

Reasoning:

The paper discusses the lization of inate b nd knowledge, which
is a technique used in Inductive Logic Programming (ILP). The algorithm searches for features defined
by substructures, and it is capable of considering clauses of almost arbitrary length. The papers cited
in the neighbour summary discuss various techniques and approaches in the field of Rule Learning,
specifically in ILP. The key insight is that the paper is related to Rule Learning, and the neighbour
summary provides additional context about the field of ILP. However, the model output and target
output are the same, which means we only need to update the description for the Rule_Learning
category.

New Pattern Descriptions:

<NewPattern><Rule_Learning>: The papers that discuss techniques and approaches in Inductive
Logic Programming (ILP), such as searching for features defined by substructures, and considering
clauses of almost arbitrary length, should be categorized as <Rule_Learning>.</NewPattern>
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Inference Step

You will use the descriptions below to predict the output of the givon information about a paper including
title, abstract and & summary of information about the papers cited in this paper. You need to tell me
which of the following categories this paper belongs to:
‘Algorithma~, <Noural_Networks>, <Probabilistic_Methods>, <Reinforce-
carningz, <Theory>
nd the information about the paper

T T e i e ey

Based>>: Papers ths niqy
e ey dlscu gonl-driven learbing,Introspecion,
fon in artificial intellizence, emphasizing learni ases and experiences.

5> Pap: focus on genetic algorithms for soIVIRE large-scale optimization
iproving solution quality, and exploring crossovor oporators.
Papers that focus on neural networks, their applications, and theoretical perspec-

unknown adversaries.
Learning=: Papers that discuss techniques and approaches in Inductive Logic Programming
e e e < v e e bl i et T e e T e el e e
length

i Py e e P (i e artificial intlligence, theorotical
concepts, analysis, and gamo theory, or discuss game
S e
against computationally bounded adversarics

* Input
(m * Title: Learning from positive data )
th v identificd fro

implementation on artificially-generated data-sets are reported. These results are in agreement with the

theoretical predictions. )

(Neighbour Summary.

“The papers cited in thie cssay discuss the limitations of current inductive logic programming systems

in handling noise and learning recursive predicates. A new framework for loarning from noisy data and
o Sxamplo siso i prosonted, which incorporates & Bayesian hewristic for fnding the mock probable

Dypothesia. This approach is implemented i an ILP syatem called Lime, which is shown to handle noise

ts that refiect the category of this paper include:
noise in inductive logic programuming systoms
- Learning recursive predicates
- Improving the performance of ILP systems
otk for learning from noisy data.)

** Output Format.
Please ive your output strictly in the followin format

Explanations: [Your step-by-step analyses and resute]
Ou

[Pick ane in (<Case_ o [ty S St GO Py
le_Learning>, <Theory>)], ¢’g. <Case_Based>

“Reinforcement_Lea

Pleuse ONLY. reply according to this format, Do not include any other words or step-by-step breakdowns
ake o deep breath and provide & concise explanation and output assistant

Explanations: The paper discusses learning from positive data, specifically within a Bayesian framework,

from noisy data, which involves learning recursive predicates and handling noise in inductive logic
programming systems.
Output: <Rule_Learning>

Now that you have some descriptions, which will be used as rubrics for the classification task, you need
to summarize and them for each category Lo find the best way 1o express U
e the descriptions:

apers that d

h as learning default concer
clas. d objects, hould
That deacifbe momory-bascd Sechnirues for blanaing, auch s Case-Dascd Flannin (OBP), and focus on
S o e B e R . ST e b 5 s
B

<Genstic_Algorithms>: Paprs that focus on genstic slgorithms for solving large-scala optimization
& solution quality, and exploring crossover operat

tives, including pruning methods for neural networks
us on learning, adaptation, and eficient algorithms for
<Rulo_Learning>: Papers that discuss techniques and approaches in Inductive Logic Programming

ates, and

co, theoratical
concepts, mathematical analysis, and computational boundedness in game theory, or discuss game theor

that discuss theoretical aspects of machine learning, such as the complexity of learning in various models,
the importance of representation in inductive learning systoms, and tho application of multiplicative
weight-update rules in on-line prediction models, should be categorized as <

Note: Please ONLY summarize each category without omissions and NOTHING ELSE! And each category
s output in the following for

Chne Bared . Papert thag el [vous summary] should be categorized an <Cise_Based
“GenetieAlgorithime: | Papers. that nelude. [vo eyl should be categorised as <Ge-
netic Al

ENewral. Notwon
Probal

e Mothod:
Retnforciment_Leasning’>: Papers that inchuds [yous summasy] should be categorized as <Reinforce-
ment. Lo

ZRuie

pers that include [your summary] should be categoriaed ax <Newral_Networke
tic_ Mothods=: Papers that include [your summary] should be categorized as = Probabilis:

earning>: Papers that include [your summary] should be categorized as <Rule_Learning>.
CTheory>: Papers that include [your summary] should be categorized as <Theory>.
Ploase bogin with <START _SUMMARY.

<START_SUMMARY >
£Cate Batad>tiEspen that daeciba mamory-baved tachaldes care-besad ressoning ox duslga yatecmy
i s, o discuss goal-driver

¢ (CBE), vetrioving and adopeing

quality, and exploring crossover operators.
. their applications, and theoretical perapec-

able.
cus on learning, adaptation, and efficient algorithms for

that discnes bechniques and approsches in Inductive Logic Programming

recursive predicates, Improving the performan

B VAL ) G | O | SR 6 A P Tb e, e
ame theory, discussing game

theory, introducing new classos of adversarios, providing officient algorithms for loarning t.

T o D T TR TR B P T o B AT e

F.2 ZERO-SHOT W/O PRIOR SUMMARY + VGRL STEP 2

mizer LLM CoT

Optimization Step

Your goal is to learn the best descriptions for the model. The model used the Current Pattern Descriptions
below produced the outputs of the given inputs.

** Current Pattern Descriptions: **

Please refer to the following judgement criteria to determine which category the following paper belongs
to.

<Case_Based>: Papers that describe memory-based techniques, case-based reasoning, or design systems
in various domains, including structural design of buildings, or discuss goal-driven learning, introspection,
and explanation in artificial intelligence, emphasizing learning from specific cases and experiences.
<Genetic_ Algorithms>: Papers that focus on genetic algorithms for solving large-scale optimization
problems, improving solution quality, and exploring crossover operators.

<Neural _Networks>: Papers that focus on neural networks, their applications, and theoretical perspec-
tives, including pruning methods for neural networks.

<Probabilistic_ Methods>: No description available.

<Reinforcement_Learning>: Papers that focus on learning, adaptation, and efficient algorithms for
playing games against unknown adversaries.

<Rule_Learning>: Papers that discuss techniques and hes in Inductive Logic Progr g
(ILP), Such as searching for features defined by substructures and considering clauses of almost arbitrary
length.

<Theory>: Papers that focus on general theories and principles of artificial intelligence, theoretical
concepts, mathematical analysis, and computational boundedness in game theory, or discuss game
theory, introduce new classes of adversaries, and provide efficient algorithms for learning to play games
against computationally bounded adversaries.

You are provi with the ics of a node, another model’s judgment of its category, and its
true category. Please optimize the Pattern Descriptions for better prediction.

** Inputs (a paper):

(Paper Title: Learning from positive data )

(Abstract: Gold showed in 1967 that not even regular grammars can be exactly identified from positive
examples alone. Since it is known that children learn natural grammars almost exclusively from positives
examples, Gold’s result has been used as a theoretical support for Chomsky’s theory of innate human
linguistic abilities. In this paper new results are presented which show that within a Bayesian framework
not only grammars, but also logic programs are learnable with arbitrarily low expected error from positive
examples only. In addition, we show that the upper bound for expected error of a learner which maximises
the Bayes’ posterior probability when learning from positive examples is within a small additive term of one
which does the same from a mixture of positive and negative examples. An Inductive Logic Programming
implementation is described which avoids the pitfalls of greedy search by global optimisation of this
function during the local construction of individual clauses of the hypothesis. Results of testing this
implementation on artificiall data-sets are reported. These results are in agreement with the
theoretical predictions. )

(Neighbour Summary:

The papers cited in this essay discuss the limitations of current inductive logic programming systems
in handling noise and learning recursive predicates. A new framework for learning from noisy data and
fixed le size is p: d, which i p a B ic for finding the most probable
hypothesis. This app h is impl. d in an ILP system called Lime, which is shown to handle noise
better than other systems like FOIL and PROGOL, and is capable of learning from only positive or
negative data.

Common points that reflect the category of this paper include:

- Handling noise in inductive logic programming systems

- Learning recursive predicates

- Improving the performance of ILP systems

- Developing new frameworks for learning from noisy data.)

** The model outputs: **

Rule_ Learning

** The target outputs: **

Theory

If the model output differs from the target output, update the descriptions for both the model’s output
category and the target output category to reduce classification error on both current and future data. If
the model and target outputs are the same, update the description for this category only. Limit your
'New Pattern Descriptions’ to less than 150 words per category. Think step by step provide your output
strictly in the following format:

** Qutput Format: **

Please think step by step and give your outputs strictly in the following format:

Reasoning:

[Provide a concise summary of the reasoning process, focusing on the key insights that lead to the
final decision. Avoid listing multiple steps. Ensure the reasoning is clear and justifies the new pattern
descriptions.]

New Pattern Descriptions:

[Please insert your new descriptions here. The new descriptions MUST BE DIRECTLY based on the key
features and insights identified in the input paper. Update the descriptions ONLY for the categories where
the model output differs from the target output, or if they match, update ONLY that category. Ensure that
only the following categories are used: <Case_Based>, <Genetic_ Algorithms>, <Neural Networks>,
<Probabilistic_ Methods>, <Reinforcement_Learning>, <Rule_Learning>, <Theory>. Each updated
description MUST BE enclosed within <NewPattern></NewPattern> tags. Only include descriptions for
the categories being updated. If the model output and target output are the same, update ONLY that
category and NO OTHERS.]

For exampl
<NewPattern><Case_Based>: The papers with [your new pattern description] should be categorized as
<Case_Based>.< /NewPattern>

<NewPattern><Genetic_ Algorithms>: The papers with [your new pattern description| should be catego-
rized as <Genetic_ Algorithms>.< /NewPattern>

Please ONLY reply according to this format, DON'T give me any other words. If the model output and
target output are the same, update ONLY that category and NO OTHERS. Now take a deep breath and
provide a concise and logical Reasoning and New Pattern Descriptions.assistant

Reasoning:

The paper discusses the limitations of current inductive logic programming systems in handling noise
and learning recursive predicates, and presents a new framework for learning from noisy data and fixed
example size. The paper also describes an ILP system called Lime, which is shown to handle noise better
than other systems like FOIL and PROGOL, and is capable of learning from only positive or negative
data. The key features of this paper include the d of new fi or learning from noisy
data, improving the performance of ILP systems, and handling noise in inductive logic programming
systems. These features are more closely related to theoretical concepts and mathematical analysis,
which are characteristic of the <Theory™> category.

New Pattern Descriptions:

<NewPattern><Theory>: The papers that discuss the d 1 of new fi ks for learning
from noisy data, improving the performance of ILP systems, and handling noise in inductive logic
programming systems should be categorized as <Theory>.< /NewPattern>
<NewPattern><Rule_Learning>: The papers that focus on inductive logic programming, learn-
ing recursive predicates, and improving the performance of ILP systems should be categorized as
<Rule_ Learning>.</NewPattern>
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F.3 ZERO-SHOT W/O PRIOR SUMMARY + VGRL STEP 80

Inference Step
You will use the descriptions below to prodict the output of the given information about a paper including
 papers cited in this paper. You necd o tell me

" Networks>, <Probabilistic_Msthods>, <Reinforca-

he pattorn e b about the paper
*+* Pattern Descriptions: *+ You will use the descriptions below

ase_Based>: Papers that include memory-based techniques, case-based reasoning, learning from
pecific cazes and experiences, case adaptation, similarity nssessment, adaptation knowledge, planning
and problem-solving systems, diagnosis, learning from past experiences,

knowled: em-colving episodes, learning natural language g
aystems, machine learning techniques, feature sclection, goal handling processes,

ring me i

in robotic navigation systems, continuous task domains, and continuous operators sho
as <Caso_Based>.

< Genetic_Algorithms>: Papers that include genetic algorithms for solving large-scale optimization

in robotics and conirol systoms, program derivation, clique detection in noiworle, ollocive action and
ised classification probloms, solving control probloms, the Baldwin

nin . cultural ission of information,

nteraction should be catogorized as <Genetic_Algorithms>
apers that include neural networks, pruning methods; real-time control, self-
organization of iccd[ﬂanxd e U (S e T R R P o e e S re e e e
of classical theorams, application to inpu ability, neural network
& wenerative modsls, POA, EM algorithm, radial basis function, spprosimation
‘meural DFA interaction
ing complex relationships between inputs and
» procesccs, coding theory, control-Lyapunov
i

e e

function approximation, and the use of neural networks &
reinforcement learning should be catogorized ne < Reinforcement_Learning . Papers that include
learning from specific cases and experionces, value function approximation, the use of... (t0o long)

* Input: ** (Paper Title: Cognitive Computation (Extended Abstract) )
act: Cognitive computation is discussed as a discipline that links together neurobiology, cognitive

(Neighbour Summary. The papers cited in this cssay diccuse tho concept of learning and reazoning,

hot optimizer LLM CoT wo pr

Optimization Step

Your goal is to learn the best descriptions for the model. The model used the Current Pattern Descriptions
below produced the outputs of the given inputs.

** Current Pattern Descriptions: **

Please refer to the following judgement criteria to determine which category the following paper belongs
to.

<Case_Based>: Papers that include memory-based techniques, case-based reasoning, learning from
specific cases and experiences, case adaptation, similarity k ge, planning
and problem-solving systems, diagnosis, learning from past experiences, meta-cases, task-method-
knowledge models, problem-solving episodes, learning natural language grammars, robotic control
systems, machine learning techniques, feature selection, goal handling processes, invention goals,
working memory, demgn conﬁguratlon evolutlonary processes place recognition, case-based reasomng
in robotic systems, task d nd should be

as <Case_Based>.

<Genetic_ Algorithms>: Papers that include genetic algorithms for solving large-scale optimization
problems, improving solution quality, exploring crossover operators, artificial life research, evolutionary
change through 1 i d plasticity, envi structure and organism behavior in artificial
evolution, iterative processes, real-time interaction, ad to novel si i genetic algorithms
for feature learning comparisons with other search methods, applications
in robotics and control systems, program derivation, clique detection in networks, collective action and
memory in agent societies, supervised classification problems, solving control problems, the Baldwin
Effect, cultural exploitation in neuro-evolution, cultural transmission of information, self-optimization,
online evolution, and real-time interaction should be categorized as <Genetic_ Algorithms>.

<Neural _Networks>: Papers that include neural networks, pruning methods, real-time control, self-

. authors investigate the idea of agnostic loarning, whero minimal assumptions are t the
target function, and explore the possibilities of this approach through various results and algorithms.
i ers alio touch o carning to Reason framework, which combines learning and reasoning

into Ueingle sk, and cxamine the tradeort borweon learmability. oracic strengel, and reasoning auery

<Probal

ne> 0d>
ude any other words O Step-by-sté breakdowns.
B e L A R L e L NEa

Explanations: The paper discuss

ogy, cognitive paychology. and artifici

Approximately Correct (PAC) learning model
bilistic me

enitive computation as a discipline that links together neurobiol-

“Theory=. The neighbour summary docs not mention memory-based techniques, case-based reasoning,

Now that you have some descriptions, which will be used as rubrics for the classification task, you need
to summarize and rofine them for each category to find the best way to expross them
Here are the descriptions:

Based>: Papers that include memory-based techniques, case-based reasoning, learning fro
owie

based reasoning in
hould be categorized a

Teal-time iteraction should bo catogorised s <Genetic. Algorithmas. The
e application of noural networks
papers that inelude

interaction, as well as using genetic algorithms to improve case adaptability in case-based reasoning,
should b categorized as <Genetic_Algorithms>-

<Neural_Networks=: Papers that include noural networks, pruning methods, real-time control, self-

organizafion of feedforward synapses, stability and control in nonlinear systems, robust control analysis

n of classical theorems, application to input-state stability, neural network

ng, generative models, PCA, EM algorithm, radial basis functions, approximation or-

String ‘meural DFA interaction

brain rogions, modeling complex rolationships between Inputs and

d cl . Gaussian processes, coding theory, controlLyapunov func-

R R B T s

long)

Note: Ploase ONLY summariae aach category without omissions and NOTHING ELSB! And each catogory

is output in the follow

R e T ey summary] should be categorlaed as <Cuse_Bused>

<Geneic_Algorithms>: Papers that include [your summary] should bo catégorized as <Ge-

neticAlgorithms>.

ZNeural_Networks~: Papers that include [your summary] should be categorized as <Neural_Networks >
c_ Methods>: Papers that include [your summary] should be categorized as = Probabilis.

<Rule_Learning=: Papers that includo [your summary] should be catogorized as <Rule_Learning>.
B R AT T e e
Please begin with <START SUMMARY >

<START_SUMMARY >
Case_Hised>: Papars that include memory-based techniauos, case-based roasoning, loarning from
specific
SR P T
knowledge models, problem-solving epitodes, learning natur
aystems, machine learning techniques, feature selection, goal handling proce
fguration, evolutionary processes, place recognition,
5, and continuous operators should be categ

pors that include gonotic algorithms for solving large-scale optimization

fes, suporvised clussification problems, solving control problems, the Baldin
ntccaction should be categorised 28

generative models, PCA, EM algorithm, radial basis functions, approximation
orders, finite-state automata, string noural DFA interaction
between neural networks and other brain regions, modeling complex relationships between inputs an
cutputs, rogression and classific tasks, n processon, coding heory, control-Lyapunov
d control systems should be categorized as <Ne o
I R L S HE A e b G S oy Hhosr probabilities for
be categarized as <Brababilistic. Meth
Papers that focus on theoretical aspects of classification, prediction error estimation,

N e
ilistic_Mathods
ent_Learning>: Papers ¢  cases and experiences, value
function approxim: and the se of neural netwarks for robust and... (oo long

ion of feedforward synapses, stability and control in nonlinear systems, robust control analysis
and design, generalization of classical theorems, application to input-state stability, neural network
architectures, training, generative models, PCA, EM algorithm, radial basis functions, approximation
orders, finite-state string classification, fault-tolerant neural DFA impl i

between neural networks and other brain regions, modeling complex relationships between inputs and
outputs, regression and classification tasks, Gaussian processes, coding theory, control-Lyapunov
functions, and control systems should be categorized as <Neural Networks>.
<Probabilistic_Methods>: Papers that include probabilistic decision trees, learning probabilities for
each subtree, and providing confidence measures should be categorized as <Probabilistic_Methods>.
<Reinforcement_Learning>: Papers that include learning from specific cases and experiences, value
function approximation, and the use of neural networks for robust and efficient learning methods in
reinforcement learning should be as <Rein| _Learning>. Papers that include
learning from specific cases and experiences, value function approximation, the use of... (too long)

You are provided with the characteristics of a node, another model’s judgment of its category, and its
true category. Please optimize the Pattern Descriptions for better prediction.

** Inputs (a paper):

(Paper Title: Cognitive Computation (Extended Abstract) )

(Abstract: Cognitive computation is discussed as a discipline that links together neurobiology, cognitive
psychology and artificial intelligence. )

(Neighbour Summary:

The papers cited in this essay discuss the concept of learning and reasoning, specifically focusing on the
Probably Approximately Correct (PAC) learning model and its generalizations. The authors investigate
the idea of agnostic learning, where minimal assumptions are made about the target function, and explore
the possibilities of this approach through various results and algorithms. The papers also touch on the
Learning to Reason framework, which combines learning and reasoning into a single task, and examine
the tradeoff between learnability, oracle strength, and reasoning query range. Overall, the cited papers
contribute to the understanding of learning and reasoning in artificial intelligence.)

** The model outputs:
Theory

** The target outputs:
Neural_Networks

If the model output differs from the target output, update the descriptions for both the model’s output
category and the target output category to reduce classification error on both current and future data. If
the model and target outputs are the same, update the description for this category only. Limit your
"New Pattern Descriptions’ to less than 150 words per category. Think step by step provide your output
strictly in the following format:

** Qutput Format: **

Please think step by step and give your outputs strictly in the following format:

wx

Reasoning:

[Provide a concise summary of the reasoning process, focusing on the key insights that lead to the
final decision. Avoid listing multiple steps. Ensure the reasoning is clear and justifies the new pattern
descriptions.]

New Pattern Descriptions:

[Please insert your new descriptions here. The new descriptions MUST BE DIRECTLY based on the key
features and insights identified in the input paper. Update the descriptions ONLY for the categories where
the model output differs from the target output, or if they match, update ONLY that category. Ensure that
only the following categories are used: <Case_Based>, <Genetic_ Algorithms>, <Neural Networks>,
<Probabilistic_ Methods>, <Reinforcement_Learning>, <Rule_Learning>, <Theory>. Each updated
description MUST BE enclosed within <NewPattern>< /NewPattern> tags. Only include descriptions for
the categories being updated. If the model output and target output are the same, update ONLY that
category and NO OTHERS.]

For example:

<NewPattern><Case_Based>: The papers with [your new pattern iption] should be i as
<Case_Based>.</NewPattern>

<NewPattern><Genetic_ Algorithms>: The papers with [your new pattern description] should be catego-
rized as <Genetic_ Algorithms>.</NewPattern>

Please ONLY reply according to this format, DON'T give me any other words. If the model output and
target output are the same, update ONLY that category and NO OTHERS. Now take a deep breath and
provide a concise and logical Reasoning and New Pattern Descriptions.assistant

Reasoning:
The paper di cognitive ion as a discipline that links neurobiology, cognitive psychology,
and artificial intelligence. The neighbour summary highlights the concept of learning and reasoning,
specifically focusing on the PAC learning model and its generalizations. The model output is "Theory,”
but the target output is "Neural " This di that the model’s output category
55 e e, GRS (i (Eere ] T Mol et el e, e fpee (e el
accuracy, we need to refine the descriptions for both categories.
New Pattern Descriptions:
<NewPattern><Theory>: The papers that discuss cognitive computation as a discipline linking neu-
, cognitive p: , and artificial intelligence, and focus on theoretical concepts such as
etmting, Gl HeELmmEE oGl CREmIG (b Griemomiast] oo < ihcemy >t /N
<NewPattern><Neural _Networks>: The papers that include neural networks, pruning methods,
real-time control, and application to input-state stability, as well as those that explore the
generalization of classical theorems and approximation orders should be categorized as <Neu-
ral_Networks>.</NewPattern>
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G ZERO-SHOT W/ PRIOR SUMMARY + VGRL

G.1 ZERO-SHOT W/ PRIOR SUMMARY + VGRL STEP 1

Inference Step
You will use the descriptions below to predict the output of the given information about a paper including:
title, abstract and & summary of information about the papers cited in this paper. You need to toll me
which of the following categories this paper belongs to:

4>, <Genetic_Algorithms:, <Newral_Networks>, <Probabilistic_Methods>, <Reinforce-
e Tearming -, <Theory
riptions and the et e (e

‘baper discusses the use of past experiences, memory-based techniques, or case
retrieval and adaptation processes to solve new problems, classify it as " Based>

8 echniques fnapired by evolution
on,clasify it a2 < Genetie” Algorichn
I including architectures like
ettt o I B ottt i (R, PP o LT T 5 S

the forim of "if-then statements, classify it as <Rule_Learning>.
<Theory=: If the paper emphasizes theoretical contributions to machine learn
mathematical models, complexity theory, or the formal analysis of algorithms, clas:

g or AT, such as
fy it as <Theory:

9 Pty €00
(Paper Title: Stochastic Propositionalization of Non-Determinate Background Knowledge )
(Abstract: It is a well-known fact that propositional learning algorithms require 'good” features to

doring clunos (-contexts) of alm
e T e

efficiently and naturally represented in real-world learning problems. The third paper describes a system
Search method to alleviate the local optimization problem in grec

Please give your tput strictly in the following format
Bt (R (e p oty el

Ou

[Pick ane in (<C: >, <Ge Algorithms >, <New s>,
< Reinforcement ~Learning>, <Rula. Leatning>, <Thiory>)], o, <Case. B

robabilistic_Methods>,
o>

Plasse ONLY reply
Now take a decp b

ording fors
R b oo

t. Do not includo any other words or step-by-step breakdowns.
ise explanation and output.assistant

Explanations: The paper discusses the stochastic propositionization of non-determinate background

Logic Programming (ILP), which further supports the connection to Case-Based methods
Output: <Rule_Learning™

Now that you hae come descriptions, which wil be used as rubrics for the classification tack, you need
to summarize and them for each category Lo find the best way 1o express U
Here ara the descriptions:

<Case_Based>: The papers that focus on the theoretical foundations of n
s Tor prediction lgorithme,
retical propert;

ral networks, including the

phasizing the need f
d bo catogorized as <

basis function networks,
< Neural _Networks >
The papers that develop and evaluate new neural metwork learning algorithems, Including pruning

methods, and emphasize the importanca of experimental evaluation and asscssment practices, shoul

categorized ns <Neural _Networks>

Rule_Learning>: The papers that discuss the application of Inductive Logic Programming (ILP
technigues, stochastic scarch mothods, and the construction of features by domain experts to automate
o £ "feature engincoring” should bo categorized as <Rule_Learning>. The papers that
at of new rules or strategies based on experience, particularly in the context of

artificial intelligence, should be catogorized as <Rulo_Learning >

hine learnin

ding the

a
D R e e e A e Aot

Note: Plasse ONLY summarize cach catogory without omissions and NOTHING ELSE! And each category.
s output in the following format
Case Based " Papers that includ [your summary] should be categorized s <Case B
SCtneiic Algorithmnen: | Fapers that indhide ows sammary] should be oatdiorised as <Go-
netic_ Algorithms

Neural_Networke=: Papers that include [your summary] should be categorized as <Neural_Networ
“Probabilistic_ Methods~: Papers that include [your summary] should be categorized as = Proba
tic. Mothods>
Reinforcement_Learning>: Papers that include [your summary] should be categorized as <Reinforce-
ment - Lenrning
SiRule Laruing: . Papors that fnclude [vour summary] should be catogorised aa <Ruie_Lessning>
SThoory - Papers tha includs [your summars] should be entogorived s < Thoory
Please begin with <START SUMMARY

<START_SUMMARY>
_Baced>: Papers that focus on the theoretical foundations of neural networks, case-based
reasoning, goal-driven learning, explanation, and introspaction in artificial intelligence, and the use of

Papers that discuss the strengths and weaknesses of neural networks, their
cctionist approaches, radial basis function networks, and the convergonce of the

&, Including the development
ho analysis of thoir performance in various
L et £ ne st propsrtianlaricilisl i balcantertoysmali e
2 veruaeial|lane i b 1| e Gt st wecl i e i

Optimization Step

Your goal is to learn the best descriptions for the model. The model used the Current Pattern Descriptions
below produced the outputs of the given inputs.

** Current Pattern Descriptions: **

Please refer to the following judgement criteria to determine which category the following paper belongs
to.

<Case_Based>: If the paper discusses the use of past experiences, memory-based techniques, or case
retrieval and adaptation processes to solve new problems, classify it as <Case_Based>.

<Genetic_ Algorithms>: If the paper focuses on optimization techniques inspired by evolutionary pro-
cesses, such as population-based search, crossover, and mutation, classify it as <Genetic_ Algorithms>.
<Neural _Networks>: If the paper covers artificial neural networks, including architectures like
feedforward, convolutional, or recurrent networks, and their training methods, classify it as <Neu-
ral_Networks>.

<Probabilistic_ Methods>: If the paper discusses methods that use probabilistic models to handle un-
certainty, such as Bayesian networks or hidden Markov models, classify it as <Probabilistic_Methods>.
<Reinforcement _Learning>: If the paper centers on agents learning from interaction with their en-
vironment through trial and error, using techniques like Q-learning or policy gradients, classify it as
<Reinforcement_Learning>.

<Rule_Learning>: If the paper focuses on extracting interpretable decision rules or patterns, often in
the form of "if-then" statements, classify it as <Rule_Learning>.

<Theory>: If the paper emphasizes theoretical contributions to machine learning or AI, such as
mathematical models, complexity theory, or the formal analysis of algorithms, classify it as <Theory>.

You are provided with the characteristics of a node, another model’s judgment of its category, and its
true category. Please optimize the Pattern Descriptions for better prediction.

** Inputs (a paper):

(Paper Title: ic Propositionalization of Non-Determinate Background Knowledge )

(Abstract: It is a well-known fact that propositional learning algorithms require "good" features to
perform well in practice. So a major step in data engineering for inductive learning is the construction of
good features by domain experts. These features often represent properties of structured objects, where
a property typically is the occurrence of a certain substructure having certain properties. To partly
automate the process of "feature engineering”, we devised an algorithm that searches for features which
are defined by such substructures. The algorithm stochastically conducts a top-down search for first-order
clauses, where each clause represents a binary feature. It differs from existing algorithms in that its search
is not class-blind, and that it is capable of considering clauses ("context") of almost arbitrary length
(size). Preliminary experiments are favorable, and support the view that this approach is promising.)
(Neighbour Summary:

The papers cited in this essay discuss various techniques and approaches in the field of Rule Learn-
ing, specifically in Inductive Logic Programming (ILP). The first paper re-appraises the development
of techniques for inverting deduction and introduces Mode-Directed Inverse Entailment (MDIE) as a
generalisation and enhancement of previous approaches. The second paper proposes an extension of
the feature-vector representation to allow the value of a feature to be a set of strings, which can be
efficiently and naturally represented in real-world learning problems. The third paper describes a system
named SFOIL that uses a stochastic search method to alleviate the local optimization problem in greedy
algorithms. Owverall, these papers highlight the importance of efficient and effective techniques in Rule
Learning and ILP.)

** The model outputs: **

Rule_ Learning

** The target outputs: **

Rule_ Learning

If the model output differs from the target output, update the descriptions for both the model’s output
category and the target output category to reduce classification error on both current and future data. If
the model and target outputs are the same, update the description for this category only. Limit your
'New Pattern Descriptions’ to less than 150 words per category. Think step by step provide your output
strictly in the following format:

** Output Format:

Please think step by step and give your outputs strictly in the following format:

Reasoning:

[Provide a concise summary of the reasoning process, focusing on the key insights that lead to the
final decision. Avoid listing multiple steps. Ensure the reasoning is clear and justifies the new pattern
descriptions.]

New Pattern Descriptions:

[Please insert your new descriptions here. The new descriptions MUST BE DIRECTLY based on the key
features and insights identified in the input paper. Update the descriptions ONLY for the categories where
the model output differs from the target output, or if they match, update ONLY that category. Ensure that
only the following categories are used: <Case_Based>, <Genetic_ Algorithms>, <Neural Networks>,
<Probabilistic_Methods>, <Reinforcement_Learning>, <Rule_Learning>, <Theory>. Each updated
description MUST BE enclosed within <NewPattern>< /NewPattern> tags. Only include descriptions for
the categories being updated. If the model output and target output are the same, update ONLY that
category and NO OTHERS.]

For example:

<NewPattern><Case_Based>: The papers with [your new pattern description] should be categorized as
<Case_Based>.< /NewPattern>

<NewPattern><Genetic_ Algorithms>: The papers with [your new pattern description| should be catego-
rized as <Genetic_ Algorithms>.</NewPattern>

Please ONLY reply according to this format, DON'T give me any other words. If the model output and
target output are the same, update ONLY that category and NO OTHERS. Now take a deep breath and
provide a concise and logical Reasoning and New Pattern Descriptions.assistant

Reasoning:

The input paper discusses the stochastic proposition of determinat nd 1 ledge, which
involves the construction of features by domain experts and the use of an algorithm to search for
features defined by substructures. The paper is related to Rule Learning, specifically in Inductive
Logic Programming (ILP), as it discusses techniques and approaches in this field. The model output
is Rule_Learning, which matches the target output. However, the current pattern descriptions for
Rule_Learning do not fully capture the essence of the paper. The new pattern descriptions should
focus on the key features of the paper, such as the use of stochastic search, the construction of features
by domain experts, and the application of ILP techniques.

New Pattern Descriptions:

<NewPattern><Rule_Learning>: The papers that discuss the application of Inductive Logic
Programming (ILP) techniques, stochastic search methods, and the construction of features
by domain experts to automate the process of "feature engineering" should be categorized as
<Rule_ Learning>.</NewPattern>
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ith prior

Inference Step
You will use the descriptions below to predict the output of the given information about a paper including
itle, abstract and a summary of information about the papers cited in this paper. You need to tell me
whtich of tho following catogorics this paper bolongs to:
_Algorithma=, <Noural Networks>, <Probabilistic_Methods>, <Reinforce-
“Theory
the information about the paper

T T e i et By

that focus on the theoretical fous eworks, case-based
R Ty I e o e (e of
memory-based techniques to support design decision-making, shou & <Case_Ba:

SGanctic. Algorithms>: Papers with a focus on genetlc algorithms, thelr applications 17 solving
g B SR i e, P S ComAe FRR, S [ et £

<Neural Notworks>: Papers that discuss the strengths and weaknesses of neural networks, their
applications, connectionist approaches, radial basis function networks, and the convergence of the

w rules or strategics based on experience, particularly
n the context of artificial intelligonce, should be categorised ae <Rule_Learning
rotical foundations of machine learning, including the development
ion algorithms, the anal performance in various
properties, particularly In the context of gams theory
and adversarial learning, should be catogorized as <Theory™

(Paper Title: Learning from positive data )
(Abstract: regular grammars can bo exactly identified from positive
examples alon it is known that children learn natural grammars almost exclusively from positives

itfalls of greedy scarch by glob
Garing the local construction of individual clauses of the hypothesis. Results of testing
h on artificially-generated dataroets are reported. These results are In agreoment with the

ront inductive logic programming systems

A now framework for learning from noisy data and
i esian heuriotic for Anding the mont probable

pproach i implemented in an ILP system called Lime, wl hown t6 handle noise

better than other systems ke FOIL and PROGOL, and ls capable of learning from only positive or

negative

Gammon points that roflect the catogory of this puper include:

- Handling noise in inductive logic programming syster

~ Learning recursive preaicates

- Improving the performance of ILP systems

 Developing new frameworks for learning from noisy data.)

** Output Format

Please give your output strictly in the following format;

Explanations: [Your step-by-step analys

Outpu

[Pick o
R,cmforu»m(‘nl,

nd results]

o Based>, <Ganatic_Algorithmes, <Nowral_Networks>, <Prcbabilistic_Mathods>,
earning>, <Rule_Learning=, <Theory=)|, o & <Case_Based

Please ONLY reply according to this format. Do not include any other words or step-by-step breakdowns.
 deep breath and provide a concise explanation and output assistant

Explanations: The paper discusses the theoretical foundations of inductive logic programming, specit-
ically the development of new frameworks for learning from noisy data and the improvement of ILP
systems. It presents a Bayesian approach for learning from positive examples and compay
mance with other system. The paper also discusses the limitations of current ILP systems
& new implementation that avoids reedy search.

Output: <Rule_Learning>

ith prior St

Now that you have some deseriptions, which will be used as rubrics for the classification task, you need
to summarize and rofine the ench category to find the best way to express them.
Here are the descriptions:

<Case_Based>: Papers that focus on the theoretical foundations of neural networks, case-based
xplanat

mprovement of case similarity Judgements

otic algorithms, thet

ations in solving

s that discusa the strengths and weaknesses of neural networks, thelr
aches, radial basis function networks, and the convergence of the

rsion-space,

papers that discuss the use of probabilistic processes to classify incomplete examples, model underlying
d apply probabilistic models to understand the behavior
listic_ Methods>.

¢ this category in the provided text
‘Application of Inductive Logie Prokramming (ILP) techniques,

] found:

of new dafinitions and method for predictian algorithms, the Analy:

seenarion, and the exploration of their theoretical properticr, partic
adversarial loarning, should be categorized as <T!

517 In the context of game theory

Note: Please ONLY aummagiae aich category without omissions and NOTHING ELSE! And each catogory
lowing format

ors that include [your summary] should be categorized as <Case_B:

mes:  Papers that inclade your summary] showld be catsgorized as <Ge-

“NeuFal_Networks=: Papers that include [your summary] should be categorized ral_Networks>.
T Nerhoden: Papers thot inelud [vour summary] should e catogorsed ne ZProbabiti:

g Papers that include [your summary] should be categorized as <Reinforce-

<Rule_Lourning=: Papers that dnclude [your summary] should be categorised 1o <Tule_Learning>
“Theory~: Papers that include [your summary] should be categorized as < Theory >
Pleasc begin with <START. MARY >

<START_SUMMARY>
5 undations, case-based rensoning,
e, as well aa memory-based
Lechniques for design decision-making, case-based pl planation.bated loarning, dorivation
repiay, and improvement of ease similarity Judgementa thiough feedback, should be categorized as
ZCase_Based>
ZGenetic._ Algorithms>: Papers with a focus on genetic algorithma and their applications in solving
optimization problems, graph partitioning, and other complex probloms, showld be categorized as
ZGenetic_Algorithms>
< Newral Networks - Papers that discus the strengtii and weaknesses of neural networks, thelr
the convergence of the

h ns version-space,

‘the topic of reinforcement learning shou

of Inductive Logic Programming (ILP) techniques

lesrning, probabilisic prossssss. pac-lenning frameworks, knowisdge represantation. n
BN e Al i ) Fy o . (e

G.2 ZERO-SHOT W/ PRIOR SUMMARY + VGRL STEP 2

Optimization Step

Your goal is to learn the best descriptions for the model. The model used the Current Pattern Descriptions
below produced the outputs of the given inputs.

** Current Pattern Descriptions: **

Please refer to the following judgement criteria to determine which category the following paper belongs
to.

<Case_Based>: Papers that focus on the theorehcal founda,tlons of neural networks, case-based
reasoning, goal-driven learning, an in artificial intelligence, and the use of
memory-based techniques to support design decision-making, should be categorized as <Case_Based>.
<Genetic_ Algorithms>: Papers with a focus on genetic algorithms, their applications in solving
optimization problems, graph partitioning, and other complex problems, should be categorized as
<Genetic_ Algorithms>.

<Neural_Networks>: Papers that discuss the strengths and weaknesses of neural networks, their

applications, connectionist approaches, radial basis function ks, and the of the
backpropagation algorithm, should be categorized as <Neural Networks>.

<Probabilistic_ Methods>: Papers that discuss the use of such as

space, finite state automata (FSA), and probabilistic models to the behavior of predicti

algorithms and improve their p , should be i as <Probabilistic_ Methods>.
<Reinforcement _Learning>: There is no summary for this category in the provided text.
<Rule_Learning>: Papers that discuss the application of Inductive Logic Programming (ILP) techniques,
stochastic search methods, and the construction of features by domain experts to automate the process
of "feature engineering", and the development of new rules or strategies based on experience, particularly
in the context of artificial intelligence, should be categorized as <Rule_Learning>.
<Theory>: Papers with a focus on theoretical foundations of machine learning, including the development
of new definitions and methods for prediction algorithms the analysis of their performance in various
and the exploration of their th 1p icularly in the context of game theory
and adversarial learning, should be categorized as <Theory>

You are provided with the characteristics of a node, another model’s judgment of its category, and its
true category. Please optimize the Pattern Descriptions for better prediction.

** Inputs (a paper):

(Paper Title: Learning from positive data )

(Abstract: Gold showed in 1967 that not even regular grammars can be exactly identified from positive
examples alone. Since it is known that children learn natural grammars almost exclusively from positives
examples, Gold’s result has been used as a theoretical support for Chomsky’s theory of innate human
linguistic abilities. In this paper new results are presented which show that within a Bayesian framework
not only grammars, but also logic programs are learnable with arbitrarily low expected error from positive
examples only. In addition, we show that the upper bound for expected error of a learner which maximises
the Bayes’ posterior probability when learning from positive examples is within a small additive term of one
which does the same from a mixture of positive and negative examples. An Inductive Logic Programming
implementation is described which avoids the pitfalls of greedy search by global optimisation of this
function during the local construction of individual clauses of the hypothesis. Results of testing this
implementation on artificially-generated data-sets are reported. These results are in agreement with the
theoretical predictions. )

(Neighbour Summary:

The papers cited in this essay discuss the limitations of current inductive logic programming systems
in handling noise and learning recursive predicates. A new framework for learning from noisy data and
fixed example size is presented, which incorporates a Bayesian heuristic for finding the most probable
h; th This app h s i d in an ILP system called Lime, which is shown to handle noise
better than other systems like FOIL and PROGOL, and is capable of learning from only positive or
negative data.

Common points that reflect the category of this paper include:

- Handling noise in inductive logic programming systems

- Learning recursive predicates

- Improving the performance of ILP systems

- Developing new frameworks for learning from noisy data.)

** The model outputs: **

Rule_Learning

** The target outputs:
Theory

If the model output differs from the target output, update the descriptions for both the model’s output
category and the target output category to reduce classification error on both current and future data. If
the model and target outputs are the same, update the description for this category only. Limit your
'New Pattern Descriptions’ to less than 150 words per category. Think step by step provide your output
strictly in the following format:

** Qutput Format: **

Please think step by step and give your outputs strictly in the following format:

wx

Reasoning:

[Provide a concise summary of the reasoning process, focusing on the key insights that lead to the
final decision. Avoid listing multiple steps. Ensure the reasoning is clear and justifies the new pattern
descriptions.]

New Pattern Description
[Please insert your new descriptions here. The new descriptions MUST BE DIRECTLY based on the key
features and insights identified in the input paper. Update the descriptions ONLY for the categories where
the model output differs from the target output, or if they match, update ONLY that category. Ensure that
only the following categories are used: <Case_Based>, <Genetic_ Algorithms>, <Neural Networks>,
<Probabilistic_Methods>, <Reinforcement _Learning>, <Rule_Learning>, <Theory>. Bach updated
description MUST BE enclosed within <NewPattern>< /NewPattern> tags. Only include descriptions for
the categories being updated. If the model output and target output are the same, update ONLY that
category and NO OTHERS.]

For example:

<NewPattern><Case_Based>: The papers with [your new pattern description] should be categorized as
<Case_Based>.< /NewPattern>

<NewPattern><Genetic_ Algorithms>: The papers with [your new pattern description] should be catego-
rized as <Genetic_ Algorithms>.< /NewPattern>

Please ONLY reply according to this format, DON’'T give me any other words. If the model output and
target output are the same, update ONLY that category and NO OTHERS. Now take a deep breath and
provide a concise and logical Reasoning and New Pattern Descriptions.assistant

Reasoning:
The paper di the th ical foundati of from positive data, presenting new results
within a Bayesian framework that show the learnability of logic programs with arbitrarily low expected
error from positive examples only. The paper also describes an Inductive Logic Programming implemen-
tation that avoids the pitfalls of greedy search by global optimisation of the function during the local
construction of individual clauses of the hypothesis. The common points that reflect the category of
this paper include handling noise in inductive logic programming systems, learning recursive predicates,
improving the performance of ILP systems, and developing new frameworks for learning from noisy data.
These points align more closely with the characteristics of the <Theory> category, which focuses on
theoretical foundations of machine learning, including the development of new definitions and methods
for prediction algorithms, the analysis of their performance in various scenarios, and the exploration of
their theoretical properties.

New Pattern Description:

<NewPattern><Theory>: The papers that discuss the th ical foundations of machine
including the of new definitions and hods for prediction algorithms, the analysis of
their p in various ios, and the ion of their th ical properties, particularly

i (G G 6F mrmre ey o) pebemme Npmaing, pmd (he GEe 6F Bhryem Smmemeds (o e (e
learnability of logic programs with arbitrarily low expected error from positive examples only, should
be categorized as <Theory>.</NewPattern>

<NewPattern><Rule_Learning>: The papers that discuss the application of Inductive Logic Pro-
gramming (ILP) techniques, stochastic search methods, and the construction of features by domain
experts to automate the process of "feature engineering", and the development of new rules or strategies
based on experience, particularly in the context of artificial intelligence, and the improvement of ILP
systems’ performance by handling noise and learning recursive predicates, should be categorized as
<Rule_ Learning>.</NewPattern>
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Inference Step
o will s the descrptions belew to predict the cutput of the lven information sbout » paper Including
title, abstract and a summary of information abi papers citad in this paper. You need t.

<Case_Based >, <Gonotic_Algorithms=, <Noural_Networks>, <Probabilistic_Msthods=, <Reinforco-
ment_Tearning>, <Rule_Learning>, <Theory.
Here T the patiern deserptions and the information about the paper.
** Pattern Descriptions: **
You will uze the descriptions belos.
<Case_Based>: Papers that include case-based reasoning, learning from past experiences, adaptation

i situations, recall and adaptation of previously known designs, adaptation knowledge, feature

problems, g
applications
comparicon with other metho

partitioning,

us crossover operators, self-organization of feedforward synapses,
complex processes for learning non-lincarly separable mappings
“hould be categorized a¢ < Genetic_ Algorithms=
" Networka>: Papere that include neural networks, connectionist approaches, radial b
tworks, backpropagation algorithm, generative models, decis
setricval, relational regression, ensemble methods, exploratory projection pursuit, and

processing, incremental learning, and applications in ateas such as adaptive logic, robotics, and dynamic
control should be categorized a <Neural _Networks>.
<Probabiliatic_Methoda>: Papers .. (too long)

ion (Extended Ab:
utation ls discussed 26 o di
Cifcial mtelligonce. )

e that Tinks together neurobiology, cognitive

n this essay discuss the concept of learning and reasoning, specifically focusing on the
mately Correct (PAC) learning model and ita generalizations. The authors investigate
c loarning, where minimal assumptions are made about the target function, and explore

n framework, which combines learning and reasoning into a single task, and examine
the tradeoft between learnabiliy, oracle stzenth, and reasoning query range. Overall, the cited papers
contribute to the understanding of learning and reasoning
** Output Format: **

Please give your output strictly in the following format

Explanations: [Your step-by-step analyses and reoute]
Output:

Genetic_Algorithms>, <Neural_Networks>, <Probabilistic_Methods>,
Rule_Learning>, <Theory>)], 0.8 <Case_Based>

[Pick ane in (<Case_Based>.,
< Reinforcoment _Learning >

Pleuse ONLY.reply according to this format, Do ot include any other words or step-by-step breakdowns
w take a deep breath and provide a concise explanation and outp

Reawn P T (e o ST T T TR A (Vb e e
ons based on probability distributions.
Output: ~Probabilistic. Methods

Now that you have some descriptions, which will be used as rubrics for the classification task, you need
to summarize and rofine them for each category to find the best way to expresa them
Here are the descriptions:

<Case_Based: Papors that include case-based reazoning, learning from past cxperiences, adaptation
W situations, recall and adaptation of previously known designs, adaptation knowledge, feature
selection, condensation, improving machine learning algorithms efficiency, proposing new approaches
ing these approaches in real-world problems, constraint satisfaction,

& and constraint satiafaction problems, memory-based tech

learning techniques, similarity-based case retrieval, inductive decision trec leatning, culiutal trans-

‘mission problems, . online evolution, incremental larning,

adaptation to novel situations, applying genetic algorithms 10 optimize or search for solutions in complex

rocessing, in
control thould be categori

Note: Please ONLY summarize cach category without omissions and NOTHING ELSE! And each catagory
i# output in the following format
that include [your summary] should be categorized as <Case_Based>
Papers that include [your summary] should be catogorized as <Ge-

ka=: Papers that include [your summary] should be categorized as <Neural_Notworks>.
<Probailistic Methode! Papers that inchude [your summary] should be categorised ae = Probabilie.
Reinforcoment_Loarning>: Papers that includs [your summary] should b categorised as <Reinforco-
pors that include [your summary] should be categorized as <Rule_Learning >
“Theory~: Papers that include [your summary] should be categorised as < Thoory >
Tlease begin with <START  SUMMARY -

<START_SUMMARY >

od>: Papers that include c d reasoning, learning from past experiences
T R S e T
e ithms proposing new app

reom el 1o alng bl Pl o 3 Tt sl A€y Towiof oo

ol
<Probabilistic_Methods>: Papers that discuss Probably Approximately Correct (PAC) learning models,
agnostic learnfng, and the tradeoff betwaen...(too long)

G.3 ZERO-SHOT W/ PRIOR SUMMARY + VGRL STEP 80

Optimization Step

Your goal is to learn the best descriptions for the model. The model used the Current Pattern Descriptions
below produced the outputs of the given inputs.

*#* Current Pattern Descriptions: *

Please refer to the following judgement criteria to determine which category the following paper belongs
to.

<Case_Based>: Papers that include case-based reasoning, learning from past experiences, adaptation
to new i recall and ad of previously known designs, adaptation knowledge, feature
selection, condensation, improving machine learning algorithms efficiency, proposing new approaches
to enhance performance, applying these approaches in real-world problems, constraint satisfaction,
synergy between case-based reasoning and constraint satisfaction problems, memory-based techniques,

interactive exploration, d design lving , similarity
t, i 1 learning, ad to changing envir nts, i ive learning
Galois lattices, classification rules, boolean feat 1 feat finite-state automata in neural

networks, training the free parameters of a scientific model to optimize its accuracy for making future
predictions, prior knowledge, especially in robotic control systems, case-based classiﬁcation, lazy learning
mechanisms, nearest neighbor classification, registration . hu ter , mixed-
initlative systems, and applications in robotics, artificial intelligence, and crisis response planning
should be categorized as <Case_Based>.

<Genetic_Algorithms>: Papers that include genetic algorithms, artificial life research, neuro-evolution,

solving op ion problems, graph partiti , proposing new approaches to
improve performance, applications in theoretical biology and neuro-evolution, genetic algorithms for
optimization, comparison with other in learning, feature selection, genetic

algorithms in robotics, learning classifier systems, evolving biases, decision tree induction algorithm,
evolutionary algorithms, novel extensions to existing frameworks, improvements in performance, machine
learning techniques, similarity-based case retrieval, inductive decision tree learning, cultural transmission
neuro-evolution, online 1 learning,
to novel situations, applying genetic algorithms to optimize or Cerh o (ol e complex systems,
exploring the effectiveness of vanous crossover operators, self-organization of feedforward synapses,
ive feedback m an for learning non-linearly separable mappings
should be categorized as <Genetic A1gomhms>
<Neural _Networks>: Papers thaf include neural networks, connectionist approaches, radial basis
function ks, back a ive models, decision trees, similarity-based case
retrieval, relational regression, bl hods, expl projection pursuit, and their applications
in areas such as adaptive logic, robotics, dynamic control, and database systems, including those
that discuss neural networks’ ability to learn and represent complex information, massively parallel
processing, incremental learning, and applications in areas such as adaptive logic, robotics, and dynamic
control should be categorized as <Neural Networks>.
<Probabilistic_ Methods>: Papers...(too long)

You are provided with the characteristics of a node, another model’s judgment of its category, and its
true category. Please optimize the Pattern Descriptions for better prediction.

** Inputs (a paper):

(Paper Title: Cognitive Computation (Extended Abstract) )

(Abstract: Cognitive computation is discussed as a discipline that links together neurobiology, cognitive
psychology and artificial intelligence. )

(Neighbour Summary:

The papers cited in this essay discuss the concept of learning and reasoning, specifically focusing on the
Probably Approximately Correct (PAC) learning model and its generalizations. The authors investigate
the idea of agnostic learning, where minimal assumptions are made about the target function, and explore
the possibilities of this approach through various results and algorithms. The papers also touch on the
Learning to Reason framework, which combines learning and reasoning into a single task, and examine
the tradeoff between learnability, oracle strength, and reasoning query range. Overall, the cited papers
contribute to the understanding of learning and reasoning in artificial intelligence.)

** The model outputs:

Probabilistic_ Methods

** The target outputs: **

Neural_Networks

If the model output differs from the target output, update the descriptions for both the model’s output
category and the target output category to reduce classification error on both current and future data. If
the model and target outputs are the same, update the description for this category only. Limit your
’New Pattern Descriptions’ to less than 150 words per category. Think step by step provide your output
strictly in the following format:

** Output Format: **

Please think step by step and give your outputs strictly in the following format:

Reasoning:

[Provide a concise summary of the reasoning process, focusing on the key insights that lead to the
final decision. Avoid listing multiple steps. Ensure the reasoning is clear and justifies the new pattern
descriptions.]

New Pattern Descriptions:

[Please insert your new descriptions here. The new descriptions MUST BE DIRECTLY based on the key
features and insights identified in the input paper. Update the descriptions ONLY for the categories where
the model output differs from the target output, or if they match, update ONLY that category. Ensure that
only the following categories are used: <Case_Based>, <Genetic_ Algorithms>, <Neural Networks>,
<Probabilistic_ Methods>, <Reinforcement _Learning>, <Rule_Learning>, <Theory>. Each updated
description MUST BE enclosed within <NewPattern></NewPattern> tags. Only include descriptions for
the categories being updated. If the model output and target output are the same, update ONLY that
category and NO OTHERS.|

For example:

<NewPattern><Case_Based>: The papers with [your new pattern description] should be categorized as
<Case_ Based>.</NewPattern>

<NewPattern><Genetic_ Algorithms>: The papers with [your new pattern description] should be catego-
rized as <Genetic_ Algorithms>.< /NewPattern>

Please ONLY reply according to this format, DON'T give me any other words. If the model output and
target output are the same, update ONLY that category and NO OTHERS. Now take a deep breath and
provide a concise and logical Reasoning and New Pattern Descriptions.assistant

Reasoning:

The paper cognitive as a di that links neurobiology, cognitive psychology,
and artificial intelligence. The neighbor summary highlights the concept of learning and reasoning,
specifically focusing on the Probably Approximately Correct (PAC) learning model and its general-
izations. This indicates that the paper is more related to neural networks, which are a key aspect
of artificial intelligence and cognitive computation. The model output, Probabilistic_Methods, does
not match the target output, Neural Networks, suggesting that the current pattern descriptions for
Probabilistic_ Methods are too broad and need to be updated to better capture the characteristics of
papers related to neural networks.

New Pattern Description:
<NewPattern><Probabilistic_ Methods>: The papers that discuss Probably Approximately Correct
(PAC) learning models, agnostic learning, and the tradeoff between learnability, oracle strength, and
reasoning query range should be categorized as <Probabilistic_Methods>.< /NewPattern>
<NewPattern><Neural Networks>: The papers that link neurobiology, cognitive psychology, and
artificial intelligence, and discuss the concept of learning and reasoning in artificial intelligence should
be categorized as <Neural Networks>.< /NewPattern>
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