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Abstract

While Multi-modal Large Language Models
(MLLMs) demonstrate impressive abilities over
high-level perception and reasoning, their robust-
ness in the wild still lags behind humans and ex-
hibits diminished efficacy on simple tasks that are
intuitive for humans. We examine the hypothesis
that these deficiencies stem from the absence of
core knowledge—rudimentary cognitive abilities
innate to humans from early childhood. To probe
core knowledge representation in MLLMs, we
draw from developmental cognitive sciences and
develop a large-scale benchmark, CoreCognition,
encompassing 12 core cognitive concepts. We
evaluate 219 models with 11 different prompts,
leading to a total of 2409 data points for analy-
sis. Our findings reveal core knowledge deficits
in early-developed core abilities while models
demonstrate human-comparable performance in
high-level cognition. Moreover, we find that low-
level abilities show little to no scaling, in stark
contrast to high-level abilities. Finally, we intro-
duce an evaluation technique “Concept Hacking”,
through which we demonstrate that MLLMs do
not genuinely advance toward core knowledge but
instead rely on illusory understanding and short-
cut learning as they scale.

1. Introduction

Are human minds born with knowledge (Plato et al., 1763)?
This has been the central question of Western thoughts since
the ancient Greeks (Russell, 1946). Socrates and Plato both
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believe that humans must be born with a set of innate knowl-
edge. In Meno, 80d-86b, Socrates introduces the theory
of anamnesis (recollection), where he suggests our “soul
is immortal”, and ““it can recollect the things it knew be-
fore” (Fowler et al., 1914). Plato further sets the distinction
between innate knowledge and those we gain through ex-
perience: in Republic VII, the Allegory of the Cave, he
suggests that our experiences are skiés, like shadows on the
cave wall, which are contingent instantiations of the eidos,
the knowledge born with our minds. One example of eidos
is our understanding of a circle: while a perfect circle never
exists in reality, we still understand what it means to be
a perfect circle (Jowett et al., 1888). Kant’s view is more
intricate: he suggests we never have an innate knowledge
of noumena, “things-in-themselves”, but we have knowl-
edge of phenomenon, “things-about-themselves”, meaning
we only are born with knowledge about the structures of
our experiences, such as causality, permanence, and con-
tinuity, but never gifted with knowledge of experiences in
itself (Kant, 1781). In other words, we have innate, core
knowledge about basic domains of the world.

We are closer than ever to achieving human-level intelli-
gence. By training on vast web-scale corpora and scaling to
hundreds of billions of parameters, Large Language Mod-
els (LLMs) now surpass expert humans in knowledge- and
reasoning-intensive tasks (Brown et al., 2020; Achiam et al.,
2023; Bai et al., 2023; Touvron et al., 2023; Jaech et al.,
2024). These capabilities extend beyond language: with
modality alignment (Liu et al., 2024a; Li et al., 2023a;
Zhu et al., 2023), Multi-modal Large Language Models
(MLLMs) exhibit unprecedented high-level perception and
reasoning (Gemini, 2023; Wu & Xie, 2024; Xu et al., 2024;
Yang et al., 2025b; Shao et al., 2024; Yang et al., 2025a; Li
et al., 2024; Fu et al., 2023), mastering tasks such as chart
understanding (Masry et al., 2022), geometry and math (Lu
et al., 2023), and action recognition and prediction (Ying
et al., 2024; Liu et al., 2024b), often reaching or exceeding
human performance (Huang & Zhang, 2024).

Despite these advances in high-level abilities, state-of-the-
art MLLMs still fall short of human on simple and rudi-
mentary tasks such as counting (Paiss et al., 2023; Chia
et al., 2024), perspective taking (Tang et al., 2025b), spa-
tial reasoning (Zhang et al., 2025; Tang et al., 2025a) and
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Figure 2. Examples from our CoreCognition benchmark.
Concept Definition | Concept Definition | Concept Definition
Boundary The transition from one object to Continuity Expecting objects to continue Per Persistence of things across space and
another. existing and moving predictably. time out of perception.
Spatiality The a priori understanding of the Perceptual Changes in appearances don’t mean Intuitive Physics Intuitions about the laws of how
Euclidean properties of the world. Constancy changes in physical properties. things interact in the physical world.
Perspective To see what others see. Hierarchy Understanding of inclusion and Conservation Invariances of properties despite
exclusion of objects and categories. transformations.
Tool Use The capacity to manipulate specific Intentionality To see what others want. Mechanical Inferring actions from system states
objects to achieve goals. Reasoning and vice versa.

Table 1. Abbreviated definitions of the 12 core abilities assessed. See Appendix A.3 for details.

compositional reasoning (Yuksekgonul et al., 2022; Sahin
et al., 2024; Mitra et al., 2024) that are intuitive and easy
for humans, despite their excellence at high-level reasoning
tasks on similar domains (Paiss et al., 2023; Rahmanzade-
hgervi et al., 2024) (Moravec’s Paradox (Moravec, 1988)).
Excellence often does not appear to translate to more gener-
alized and real-world contexts, where minor changes in task
conditions can lead to dramatic failures (Shiffrin & Mitchell,
2023; Zhang et al., 2024a; Bai et al., 2024; Oh et al., 2025;
Dong et al., 2025).

In this work, we hypothesize that the deficiencies ob-
served in MLLMs stem from the absence of core knowl-
edge—fundamental cognitive abilities innately present in
humans from early childhood that underpin advanced rea-
soning. To examine this hypothesis, we explore the exis-
tence, representation, and use of core knowledge in MLLMs

by introducing the first large-scale benchmark tailored for
core knowledge. Drawing on insights from developmental
cognitive science, we propose a taxonomy of 12 abilities
encompassing the full spectrum of core knowledge, from
basic cognitive skills to advanced reasoning. Based on this
taxonomy, we present CoreCognition comprising of 2,379
samples with over 100 examples for each concept, as exam-
plfied in Fig 2.

To provide a comprehensive evaluation of core-knowledge
over the existing MLLMs, we assess a total of 219 models
with 11 different prompting techniques, yielding a total of
2,409 data points. Leveraging these results, we analyze
model performance across varying levels of core ability,
examining the interdependencies among core knowledge
and their predictive power for higher-level reasoning and
perception, as well as the scaling effect (performance across
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different model sizes) To further ascertain core knowledge
deficits in MLLMSs, we design controlled experiments that
manipulate causal features within images to perturb the
ground-truth labels, allowing us to determine whether mod-
els genuinely possess the targeted core knowledge or merely
approximate it through shortcuts and spurious correlations.

Our key findings are:

* MLLMs consistently perform worse on low-level abilities
compared to high-level abilities (Section 4.2).

* Performance of MLLMs on high-level abilities does not
correlate with the corresponding low-level abilities that
serve as foundations for them in humans (Section 4.3).

* No observable scaling on low-level abilities with respect
to increasing model parameters (Section 4.5).

* Rather than possessing and leveraging core knowledge,
models rely on misleading strategies such as shortcut-
taking and illusory understanding to answer questions
(Section 5.2).

2. Related Works

Multi-modal Large Language Models. With the advent
of large language models (LLMs), state-of-the-art (SOTA)
MLLMs (Liu et al., 2024a; Li et al., 2023b) have adopted
open-source LLMs (Touvron et al., 2023; Peng et al., 2023;
Jiang et al., 2023) and aligned visual features to the LLM
embedding space (Li et al., 2023a). To enable open-ended
conversational abilities, LLaVA (Liu et al., 2024a) distills
ChatGPT’s conversational skills into MLLMs, resulting in
substantial performance gains—a process that has become
standard practice in the field (Wang et al., 2023; Bai et al.,
2023; Gemini, 2023; Team, 2024; Sun et al., 2023; Li et al.,
2022).

Benchmarks for Multi-modal Large Language Model.

A wide range of benchmarks has been proposed to evaluate
the growing capabilities of Multi-modal Large Language
Models (MLLMs), spanning vision-language perception
(Antol et al., 2015; Marino et al., 2019; Xu et al., 2025),
OCR and text understanding (Liu et al., 2023b), halluci-
nation detection (Li et al., 2023c; Liang et al., 2022), and
robustness to adversarial attacks (Zhao et al., 2024). Holis-
tic evaluations such as SEED-Bench (Li et al., 2024), MM-
Bench (Liu et al., 2024b), and LAMM (Yin et al., 2024)
aim to provide broad coverage across modalities, tasks, and
reasoning levels. Recent cognitively inspired efforts such
as M3GIA (Song et al., 2024), and Marvel (Jiang et al.,
2024) explore dimensions of cognitive complexity, abstrac-
tion, and multi-step reasoning. However, while these bench-
marks probe various aspects of cognition, they primarily
focus on task coverage or high-level general intelligence.
In contrast, CoreCognition is grounded in developmental
cognitive science, targeting early-emerging core knowledge

abilities fundamental to human reasoning.
Core Knowledge in Humans.

The debate over core knowledge has historically framed na-
tivist and empiricist epistemologies (Plato et al., 1763; Kant,
1781; Russell, 1946), and since the cognitive revolution, has
shifted toward empirical investigation (Piaget, 1950; Fodor,
1975). Piaget’s stage-based theory and subsequent research
established the foundations of developmental psychology
(Piaget & Inhelder, 1969; Barrouillet, 2015; Spelke et al.,
1992; Rochat, 2024; Carey et al., 2015). Recent advances
show that even infants exhibit rudimentary knowledge of ob-
jects (Baillargeon & Carey, 2012; Kar et al., 2019; Ullman &
Tenenbaum, 2020), actions (Yang et al., 2015; Jara-Ettinger
et al., 2020), numbers (Feigenson et al., 2004; Hannagan
et al., 2015; Spelke, 2017), space (Newcombe & Sluzenski,
2004; Bellmund et al., 2018), and social relations (Siegal
& Varley, 2002; Scott & Baillargeon, 2017; Spelke, 2022).
This “developmental start-up software” enables early learn-
ing (Spelke & Kinzler, 2007; Lake et al., 2017) and serves
as the foundation for complex reasoning in variable environ-
ments later in life (Barsalou, 2020; Mitchell, 2021).

3. Benchmarking Core Knowledge in
Multi-modal Large Language Models

We introduce CoreCognition, encompassing 12 core abil-
ities and 2,379 questions with diverse input types and for-
mats. CoreCognition covers cognitive development stages
from the Sensorimotor to Concrete Operational and ulti-
mately the Formal Operational stage (Piaget, 1950; 1952;
Piaget & Inhelder, 1969; 1974). An overview of the bench-
mark and its distribution is shown in Fig.1, with 12 represen-
tative examples in Fig.2. Section 3.1 outlines the cognitive
taxonomy and theoretical framework guiding our bench-
mark. Section 3.2 details the curation process, while Sec-
tions 3.3 and 4.1 describe model inference and evaluation.

3.1. Cognitive Framework

We follow Jean Piaget’s theory (Piaget, 1950; Piaget & In-
helder, 1969; 1974), which identifies four stages in human
developmental trajectory: Sensorimotor, Preoperational,
Concrete Operational, and Formal Operational. In the Sen-
sorimotor stage, infants develop core concepts such as object
permanence (Spelke et al., 1992; Bremner et al., 2015) and
perceptual constancy (Green, 2023) through sensory and
physical interactions. The Preoperational stage serves as a
transitional phase, characterized not by distinct new abilities
but by the gradual solidification of symbolic representations
(Fodor, 1975). These cognitive advancements culminate
in the Concrete Operational stage, where children acquire
abilities for systematic reasoning about numbers, motion,
and agents, including perspective-taking, conservation, intu-
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itive physics, and hierarchical relations (Piaget & Inhelder,
1974; Moll & Meltzoff, 2011; Piloto et al., 2022; Murphy
& Lassaline, 2013). The Formal Operational stage extends
these abilities to abstract reasoning and complex tasks, such
as understanding intentionality and mechanical reasoning
(Kilner, 2011; Allen et al., 2020). Overall, we depict this
developmental hierarchy in Figure 1. See Appendix A.2 for
empirical support of this framework. We provide detailed
description of these core abilities in Appendix A.3.

3.2. Dataset Curation

Building on the above cognitive framework, we now de-
scribe how we operationalize these theoretical concepts into
concrete instances for probing specific core knowledge in
MLLMs. Prototyping We conduct a systematic review of
developmental psychology literature to identify experimen-
tal paradigms for evaluating cognitive abilities. Selections
are based on construct alignment and empirical credibil-
ity. For each ability, 5-10 classical experimental prototypes
were selected, each representing a distinctive operational-
ization.

Experiment design with toolkits To ensure alignment with
developmental psychology findings while facilitating effec-
tive benchmarking, we utilize commonly available objects,
online datasets, or digital modeling using software toolkits
to adapt the experimental designs from the original litera-
ture.

Question design and review After the experiment was
designed, two supervising researchers conducted reviews to
ensure that the questions were not only pertinent to but also
effectively probed the specific abilities. Example questions
collected under the said paradigms are shown in Fig. 2.

Human benchmark as quality check A quality check was
conducted by collecting 20 human answers for each ques-
tion, proceeding only when accuracy exceeded 80%.

Further details of the process is provided in Appendix C.

3.3. Evaluation Strategy

To deal with free-form outputs from MLLMs while main-
taining robustness and affordability, we employ a two-stage
approach. First, the model’s response is matched to one
of the predefined choices or classified as a failure (FAIL).
Subsequently, the matched option is compared against the
ground truth to determine correctness, with FAIL automati-
cally considered incorrect.

We employ a combination of template matching and LLM
matching as the default matching method during evalua-
tion. Specifically, a list of templates will first be used to
match the model’s output with one of the options. Then
the failed examples will be forwarded to LLM to match

the corresponding option. Please refer to Appendix D.2 for
a detailed description and discussion on the five matching
methods explored in this paper.

Furthermore, we adopt circular evaluation (Liu et al., 2023a)
to avoid the model being lucky. Concretely, circular evalua-
tion shifts a k-choice MCQ k times to avoid model biasing
towards specific options. Only when the model answers all
k questions is it determined correctly on this question.

Further details of the process is provided in Appendix D.

4. Experiments
4.1. Setup

To thoroughly assess the cognitive capabilities of multi-
modal language models, we meticulously selected and eval-
uated a diverse set of models spanning various architectures
and scales. Among the 231 evaluated models, 25 are pro-
prietary models, and 206 are open-source models. This
selection features prominent commercial models such as the
ChatGPT and Claude series, high-performance open-source
models like InternVL and the Qwen series, and recently
introduced models from the DeepSeek series that have gar-
nered significant attention. The open-source models range
in size from 1 billion to 110 billion parameters. For pro-
prietary models, inference was performed via API calls on
a personal computer, while open-source models were de-
ployed and executed locally on GPU clusters. Additional
details on model inference can be found in Appendix D.1.

However, out of 231 models, some models exhibited system-
atic failures, such as consistently producing invalid outputs.
To ensure reliability and avoid our results to be contami-
nated, we excluded these models, retaining 219 for further
analysis. The detailed filtering process is documented in
Appendix D.

4.2. Main Results

In Table 2, we compare the performance of different
MLLMs and human performance on the CoreCognition
benchmarks. Specifically, we select 17 high-performance
models including 8 Proprietary Models such as Qwen-VL-
Max, GPT series (Hurst et al., 2024), Gemini series (Gem-
ini, 2023) as well as Claude series (Anthropic, 2024) and 9
Open Source Models, namely Qwen2.5-VL (Team, 2025),
InternVL2 (Chen et al., 2024), LLaVA-Video (Zhang et al.,
2024b), NVLM-D-72B (Dai et al., 2024), mPLUG-Ow13
(Ye et al., 2024), VILAL.5 (Lin et al., 2023), Pixtral-12B
(Agrawal et al., 2024), and deepseek-vl2 (Wu et al., 2024).
It can clearly be inferred that even the best model such as
GPT-40 and Qwen2.5-VL-72B-Instruct lag behind human
performance by a large margin. Moreover, from the ta-
ble, models’ performance in Formal Operations is relatively
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Sensorimotor Concrete Operation Formal Operation
Boundary Continuity Permanence Spatiality ~Perceptual | Intuitive Perspective Conservation Hierarchical | Intentionality =~ Mechanical Tool

Model Constancy | Physics Taking Relation Understanding ~ Reasoning Using

Human 82.45% 94.77% 88.80% 87.63% 92.92% 87.68% 97.93% 94.03% 90.21% 83.67% 87.50% 88.61%
Proprietary Models
Qwen-VL-Max 76.96 % 64.57% 50.65% 42.35% 75.79% 54.67% 18.11% 49.59% 73.72% 74.00% 58.16% 92.41%
GPT-40 75.65% 62.20% 57.14% 38.82% 76.68% 53.33% 10.70% 61.79% 59.62% 70.00% 55.32% 87.34%
Gemini-1.5-Pro 74.35% 52.36% 61.69 % 40.00% 67.59% 56.67 % 14.81% 29.27% 72.44% 73.00% 62.41% 86.08%
GPT-4-Turbo 70.43% 55.91% 53.25% 32.35% 76.68% 52.00% 15.23% 58.81% 52.56% 70.00% 58.16% 89.87%
GPT-40-Mini 70.87% 51.18% 53.90% 43.53% 60.08% 49.33% 22.22% 47.97% 53.21% 68.00% 40.43% 86.08%
Gemini-1.5-Flash 71.30% 55.91% 59.09% 41.76% 65.61% 47.33% 17.70% 34.15% 65.38% 61.00% 34.75% 84.81%
Claude-3.5-Sonnet 66.96% 52.76% 50.00% 42.35% 67.59% 48.00% 9.47% 49.05% 67.95% 54.00% 43.97% 83.54%
Gemini-1.5-Flash-8B 66.96% 48.43% 54.55% 30.59% 73.12% 40.67% 6.58% 34.69% 41.67% 62.00% 26.24% 82.28%
Open Source Models

Qwen2.5-VL-72B-Instruct 73.48% 59.84% 47.40% 45.88% 79.84% 56.67% 18.93% 71.27% 68.59% 72.00% 62.41% 91.14%
InternVL2-76B 74.35% 65.75% 51.95% 44.71% 65.22% 61.33% 14.40% 46.61% 74.36% 76.00% 58.87% 87.34%
LLaVA-Video-72B-Qwen2 74.78% 62.20% 58.44% 47.06 % 68.38% 53.33% 14.81% 51.76% 67.31% 72.00% 53.90% 65.82%
NVLM-D-72B 73.48% 57.87% 50.65% 34.12% 69.57% 54.67% 12.76% 39.57% 63.46% 78.00 % 60.28% 79.75%
mPLUG-Ow13 65.22% 54.33% 53.90% 34.12% 63.24% 42.67% 25.10% 50.14% 77.56% 57.00% 37.59% 82.28%
VILA1.5-40B 67.39% 46.06% 53.25% 38.82% 65.22% 46.00% 7.82% 47.69% 48.08% 63.00% 40.43% 78.48%
Pixtral-12B-2409 65.22% 53.94% 48.05% 38.82% 62.45% 52.67% 9.05% 33.60% 63.46% 52.00% 37.59% 81.01%
deepseek-vI2 65.22% 56.30% 48.70% 34.71% 63.64% 47.33% 5.76% 45.53% 53.21% 59.00% 27.66% 83.54%

Table 2. Selected results of MLLM performances on the CoreCognition Dataset. The best results are bolded and the second best
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Figure 3. Log-scale accuracy by concept, normalized by chance
level. Models performed better on tasks linked to later developmen-
tal stages, but struggled with those that emerge earlier in human
cognition. The pairwise t-statistics is 22.2633 between Formal
Operation and Concrete Operation and 28.7225 between Formal
Operation and Sensorimotor.

Since different core knowledge abilities correspond to dis-
tinct question types (e.g., numerical, true/false, multiple-
choice), they exhibit varying chance-level accuracy and
difficulty. Thus, normalization is necessary to enable a fair
comparison across these abilities. To further substantiate
that MLLMs perform worse on lower-level abilities than on
higher-level ones, we first normalized the accuracy of each
ability by its chance-level accuracy. Subsequently, a log-

scale transformation was applied to the distribution. Fig 3
presents a fair comparison between the accuracy and perfor-
mance of different abilities where a clear upward trend can
be identified as the concepts move from low-level to high-
level. This can be concluded as MLLMs perform worse on
lower-level abilities than on higher-level ones, or in other
words, there exist core knowledge deficits in Multi-Modal
Language Models.

4.3. Correlations Between Core Abilities within
CoreCognition

To examine the relationships between models’ abilities
across the cognitive hierarchy, we computed Pearson cor-
relations between performance scores for each assessed
ability. Our findings revealed a distinct pattern of diver-
gence p < 0.4 from the hierarchical structure observed
in humans, alongside areas of partial alignment p > 0.7.
As shown in Fig. 4, region ® shows strong correlations
emerged within both the Sensorimotor Stage and the Formal
Operational Stage abilities, reflecting the interdependence
typically found among abilities at the same developmen-
tal level in humans. However, @ two Sensorimotor Stage
abilities (Permanence and Spatiality) showed weak correla-
tions with most higher-stage abilities, suggesting that these
early competencies fail to provide the developmental scaf-
folding seen in human cognition, indicating potential core
knowledge deficits. This pattern is reinforced by @ the
similarly weak cross-stage correlations of three Concrete
Operational Stage abilities (Perspective, Conservation, and
Intuitive Physics), which in human development serve as
critical transitional foundations for higher-order reasoning.
The absence of such structure in models highlights a key
departure from the developmental trajectory observed in
humans.
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Figure 4. Pearson Correlations Between Cognitive Abilities. Cor-
relations are strongest within developmental stages (Sensorimotor
and Formal Operational), but markedly weaker across stages. In
particular, lower-stage abilities show weak or absent correlations
with higher-stage abilities, suggesting that early capacities fail to
provide the developmental foundation observed in human cogni-
tion(Piaget & Inhelder, 1974; Spelke et al., 1992).

4.4. Correlations Between CoreCognition and other
Benchmarks

We examine whether the 12 core cognitive concepts and
three stages assessed in CoreCognition provide meaningful
support for other benchmarks, such as SEED-Bench (Li
et al., 2024) and mmbench (Liu et al., 2024b), as well as
for high-level cognitive concepts derived from these bench-
marks, such as scene understanding in SEED-Bench. To
probe this relationship, we analyze the correlation heatmap.
Figure 5 illustrates the correlation between the 12 CoreCog-
nition concepts, its three stages, and the overall benchmark
and 26 evaluation benchmarks and nine high-level cognitive

abilities.

Fig 5 illustrates a highly correlated relation between
CoreCognition and current MLLMs benchmarks with only
one exception of ChartQA. It’s noteworthy that SEED-
Bench? highly correlates with our benchmark and most of
the core abilities except perspective and conservation. Look-
ing at the right plot of Fig 5, we can observe also a high
correlation between the core concepts and high-level abili-
ties. The exception of text understanding is likely because
assessments of core cognitive abilities are extremely reliant
upon the multi-modal integration of information. Another
interpretation is that the ability to do textual understanding
is orthogonal to all core cognitive abilities.

4.5. Does Performance increase as Model Scales?

Not for low-level abilities. A fundamental principle in ma-
chine learning posits that increasing the scale of a large
model, measured by the number of parameters, leads to
systematic improvements in its reasoning capabilities (Sut-
ton, 2019; Kaplan et al., 2020). We evaluate the extent to
which this principle, commonly referred to as the scaling
law, applies to low-level cognitive abilities rooted in core
knowledge. As per Fig. 6, our results reveal a clear dissocia-
tion between low- and high-level abilities in terms of scaling
effects. Specifically, for seven out of the nine abilities in
the Sensorimotor and Concrete Operational Stages (two
low-level stages), model performance demonstrated little
or no improvements with increasing parameters. The two
exceptions were hierarchical relation understanding, where
model performance improved modestly with model size,
and perspective-taking, where, unexpectedly, model perfor-
mance deteriorated with model size. In contrast, all three
high-level abilities within the Formal Operational Stage
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concept. Dots of the same color indicate the same series.

displayed strong correlations with model size (need some
values here), indicating a pronounced scaling effect. These
findings indicate that while scaling improves high-level rea-
soning, its effect on low-level cognitive abilities is mini-
mal and, in some cases, even detrimental. In other words,
the cognitive abilities of current MLLMs exhibit varying
degrees of “scalability”, with low-level cognitive abilities
demonstrating weak or even no scalability. A key implica-
tion is that simply increasing model size may not be suffi-
cient for developing core knowledge in MLLMs.

5. Concept Hacking

A key challenge in evaluating the cognitive abilities of lan-
guage models is their tendency to exploit spurious correla-
tions. In other words, their apparent proficiency in certain
tasks may arise from shortcut learning rather than genuine
cognitive capabilities (Bender et al., 2021). Extensive re-
search has demonstrated such shortcut reliance in bench-
marks designed to assess high-level reasoning in MLLMs.
To further investigate whether evaluations of low-level cog-
nitive abilities are similarly vulnerable to shortcut exploita-
tion, we introduce a control experiment to rigorously exam-

ine the core knowledge possessed by the MLLMs. At the
core of the control experiment lies a novel technique termed
concept-based hacking. Concept-based hacking systemat-
ically manipulates task-relevant details in core knowledge
assessments to completely invert the ground truth while
preserving all task-irrelevant conditions. We illustrate four
examples in Fig. 7.

The comparison between an individual’s performance on a
manipulation task and their corresponding standard control
is capable of revealing three distinctive strategies for an-
swering lower-level cognitive assessments: core knowledge
understanding, shortcut-taking, and illusory understand-
ing. Individuals that possess core knowledge of respective
domains (like humans) would not be misled by the manip-
ulation, as they will evaluate both scenarios based on a
valid understanding of the world. In contrast, individuals
that rely on statistical correlations from their training data,
rather than true conceptual understanding, will be misled
by the manipulations and fail the task. Finally, individuals
with a strong disposition against core knowledge in specific
domains would consistently fail the standard control and
thereby answering the manipulation question correctly. In
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other words, they are “being right for the wrong reason” due
to an illusory understanding of the core knowledge domain.

For example, as shown in the third case of Fig.7, a standard
probe of perceptual constancy assesses whether a model un-
derstands that a bridge of uniform width extending into the
ocean does not actually become narrower in the distance. In
the manipulated condition, all task-irrelevant details—such
as the viewing angle and environmental textures—are kept
identical to the standard task, but the bridge itself is altered
to genuinely taper as it extends outward. Models possessing
the understanding of perceptual constancy would have no
difficulty answering both the manipulation task and standard
control correctly. On the contrary, a model relying on spuri-
ous correlations between the task and previous examples of
similar scenarios in the data would succeed in the original
task but fail the manipulated one. Finally, a model with
a strong inclination toward the belief that objects extend-
ing into the horizon are actually getting thinner physically
would fail the control task while correctly answering the
manipulated version due to its misaligned knowledge about
the world.

Control Manipulation
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Figure 7. Example tasks using the Concept Hacking methodology.

5.1. Objectives and Methodology

We applied the concept-based hacking method to core cog-
nitive abilities from the Sensorimotor and Concrete Oper-
ational stages, generating 45 task pairs (each consisting of
a manipulated and a corresponding standard control task).
By comparing model performance on manipulated versus
standard conditions, we can systematically detect shortcut-
taking and illusion in core knowledge assessments.

5.2. Results: Shortcut-taking and Illusory
Understanding

We have probed the models’ strategies for answering the
assessment of low-level abilities by assessing their perfor-
mance on manipulation tasks derived from concept-based

hacking and their respective controls. The results demon-
strated a clear segregation of models relying on shortcut-
taking and illusory understanding (Fig. 8). A significant
proportion of models clustered within the top left section of
the chart (high manipulation accuracy, below-chance con-
trol accuracy), suggesting that these models extensively em-
ployed illusory understanding for problem-solving. In other
words, they have a “core illusion” exemplified by a strong
disposition toward a false understanding of the world. In
contrast, a smaller portion of the models clustered within the
bottom right section (high control accuracy, below-chance
manipulation accuracy). These models were highly suscep-
tible to manipulation, thereby revealing substantial reliance
on shortcuts. Finally, a major proportion of models demon-
strated both above-chance performance on manipulation and
control tasks, but fall significantly behind humans on both.
Notably, unlike humans, essentially none of the models
demonstrate roughly equal accuracy on both tasks, a sign of
immunity to concept-based hacking provided by the robust
availability of core knowledge. Such a pattern suggested
that while many models are not completely reliant on either
shortcut-taking or illusions, these misleading strategies still
significantly influence their decision-making.

Most interestingly, models’ susceptibility to concept-based
hacking is not necessarily determined by model size or
performance on the main benchmark. While models with
strong shortcut-taking were mainly small, weak-performing
models, the bottom right section also included some of the
largest, best-performing models, such as GPT-40. Similarly
and to a larger degree, “core illusion” models in the top-
left section can also be found with varied performance and
size. In conjunction with the non-scaling tendency of low-
level abilities noted in the above sections, the result of the
concept-based hacking suggested that the increase of model
size does not lead to better grasps of core knowledge, but
only better shortcut-taking or illusory understanding.

6. Discussion

Our findings support the hypothesis that MLLMs lack core
knowledge and that it cannot be acquired through scale
alone. This presents a fundamental challenge to the current
architecture of MLLMs as a pathway to human-like general
intelligence (Summerfield, 2022).

One might object that human-like core knowledge is not
a necessary condition for artificial general intelligence
(AGI). After all, intelligence may be multiply realiz-
able—achievable through architectures and developmental
trajectories that differ from those of humans (Bechtel &
Mundale, 1999). However, core knowledge may reflect
foundational cognitive principles that emerge across intelli-
gent agents, including non-human animals (Santos, 2004;
Lake et al., 2017). The theory of grounded cognition fur-
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ther supports this idea: it posits that high-level reasoning in
real-world contexts depends on embodied interactions with
the physical world (Barsalou, 2020; Pezzulo et al., 2013).
If such theories hold, then the absence of core knowledge
may not just limit task performance—it may fundamentally
restrict an agent’s ability to act robustly and flexibly in dy-
namic environments. Given the current lack of consensus on
the path to AGI, the human developmental trajectory offers
an empirically grounded reference point. Persistent model
limitations—such as hallucinations, poor generalization,
and brittleness—suggest that essential cognitive ingredients
may still be missing. By aligning evaluation with structures
known to support robust reasoning and perception in hu-
mans, our framework helps to identify and address these
gaps in emerging Al systems.

We recognize that using a visual question-answering (VQA)
format to probe core knowledge introduces auxiliary de-
mands—particularly those related to language understand-
ing. This interplay between linguistic processing and cogni-
tive evaluation may confound the isolation of core abilities,
a concern echoed by multiple reviewers. However, auxil-
iary task demands are an inherent challenge in evaluating
Al models, regardless of the format. To mitigate such con-
founds, we implement three key strategies: (1) we curate
questions to minimize overlap between abilities and exclude
items requiring multiple competencies, (2) we manually fil-

ter ambiguous prompts and use LLMs to enhance phrasing
clarity, and (3) we systematically test alternative prompt
formulations to reduce susceptibility to specific wordings.
While our approach does not entirely eliminate language
dependencies, it offers a tractable and replicable way to
evaluate core cognitive abilities in current models.

7. Conclusion

We introduced the CoreCognition benchmark paired with
a novel concept-based hacking method to evaluate the exis-
tence of core knowledge in MLLMs. We found that (1) they
systematically perform poorly at simple, low-level cognitive
abilities demanding only basic understanding of the world;
(2) models’ performance on high-level abilities does not cor-
relate with the corresponding low-level abilities that ground
them in humans; (3) such abilities exhibit very low scalabil-
ity among models, meaning that simply raising the number
of parameters could not better the models’ performance on
these abilities; (4) instead of core knowledge, models are
biased by illusory understanding and shortcut reliance when
solving low-level tasks. Taken together, our results suggest
that current MLLMSs exhibit core knowledge deficits—they
lack a fundamental understanding of key domains such as
objects, actions, numbers, space, and social relations, which
humans possess from infancy.
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Impact Statement

This paper presents work whose goal is to advance the field
of Machine Learning through a cognitively grounded evalu-
ation of multi-modal language models (MLLMs). We pro-
vide insights into the differential emergence of low-level and
high-level cognitive abilities in current models compared
to human’s, highlighting important limitations in the core
reasoning capabilities of MLLMs and caution against over-
interpreting their success on complex tasks. This work may
inform the development of more robust and interpretable
models, and also opens avenues for interdisciplinary dia-
logue between Al and cognitive science. We do not foresee
any immediate societal risks arising from this research.
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A. Cognitive Science Framework
A.1. Core Knowledge and Human Cognitive Development

Past research has shown that humans exhibit a series of rudimentary yet robust abilities in domains such as object, number,
space, action, and social cognition at a very young age. Such abilities, often known as “core” cognition, ground the set of
diverse and complex abilities of human intelligence that develop later (Spelke et al., 1992; 1994; 1995; Spelke & Kinzler,
2007; Baillargeon & Carey, 2012; Mitchell, 2020; 2021). From infancy to early adulthood, human cognition develops
along a structured trajectory, with interdependent relations between early, simple abilities and late, complex abilities. For
instance, the ability to imagine the perspectives of others typically develops between the ages of 3 and 6 (Piaget & Inhelder,
1969), while the capacity to fully comprehend others’ intentions matures around age 12 (Wimmer & Perner, 1983; Wellman
et al., 2001; Liu et al., 2008). At the same time, the ability to understand other people’s intentions largely depends on
the ability to understand other people’s perspectives (Iacoboni, 2009; De Waal & Preston, 2017; Liu et al., 2017; Caviola
et al., 2021; Ninomiya et al., 2020). An influential account of human learning has suggested that cognitive development
is fundamentally driven by the increase of computational/representational power of the system, which allows for more
complex mental operations to be performed on external data (Fodor, 1975; Pylyshyn, 1980; Halford et al., 1998; Fodor,
2008). However, while high-level abilities might emerge directly due to enhanced operational resources, these operations
are critically guided by the “core” cognition system that has enabled the system to possess a rudimentary understanding of
each cognitive domain. This early-stage grounding not only empowers humans to achieve a reliable performance at basic
yet widely-applicable tasks starting from very young ages but is also precisely what supports high-level abilities to robustly
direct task-relevant behaviors despite the nuanced signals exist in the environment (Mitchell, 2021).

A.2. Piaget’s Theory of Human Cognitive Development

The sensorimotor stage is the first stage of cognitive development proposed by Jean Piaget (Piaget, 1952; Piaget & Inhelder,
1974). Spanning from birth to approximately 2 years of age, this stage is characterized by infants’ understanding of the
world through their sensory experiences and motor actions. Several prominent features of human intelligence developed
during this period. First, infants develop object permanence, that they realize objects and people continue to exist even
when not in direct sight, or being heard or touched (Baillargeon et al., 1985). They start to understand that there is a sense
of continuity for the ways that objects exist, and the inductive bias of continuity is essential, e.g., for recognizing objects
when occluded or for continuously tracking objects (Spelke et al., 1995; Le Poidevin, 2000). Infants also develop the sense
of boundary during this stage, namely, the ability to recognize where one object ends and another begins (Kestenbaum
et al., 1987; Jackendoff, 1991). Lastly, infants develop spatial and perceptual constancy by the end of the sensorimotor
stage. Spatiality refers to the ability to perceive the position and distance of objects relative to oneself and each other, and
recognize the spatial invariance between them when presented by various sensory experiences (Hermer & Spelke, 1996;
Bell & Adams, 1999).

The preoperational and concrete operational stages are the second and third stages of Piaget’s cognitive development.
Typically spanning over 2 to 7 years of age,the preoperational stage is the transitional stage to the concrete operational
stage, which children enter around 7 years of age. During this period, children begin to develop internalized mental actions
supported by organized structures that can be manipulated and reversed in systematic ways, known as mental operations
(Janet, 1905; Kirkpatrick, 1908; Piaget, 1950; Piaget & Inhelder, 2014; Miller, 2016). Through mental operations, children
are then able to rigidly perform tasks that are previously unreachable, such as thinking from other people’s perspectives,
understanding hierarchical relations of objects, and reasoning about physical events in the world. These tasks require not only
rudimentary understandings of physical concepts, which gradually became in place during the preoperational stage but also
relational and transformational reasoning that can only be done through mental operations (Piaget & Inhelder, 1974; Church
& Goldin-Meadow, 1986; Houdé, 1997). Since the preoperational stage is mostly meaningful as the transitional period
preceding the concrete operational stage, we do not have evaluation dimensions specifically targeting the stage. However,
tasks targeting the concrete operational stage could assess the existence of knowledge associated with the preoperational
stage, such as the law of conservation (Piaget, 1952; Halford, 2011; Houdé, 1997).

The formal operational stage is the fourth and final stage in Piaget’s theory of cognitive development, typically emerging
around 11 or 12 years of age and continuing into adulthood (Inhelder & Piaget, 1958). Starting in this stage, one is able to
systematically and flexibly apply mental operations to not only concrete, physical domains but also abstract, formal domains
(Kuhn & Angelev, 1976; Shayer, 1979; Huitt & Hummel, 2003). Foremost, this stage is characterized by the development of
complex thinking and reasoning abilities, such as abstraction, pattern recognition, the employment of logic, and hypothetical
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and counterfactual reasoning (Piaget, 1950; Inhelder & Piaget, 1958). These cognitive advancements pave the way for more
sophisticated abilities to interact with the physical world, marked by mechanical reasoning and tool use (O’Brien & Shapiro,
1968). Together, there is the advancement in social cognition, characterized by a deeper understanding of intentions, actions,
and the reasoning behind them (Meltzoff, 1999).

A.3. Assessed Cognitive Abilities in CoreCognition and ConceptHack Datasets

Boundary Boundary refers to the cognitive understanding of where one object ends and another begins, an essential aspect
of perceiving and understanding the physical world (Kestenbaum et al., 1987). Without understanding boundaries, it seems
very hard to construct a concept of the object (Berkeley, 1709; Jackendoff, 1991).

Spatiality Spatiality refers to the cognitive understanding of the topological properties of our physical world (Bell &
Adams, 1999). In a classic A-not-B task, an object is hidden at location A (such as under a cup) and the child successfully
finds it several times. Then, the object is visibly moved to a different location B (under a different cup), in full view of the
child. Younger infants often make the error of searching for the object at the original location A, indicating a developmental
stage where their understanding of object spatiality is still forming.

Perceptual Constancy Perceptual constancy is the cognitive ability to perceive objects as being constant in their properties,
such as size, shape, and color, despite changes in perspective, distance, or lighting (Rutherford & Brainard, 2002; Khang &
Zaidi, 2004; Green, 2023). For instance, consider a red ball being thrown in a park. To an observer, the ball appears smaller
as it moves farther away, yet the observer understands it remains the same size throughout its trajectory.

Object Permanence Permanence, or specifically object permanence, is the idea that objects continue to exist even when
they are not visible (Baillargeon, 1986; Spelke et al., 1992). Imagine a simple scene: a small child playing peek-a-boo. In
the beginning, when the caregiver covers their face with their hands, the child might seem surprised or even distressed,
thinking the person has disappeared. However, as children’s understanding of permanence develops, they begin to realize
that just because they can’t see the person’s face, it doesn’t mean the person is gone.

Continuity Continuity is the cognitive prior in humans that in our world, objects usually exist in a consistent and continuous
manner, even moving out of sight (Spelke et al., 1995; Le Poidevin, 2000; Spelke et al., 1994; Yantis, 1995; Yi et al., 2008;
Bertenthal et al., 2013). Picture a train moving through a tunnel: as it enters one end, yet we naturally expect it to emerge
from the other end, if the train is long enough. This expectation demonstrates our understanding of object continuity. Even
though the train is not visible while it’s inside the tunnel, we know it continues to exist.

Conservation Conservation refers to the ability to understand that certain properties of physical entities are conserved
after an object undergoes physical transformation (Piaget & Inhelder, 1974). This is instantiated in their ability to tell that
quantities of physical entities across different domains, such as number, length, solid quantity and liquid volume, will remain
the same despite adjustments of their arrangement, positioning, shapes, and containers (Halford, 2011; Craig et al., 1973;
Piaget & Inhelder, 1974; Houdé et al., 2011; Poirel et al., 2012; Marwaha et al., 2017; Viarouge et al., 2019). For example,
when a child watches water being poured from a tall, narrow glass into a short, wide one, a grasp of liquid conservation
would lead them to understand that the amount of water remains the same even though its appearance has changed.

Perspective-taking Perspective-taking is the ability to view things from another’s perspective. This ability has seminal
importance both to the understanding of the physical world as well as to the competence in social interactions (Wimmer &
Perner, 1983; Wellman, 1992; Liu et al., 2008; Barnes-Holmes et al., 2004). The Three Mountain Task first invented by Jean
Piaget is widely used in developmental psychology laboratories as the gold standard for testing perspective-taking abilities
in children (Piaget & Inhelder, 1969)

Hierarchical Relation Hierarchical relation refers to the ability to organize objects or concepts into structured categories
and subcategories, which are supported by the development of mental operations marked by class inclusion and transitivity
(Shipley, 1979; Winer, 1980; Chapman & McBride, 1992). Class inclusion refers to the ability to recognize that some
classes or groups of objects are subsets of a larger class. For example, a child in the concrete operational stage is able to
understand that all roses are flowers, but not all flowers are roses (Borst et al., 2013; Politzer, 2016). This concept is essential
for one’s systematic and logical organization of conceptual knowledge. Transitivity refers to the ability to understand logical
sequences and relationships between objects (Andrews & Halford, 1998; Wright & Smailes, 2015). For instance, if a child
knows that Stick A is longer than Stick B, and Stick B is longer than Stick C, they can deduce that Stick A is longer than
Stick C.
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Intuitive Physics Intuitive physics refers to the ability of humans to predict, interact with, and make assumptions about the
physical behavior of objects in their world (Michotte, 1963). As children grow, they transition from simplistic understandings,
such as expecting unsupported objects to fall, to more complex theories, such as grasping the principles of inertia (Spelke
et al., 1994; Kim & Spelke, 1999) and gravity (Vasta & Liben, 1996; Kim & Spelke, 1999; Li et al., 1999).

Intentionality Understanding Intention understanding involves recognizing and interpreting the actions of others (Searle,
1979; Rosenthal, 1991). This process is not just about observing a behavior but also about understanding the goal behind it
(Baker et al., 2009; Gandhi et al., 2021). For example, seeing someone reaching for a cup is not just about recognizing the
physical action but understanding the intention behind it (e.g., they want to drink).

Mechanical Reasoning Mechanical reasoning refers to the ability to understand and apply mechanical concepts and logical
principles to solve problems (Allen et al., 2020). This cognitive concept first involves the ability to interpret and predict the
behaviors of complex physical systems and understand how different mechanisms of the systems work. Second, mechanical
reasoning requires the ability to apply logic rules, such as induction, abduction, syllogism (O’Brien & Shapiro, 1968;
Cesana-Arlotti et al., 2018), and reasoning forms, such as hypotheticals and counterfactual (Byrne, 2016), to figure out how
to manipulate these systems to achieve a desired outcome (Hegarty, 2004).

Tool Using Tool-using refers to the ability to utilize objects (as tools) in their environment as aids in achieving a specific
goal, such as obtaining food or modifying the surroundings. A lot of cognitive components are involved in tool-using ability,
such as affordances, referring to computing the action possibilities offered to the agent by the tool with reference to the
agent’s sensorimotor capabilities (Gibson, 1979). For example, a door handle affords pulling or pushing, as how the door
should be operated by a human agent.
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B. Input Types and Formats

To cater to the capabilities of different models and test requirements of different core knowledge, diverse input formats are
created in the CoreCognition benchmark.

First of all, we introduce types of questions in the CoreCognition benchmark. Overall, we have three types, numerical
(options from 0 to 9), true/false questions, and multi-choice questions (MCQ). Table 3 is the statistics of the distribution of
question types.

MC TF NU
# 1045 1042 212

Table 3. Statistics of the distribution of question types.

The input to the model consists of two main components: text prompts and media information.

The text prompt provided to the model includes three elements: question, hint, and media placeholder. The question
component provides background information and the task objective, ensuring that the model has all the necessary information
to complete the task. The hint includes carefully designed prompts aimed at improving the model’s performance. These hints
vary in complexity, ranging from basic instructions specifying the response format to chain-of-thought prompts and elaborate
in-context learning examples. A study of hint is provided in Appendix F. The media placeholder is embedded within the
text prompt to reference media files, enabling the model to associate the textual descriptions with the corresponding media
input. Depending on the task requirements, the media placeholder may appear in the question or within the provided answer
choices. For example: Question: Please count the items in the image and answer: Are there more dogs or more animals in
the image <image-placeholder: h0001.png>?. It is important to note that the format of the placeholder is not fixed; instead,
it follows the conventions used during the model’s training to optimize inference performance (Liu et al., 2023a).

Table 4. Statistics of CoreCognition dataset.

Statistic Number
single-frame 1677
multi-frame 622

* multiple images 200
* single video 401
* multiple videos 21
total 2299

For the media information component, different types of media inputs are provided to accommodate the input constraints
of models. The media inputs fall into four categories: single image, multiple images, single video, and multiple images
(dataset statistics shown in Table 4). Video files include formats such as MP4, MOV, and GIF, while image files include JPG
and PNG. The multi-image format is used as an alternative to video for models that do not support direct video input, in
which case a video is split into multiple frames and provided as a sequence of images. Depending on the model’s specific
input requirements, we supply the media as file paths, preloaded media files, or preprocessed media data.

Multi-Interleaved Media Stage: Sensorimotor  Concept: Continuity
Question: The bottle in the video will become: [B]

A.‘ B.E C.

Figure 9. A video-image interleaved example of multi-frame questions. To correctly infer the answer, model needs to understand the
question by mapping each image (co-reference) to its option letter, to understand correlation between frames (temporal understanding)
and to infer the possible trajectory of the bottle (reasoning).
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C. Curation of CoreCognition Dataset

To select experiments from the developmental psychology literature for evaluating each cognitive ability, journal articles and
conference proceedings reporting methodological and empirical studies on these abilities were systematically reviewed. The
selection process involved curating a literature bank that includes studies demonstrating robust experimental paradigms. Four
researchers with backgrounds in cognitive science and computer science held weekly meetings to deliberate on the suitability
of various tasks, ensuring alignment with the assessed constructs, empirical credibility, and adaptability for benchmarking
purposes. Upon selection of an appropriate task, a detailed protocol was developed, including operational procedures,
materials and toolkits for experimental setup construction, and variability in task conditions. Each researcher was assigned
approximately three cognitive abilities to propose experimental protocols, which were subsequently reviewed and approved
by two supervising researchers. The following sections provide detailed descriptions of the protocol components.

C.1. Procedure for Experimental Paradigm Operationalization for the CoreCognition Dataset

Each included experiment is formally described and specified in terms of how the assessed abilities are operationally defined
by relevant conditions in the experimental setup. Based on these operational definitions, the experimental designs from
the original literature were adapted to utilize commonly available objects, online materials, or digital modeling using
software toolkits. For each ability, 5-10 classical experimental paradigms were selected, each representing a distinctive
operationalization of the assessed construct.

C.2. Materials and Toolkits for Setup Construction

The materials and toolkits for constructing the proposed adaptations were selected based on their similarity to those
commonly used in laboratory assessments of respective cognitive abilities. This section details the selection criteria and
adaptations made for different developmental stages. The structured adaptation of cognitive experiments using daily
objects, online visual data, as well as software simulations ensures alignment with developmental psychology findings while
facilitating effective benchmarking.

Abilities in the Sensorimotor Stage are typically tested using objects that children frequently encounter in their daily
environments, reflecting their extensive reliance on embodied interactions with the physical world. For example, following
established experimental setups in developmental psychology laboratories, benchmark tasks for key sensorimotor abili-
ties—boundary, continuity, object permanence, spatiality, and perceptual constancy—were designed using tangible objects
such as pillows, strings, cups, and sheets. One of our assessments of spatiality employed the adaptation of classic cognitive
tasks such as the Visual Cliff, in which grid-patterned sheets are layered across transparent boxes to create depth that
demands spatial intuition to identify. One assessment of boundary is using occlusion paradigms where daily objects of
similar colors partially overlap with each other. One examination of continuity is the construction of moving objects behind
blockers and testing reactions to unexpected discontinuities, which are recorded into videos featuring manual manipulation
of toys and daily objects. One evaluation of object permanence is through tasks where objects are placed under a cup or
cloth and the subject must anticipate their continued existence. One method to assess perceptual constancy was to make use
of images of the same object under different visual presentations varied by size, shape, brightness, and color filters.

Abilities in the Concrete Operational Stage are usually tested in children who have yet to develop complex abstract thinking
but can reason about physical and logical relationships within structured experimental setups. Benchmarking models
for this stage involve problem trials that simulate real-life and digital constructions. For example, for assessments of
perspective-taking and conservation, real-life objects such as elastic cans, coins, straws, and play doughs were typically
employed to reconstruct the setup of classic Piagetian tasks using single- and multi-frame formats and are transcribed into
images to accompany the questions (Piaget, 1950; Spelke et al., 1992). For assessments of intuitive physics tasks, a physics
engine toolkit such as Physion was typically used to create digital simulations of hypothetical scenarios that comply to
real-life physical laws, a common approach used in laboratory studies of intuitive physics (Bear et al., 2021). The rendered
simulations for each scenario were subsequently transcribed via screenshots and screen recordings. We also set up the
experimental scenes in real world to curate realistic data. One method for us to collect hierarchical relation understanding
experimental set-ups was to leverage online data featuring images of different classes of daily items, such as chairs, cars,
and animals were typically used to create questions demanding the distinguishment of inclusive relations based on class
hierarchy, a common problem type used in laboratory studies of hierarchy understanding (Chapman & McBride, 1992).

Formal Operational Stage abilities involve high-level reasoning about complex, abstract constructs such as intentions,
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purposes, and dynamic mechanical motions. Assessment of such abilities thus often features both in-the-wild situations
of multi-agent or mechanical systems as well as examination-style problems seen in academic settings. The assessment
of mechanical reasoning involves problems from the cognitive science literature leveraging online physics problem sets,
including images of interconnected modules such as pulleys, gears, seesaw-like structures, stability, inertia and motion, and
fluids. Intentionality understanding was tested using real-world images from social platforms such as Reddit, Tieba, and
Quora, where models must infer people’s intentions in ambiguous social scenarios. The assessment of tool-using involved
presenting clearly depicted tools, such as a screwdriver, flashlight, and sunglasses, sourced from online collections. These
tools were provided as answer choices in questions designed to evaluate the selection of appropriate tools for specific
contextual scenarios.

C.3. Variability in Task Conditions

Questions developed under the same experimental protocol can incorporate a range of task conditions, provided they
remain consistent with the operationalization of the experimental paradigm. Simultaneously, a single experimental setup
can generate multiple questions targeting the same cognitive construct by varying specific parameters. For instance, the
three-mountain task can be adapted in different ways by altering the orientation of the doll or modifying the arrangement
of the elastic cans. These variations facilitate the expansion of the dataset, allowing each experimental paradigm to be
represented through multiple questions. This approach not only enhances the robustness of the assessment but also ensures a
more comprehensive evaluation of the targeted cognitive abilities by capturing different dimensions of the same underlying
construct.

22



Core Knowledge Deficits in Multi-Modal Language Models

D. MLLM Evaluation
D.1. Model Inference

We evaluated a total of 231 models, including both commercial closed-source models and open-source models. For
closed-source models, we conducted experiments on personal computers via API calls. For open-source models, we loaded
them onto servers from Hugging Face or GitHub for inference.

Our tested models exhibit diversity in architecture and size, ranging from 1B to 110B parameter size (only open-source
models included). Inference was performed on clusters equipped with 8xNVIDIA A100 80 GB GPUs. In most cases,
models between 1B and 13B in size could be inferred on a single GPU. Models ranging from 13B to 32B required two
GPUs, those from 32B to 70B required four GPUs, and larger models required all eight GPUs in the server.

Based on the input types they support, the 231 models were categorized into three groups: single-image, multi-image, and
video models. Specifically, 85 models supported only single-image input, 105 models supported multi-image input, and 41
models supported video input.

We exhausted different experimental conditions for each model type. The video experimental condition has encompassed
the most comprehensive dataset, covering both video input tasks and single-image tasks. For the multi-image experimental
condition, we divided each video into multiple frames and fed them into the models. For the single-image experimental
condition, we excluded tasks involving video or multi-image inputs and focused only on single-image tasks.

D.2. Choice Matching and Failure Cutoff

Evaluating the performance of language models requires a robust methodology that matches their outputs to valid choices.
However, the diversity of prompt formats and the complexity of generative models’ raw output pose challenges. To address
these issues, we investigated various matching methods and proposed a hybrid approach that combines the strengths of
template-based and semantic-based matching. We initially explored four matching methods:

1. Exact Match: After cleaning out special characters, this method matches MLLM output to a choice only when they
exactly match, ignoring cases.

2. “In” Match: After cleaning out special characters, this method matches MLLM output to a choice only when the
MLLM output split by spaces/punctuations contains only one choice.

3. Template Match: After cleaning out special characters, this method matches the whole MLLM output to templated
output formats, such as “Answers: [choice]” or “[choice]. [sentences of explanation without references to another
choice]”.

4. LLM Match: We employed Large Language Model (LLM)-as-a-judge with Llama3.1-70B and DeepSeek, providing it
with the complete original question and choice prompt, including textual summaries of images and videos, and the
MLLM output to determine which choice the output inclined toward.

We 1) randomly sampled data points and examined their matching accuracy using each method, and 2) aggregated the
overall rate of “failing to match” for each approach, yielding a fail rate (fail_rate) of:

> (number of data points matched to a valid choice)
> (total number of data points)

fail_rate =

Exact match and “in” match methods exhibited high fail rates, struggling to handle output formats from specialized models —
like reasoning models — and complex prompt requirements — like ones that require explanation. Template match captured
more scenarios but required iterative template adaptation to account for exceptions. After maximum reasonable template
adaptation, despite achieving high accuracy for successfully matched data points, its overall fail rate remained significant. In
contrast, LLM match excelled in deciphering MLLM output’s underlying choice behind explanation-only outputs, even
when the explanation underwent concession processes. However, LLMs were prone to hallucinations when the output was
short and simple choices were buried among lengthy background information.
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To address these limitations and exploit different matchers’ advantages, we created a Merge Match mechanism that
preferentially used template match results and imputed with LLM match’s result when template matching failed. This
harmonization of accurate regular-format matching and semantic-based matching yielded improved performance.

cutout threshold
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Figure 10. Fail rate of model output choice-matching, including model failure cut-off threshold

In Figure 10, as expected, the by-model fail rate distribution of the merge match approach exhibited a long-tail phenomenon
— with a small proportion of models performing significantly worse than the majority. To differentiate between detrimen-
tal/systematic failures (e.g., all-illegal-character-output) and innate model failures (e.g., successful information reception
but inadequate response), we conducted a manual examination of all models with a matching fail_rate of > 17%. This
thorough review enabled us to establish a clear cut-off point between these two categories. Based on this analysis, a final
cut-off rate of > 20% fail_rate was applied, resulting in the removal of 12 detrimentally failing models from our results.
The remaining 219 models exhibited reasonable performance and were retained for further analysis.

D.3. Circular Evaluation

The zero-shot prompting setup follows the format of Q(M)T — A, where the input includes the question text (Q), task
description (T), and multiple options (M) concatenated as tokens, with the output being the predicted answer (A). Given
that model predictions can exhibit bias in multiple-choice settings, we implemented circular evaluation as the baseline. In
circular evaluation, all answer options are shifted one position at a time, ensuring that the correct answer appears in each
option slot. Only when the model correctly predicts all shifted answers is it considered accurate (Liu et al., 2023a).
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E. Detailed Example Questions from the Concept Hacking Evaluation

Control Manipulation Control Manipulation
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subtle differences in texture and pattern within the dried grass and greenery. The ghillie suit camouflages the
person effectively, but you can spot: A slightly darker patch with rounded shapes, resembling a head and
shoulders near the lower left-center area of the image
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Figure 11. Detailed Example Questions from the Concept Hacking Evaluation. Each example is presented with GPT-40’s explanation of
its answer to the Manipulation task.

We probed the models’ reasoning behind their performance by asking them to provide an explanation for their answers. The
explanations revealed that models performing badly on manipulation tasks but better on control tasks, such as GPT-4o, are
indeed strongly reliant on shortcut reasoning. When answering manipulation tasks, they would reproduce statements that
correspond to the correct reasoning for answering the control tasks while totally ignoring the differences in task-relevant
conditions. For example, in the perceptual constancy task illustrated above, GPT-40 correctly produced reasoning that
seemingly reflects the understanding of perceptual constancy (’the converging lines of the bridge create an illusion of
decreasing width””) when answering the manipulation task, even though the width of the bridge is actually decreasing,
signaling that its reasoning is not based on the visual information presented in the image.
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F. Does Prompting Help?

We investigate the influence of different prompting techniques on the performance of MLLMs on our benchmark. As
illustrated in Appendix-Table 4, we explore 10 different prompting techniques (divided into 5 categories). We found that
a majority of the prompts do not boost performance. Interestingly, concept description (prompt 10), a novel prompt that
we designed consisting of a concise description of the concepts evaluated by the task, surpasses all the other prompts by
improving performance by over 6%. This is possible because providing more information regarding the assessed domains
allows more efficient extractions of knowledge represented distributedly in the network, an effect that has been hypothesized
in the literature (Chalmers, 1992).
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Figure 12. Prompt Analysis

Table 5. Details of 10 Prompting Techniques

Category Prompt

no prompt [Empty String]

Let’s think step by step.
Take a deep breath and answer this question carefully.

Please answer the question and provide an explanation.
explanation Please answer the question and explain to me in simple terms.
Please answer the question and explain it to me like I am 11 years old.

Please answer the question carefully. I’'m going to tip you 200 dollars for a better solution.
Please answer the question carefully. You will be penalized if your answer is incorrect.

Please answer the question and ensure that your answer is unbiased and doesn’t rely on

o _______Stereotypes. o ____________.
role playing You are an expert on cognitive science and are familiar with [Concept name].
e . . Please read the concept explanation and then answer the related question. Concept: [concept
cognitive instruction description]
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