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Abstract. Recent works have proposed the combination of active and
semi-supervised learning techniques to efficiently incorporate unlabeled
data. The so-called active semi-supervised learning (ASSL) investigates
methods to efficiently construct predictive models by employing either a
domain expert or model to (pseudo)-label data. To the best of our knowl-
edge, ASSL has not been applied in the context of multi-target regression,
a predictive task where multiple continuous targets must be predicted. In
this work, we propose MASSTER, Multi-target Active Semi-Supervised
Training for Regression, a novel ensemble method that identifies the
most relevant instance-target pairs based on the variance in their predic-
tions. Further, as its semi-supervised component, our method incorpo-
rates a variation of both self-learning (MASSTER-SL) and co-training
(MASSTER-CT). Experiments using 8 benchmark datasets reveal that
our method provides superior results in most of the cases when compared
to the current state-of-the-art.
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1 Introduction and Method

Supervised machine learning algorithms often require substantial amounts of
labeled data to perform well, which is not always available. In many cases, how-
ever, unlabeled data is easily obtainable. In order to reduce labeling costs, studies
have proposed active semi-supervised learning (ASSL), the combination of ac-
tive learning (AL) with semi-supervised learning (SSL), which incorporates data
labeled by an oracle and data is pseudo-labelled using a model.

To the best of our knowledge, ASSL has never been investigated in multi-
target regression (MTR), a predictive task where multiple continuous outputs
must be predicted. We propose MASSTER, Multi-target Active Semi-Supervised
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Training for Regression, a method that uses the variance of predictions to identify
the most relevant instance-target pairs. Further, it is combined with both self-
learning [6] (MASSTER-SL) and co-training [3] (MASSTER-CT), well-established
SSL methods.

By using 8 benchmark datasets, we have compared the proposed method
with both (1) the only AL method for MTR [1] [2] and (2) adaptations of AL
methods originally proposed for single-target regression [7] [5], including the
popular method greedy sampling [7] and RT-AL, the current state-of-the-art [5].

2 Experiments

For a complete analysis of the results, please refer to our paper [4]. In Fig-
ure 1, we present our results. As can be seen, the variants of our proposed
method, MASSTER-CT and MASSTER-SL, provided superior in most of the
cases, where their curves rise faster than the AL counterpart (MASSTER-AL)
and the SSL counterparts (SSL-SL and SSL-CT). Thus, our methods are capable
of identifying the most informative data points while correctly pseudo-labeling
part of the unlabeled pool.

Fig. 1: The x-axis contains the epochs, whereas the y-axis shows the performance.

3 Conclusion

To the best of our knowledge, we have presented the first work on semi-supervised
active learning for multi-target regression. More specifically, we proposed a
method that employs the variance of predictions, along with a semi-supervised
component. Future work should include novel active learning algorithms for
multi-target regression.
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