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Abstract

We study constrained comonotone min-max op-
timization, a structured class of nonconvex-
nonconcave min-max optimization problems, and
their generalization to comonotone inclusion. In
our first contribution, we extend the Extra An-
chored Gradient (EAG) algorithm, originally pro-
posed by Yoon & Ryu (2021) for unconstrained
min-max optimization, to constrained comono-
tone min-max optimization and comonotone in-
clusion, achieving an optimal convergence rate of
O (#) among all first-order methods. Addition-
ally, we prove that the algorithm’s iterations con-
verge to a point in the solution set. In our second
contribution, we extend the Fast Extra Gradient
(FEG) algorithm, as developed by Lee & Kim
(2021), to constrained comonotone min-max op-
timization and comonotone inclusion, achieving
the same O () convergence rate. This rate is
applicable to the broadest set of comonotone in-
clusion problems yet studied in the literature. Our
analyses are based on simple potential function
arguments, which might be useful for analyzing
other accelerated algorithms.

1. Introduction

Min-max optimization is a cornerstone in game theory, op-
timization, and online learning. While classical theoretical
studies have primarily focused on the convex-concave case,'
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there has been growing interest in nonconvex-nonconcave
min-max optimization problems within the machine learn-
ing and optimization community. This surge in attention is
attributed to a range of innovative applications of nonconvex-
nonconcave min-max such as generative adversarial net-
works (GANs) (see (Goodfellow et al., 2014; Arjovsky et al.,
2017)), adversarial examples (see (Madry et al., 2017)), ro-
bust optimization (see (Ben-Tal et al., 2009)), and reinforce-
ment learning (see (Du et al., 2017; Dai et al., 2018)).

Unfortunately, even finding a first-order stationary point is
generally intractable for nonconvex-nonconcave min-max
optimization problems (Daskalakis et al., 2021). In light
of this obstacle, recent research has shifted focus towards
classes of nonconvex-nonconcave min-max optimization
problems that exhibit more structure. One class that has
received extensive attention is the comonotone min-max op-
timization problem proposed by Bauschke et al. (2021) (see
Example 1 for the definition), which captures the convex-
concave setting as a special case.

During the past few years, we have witnessed a series of
exciting advancements in comonotone min-max optimiza-
tion (Diakonikolas et al., 2021; Pethick et al., 2022; Lee &
Kim, 2021; Yoon & Ryu, 2022; Sedlmayer et al., 2023; Cai
& Zheng, 2023a;b; Tran-Dinh, 2023; Gorbunov et al., 2023).
However, the algorithms proposed in these studies often
exhibit one or more of the following limitations: (a) they
suffer a sub-optimal convergence rate, (b) they only apply to
the unconstrained setting or (c) they lack point convergence
guarantees.” Addressing these challenges, the primary goal
of our paper is to design algorithms that simultaneously
surmount all three of these limitations. More specifically,
we seek to answer the following question:

Question: Can we design algorithms for comonotone
min-max optimization that have (i) the optimal conver-
gence rate in the constrained setting and (ii) point
convergence to the solution set?

We provide an affirmative answer to this question. In partic-
ular, we design algorithms that exhibit the optimal conver-
gence rate of O(1/T) in the constrained setting for comono-
tone min-max optimization, and our algorithms are guar-

?An algorithm has point convergence if its iterates has a limit.
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anteed to converge to a point within the solution set. See
Table 1 for comparison between our algorithms and the ones
proposed in the literature. Indeed, our findings extend to
the more general problem of Comonotone Inclusion. More
specifically, we consider composite inclusion problems that
involve a single-valued and Lipschitz continuous operator
F : R™ — R", and a maximally monotone set-valued opera-
tor A : R™ — P(R").? The goal is to find a point z* € R™
such that 0 € F(z*) + A(z*). If the composite operator
satisfies the p-comonotonicity condition:

(w—', =2 > pllu =,
Vz,2' € R" andVu € F(z) + A(z),u' € F(2') + A(?),

we refer to these problems as Comonotone Inclusion Prob-
lems (CMI). It is not hard to see that both the unconstrained
comonotone min-max optimization and the monotone varia-
tional inequality fall under the umbrella of CMI. The general
formulation of CMI enables us to capture more complex
settings, such as constrained or non-smooth min-max opti-
mization. For a more detailed discussion, see Section 2.

1.1. Our Contributions

In this paper, we evaluate the quality of a solution by
measuring the norm of the composite operator. Specif-
ically, a point z € IR"™ is an e-approximate solution if
0 € F(z)+ A(z) + B(0,¢€), where B(0, ¢) is the ball with
radius € centered at 0. As discussed in Section 2.2, this
criterion is equivalent to the tangent residual of z, a notion
introduced in (Cai et al., 2022), being no more than e.

First, we extend the Extra Anchored Gradient algorithm
(composite-EAG), originally proposed by Yoon & Ryu
(2021) for unconstrained convex-concave min-max prob-
lems, to solve p-comonotone composite inclusion problems.

Contribution 1: We show that the 7'-th iterate of
(composite-EAG) is an O(£)-approximate solution to
CMI if (i) the single-valued operator F' is L-Lipshitz,
(ii) the set-valued operator A is maximally monotone,
and (iii) the composite operator ' + A is p > _2()%'
comonotone. Additionally, our algorithm ensures point
convergence to a point within the solution set when

condition (i), (ii) and (iii) hold.

Next, we extend the Fast Extra-Gradient (FEG) algo-
rithm Lee & Kim (2021) originally designed for uncon-
strained comonotone convex-concave min-max optimization
to comonotone inclusion problems.

*The powerset of R” is denoted as P(R™).

Contribution 2: We show that the 7-th iterate of
(composite-FEG) is an O()-approximate solution to
CMLI if (i) the single-valued operator F'is L-Lipschitz,
(ii) the set-valued operator A is maximally monotone,
and (iii) the composite operator F' + A is p > —i—
comonotone. Additionally, our algorithm is guaranteed
point convergence if (i) and (ii) hold, and the composite

operator F' + A is monotone, i.e., 0-comonotone.

Note that the convergence rate of our algorithms composite-
EAG and composite-FEG matches the lower bound by (Di-
akonikolas, 2020; Yoon & Ryu, 2021), and is therefore
optimal for any first-order method. Some further remarks
are in order.

* Our algorithms composite-EAG and composite-FEG are
the first first-order algorithms with optimal O () con-
vergence rates for the constrained and negatively comono-
tone setting. We remark that Kovalev & Gasnikov (2022)
concurrently propose composite-EAG and prove its con-
vergence in the constrained and monotone setting.

* Our algorithm composite-FEG achieves the optimal con-
vergence rate in the constrained and negatively monotone
setting with p > — ﬁ, which represents the widest range

of p values among all single-loop algorithms.*

* We are the first to provide first-order methods that achieve
both optimal convergence rates and point convergence in
the constrained and negatively comonotone setting.

1.2. Related Work

There is a vast literature on inclusion problems and varia-
tional inequalities. See (Facchinei & Pang, 2003; Bauschke
& Combettes, 2011; Ryu & Boyd, 2016) and the references
therein. We provide a brief discussion of the most relevant
results here and postpone the rest to Appendix A.

Accelerated Convergence Rate for Convex-Concave Min-
Max Optimization and Monotone Variational Inequal-
ities. We overview results that achieve the O(7) accel-
erated convergence rate in terms of the operator norm or
residual. Note that these results imply O(%) convergence
rate in terms of the gap function. We describe these results
in the language of inclusion problems.

Recent results show accelerated rates through Halpern itera-
tion (Halpern, 1967) or a similar mechanism — anchoring.

*Very recently, some works propose algorithms that work for
a wider range of p > f% in the unconstrained (Cai et al., 2024;
Fan et al., 2024) and constrained setting (Alacaoglu et al., 2024).
However, these algorithms are double-loop and are sub-optimal
by log 7" in terms of the convergence rates. It is an open question
to design a single-loop algorithm that works for p > — % with no

spurious log factors.
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Table 1. Existing results for comonotone inclusion problem. The convergence rate is in terms of the operator norm (in the unconstrained
setting) and the residual (in the constrained setting). (f): The O(ﬁ) convergence rates hold under the weak Minty assumption, which is

implied by the comonotonicity assumption.

Algorithm Rate Range of p  Constraints Point Convergence
" Gommovetal, 207t LOGRL | (o) [ K /
CEG+ (Pethick et al., 2022; 2023)} O(z) (-3 1) v v
Double-Loog)KPOIEi[e)IeiIrjr:l éﬁl;l({)(z)gl)kolas, 2020) o % ) (- ﬁ +o0] % Unknown
APG* (Yoon & Ryu, 2022) o)) [0, +oo] v v
EAG (Yoon & Ryu, 2021) O(7) [0, +o¢] X v
FEG (Lee & Kim, 2021) O(%) (=55, +00) X v (for p > 0)
ARG (Cai & Zheng, 2023b) O(7) [— 505> +0) v Unknown
AOG (Cai & Zheng, 2023a) O(L) [0, +00] v Unknown
fOGDA (Sedlmayer et al., 2023) O(+) [0, +00] v v
composite-EAG [This paper] O(%) [— 50z, +0) v v
composite-FEG [This paper] O(%) (=55, +0) v v (for p > 0)

Implicit versions of Halpern iteration have O(+) conver-
gence rate (Kim, 2021; Lieder, 2021; Park & Ryu, 2022)
for monotone operators and explicit variants of Halpern
iteration achieve the same convergence rate when F' is co-
coercive and A is the subdifferential of the indicator func-
tion of the feasible set (Diakonikolas, 2020; Kim, 2021).
Diakonikolas (2020) also provides a double-loop imple-
mentation of the algorithm for monotone operators at the
expense of an additional logarithmic factor in the conver-
gence rate. Yoon & Ryu (2021) proposes the extra anchored
gradient (EAG) method, which is the first explicit method
with an accelerated O(%) rate in the unconstrained setting
for monotone operators, i.e., F' is monotone and A = 0.7,
They also establish a matching €2( ) lower bound that holds
for all first-order methods. Convergence analysis of the past
extragradient method with anchoring in the unconstrained
setting is provided by Tran-Dinh & Luo (2021). More re-
cently, Tran-Dinh (2022) studies the connection between
Halpern iteration and Nesterov’s accelerated method and
provides new algorithms for monotone operators and al-
ternative analyses for EAG in the unconstrained setting.
Sedlmayer et al. (2023) analyzes the fast optimistic gradi-
ent descent ascent (fOGDA) and shows that the algorithms
achieve O(%) convergence rate for constrained monotone
variational inequalities, i.e., F' is monotone and A is the sub-
differential of the indicator function of the feasible set. Cai
& Zheng (2023a) proposes an anchored variant of optimistic

>We use A = 0 to denote the set operator that maps any point

to ()

gradient descent ascent (AOG) for monotone games, and
their analysis extends to constrained monotone variational
inequalities.

Accelerated Convergence Rate for Comonotone Min-
Max Optimization and Comonotone Inclusion. For
unconstrained comonotone min-max optimization prob-
lems, i.e., F' is comonotone and A = 0, Lee & Kim
(2021) proposes a generalization of EAG called fast ex-
traradient (FEG), which achieves O(+) convergence rate.
For constrained comonotone min-max optimization prob-
lems, convergence of implicit methods such as the proximal
point algorithm and the Halpern iteration has been ana-
lyzed (Bauschke et al., 2021; Kohlenbach, 2022). Moreover,
the explicit double-loop variants of the Halpern iteration
achieves O(k’%T) convergence rates (Diakonikolas, 2020;
Kohlenbach, 2022). Cai & Zheng (2023b) analyzes the an-
chored variant of Reflected Gradient (ARG) and shows a
O(%) fast convergence rate for a subset of comonotone in-
clusion problems covered by our algorithms.® It is unknown
whether their algorithm has point convergence.

Point Convergence in the Convex-Concave and Mono-
tone Setting. For unconstrained convex-concave min-max
optimization problems, Yoon & Ryu (2022) shows that a
range of fast algorithms, namely EAG (Yoon & Ryu, 2021),
FEG (Lee & Kim, 2021) and anchored Popov’s scheme

8See the paragraph of “Preliminary Version of this Paper” for
discussion between their results and ours.



Accelerated Algorithms for Constrained Nonconvex-Nonconcave Min-Max Optimization and Comonotone Inclusion

(Tran-Dinh & Luo, 2021), all converge to the Optimized
Halpern Iteration (Lieder, 2021; Kim, 2021) — an implicit
method. Consequentially, this implies that all aforemen-
tioned methods have point convergence, as the Optimized
Halpern Iteration has point convergence. Additionally, Sedl-
mayer et al. (2023) shows that the fOGDA has point con-
vergence to the solution set for constrained monotone varia-
tional inequalities.

Preliminary Version of this Paper. We would like to
mention that the initial version of this paper was first made
available online in June 2022. This early version included
an algorithm similar to composite-EAG that is capable of
achieving an O(%) accelerated convergence rate for CMI.
In concurrent work, Kovalev & Gasnikov (2022) propose
composite-EAG and prove its convergence for CMI with
p > 0. The current version not only includes this result but
also introduces a novel point convergence analysis. Note
that Sedlmayer et al. (2023); Cai & Zheng (2023a;b) ap-
peared after our manuscript was available online. In particu-
lar, the analyses used in Cai & Zheng (2023a;b) are similar
to the one first proposed in this paper, building upon certain
key lemmas and inequalities established here. Tran-Dinh
(2023) provides an alternative proof for the convergence
rates of our algorithm composite-FEG but does not provide
any point convergence guarantees.’

‘We summarize all results discussed in this section and our
results in Table 1.

2. Preliminaries

We consider the Euclidean Space (R™, || - ||), where || - || is
the ¢ norm and (-, -) denotes inner product on IR™.

Basic Notions about Operators. A set-valued operator
A:R"™ = R" maps z € R" to a subset A(z) C R™. We
say A is single-valued if |[A(z)| = 1 for all z € R™. The
graph of an operator A is defined as Grag = {(z,u) : z €
R™, u € A(z)}. The inverse operator of A is denoted as
A~! whose graph is Gray—1 = {(u,2) : (2,u) € Graa}.
We also denote Zer(A) = {z € R" : 0 € A(z)}. For
two operators A and B, we denote A + B as the opera-
tor with graph Graa.p = {(z,us + up) : (z,ua) €
Grag, (z,up) € Grap}. We denote the identity operator
as I : R™ — R™. For L € (0, 00), a single-valued operator
A :R"™ — R™is L-Lipschitz if

|A(z) — AGH| < L-||z =27, Vz2z €R"

Moreover, A is non-expansive if it is 1-Lipschitz. For a non-
expansive operator A, we denote its fix points Fix(A4) =
{z € R" : z = A(z)}. For a closed convex set Z C R"

"composite-FEG was proposed in the second version of this

paper, which appeared online in August 2022.

and point z € R", we denote the normal cone operator as
Nzl

0,
Mo = {{v ER":(v,2' —2) <0,V € 2},

z ¢ Z,
z€Z.

Define the indicator function

0 ifz€ 2,
]IZ(Z) = {

+00 otherwise.

Then it is not hard to see that the subdifferential operator
0lz = Nz. The projection operator IIz : R™ — R" is
defined as I1z[z] := argmin_, . z ||z — 2|2

(Co)monotone Operators For p € R, an operator A :
R™ = R™ is p-comonotone (Bauschke et al., 2021),8 if

(w—u',z—2") > plu—d||°, V(zu),(z )€ Gray.

If A is O-comonotone, then A is monotone. If A is p-
comonotone for p > 0, we also say A is p-cocoercive (a
stronger assumption than monotonicity). When A satisfies
negative comonotonicity, i.e., p-comonotonicity with p < 0,
then A is possibly non-monotone. Negative comonotonicity
is the focus of this paper in the non-monotone setting.

A is maximally p-comonotone if A is p-comonotone and
there is no other p-comonotone operator B such that
Grag C Grap strictly. A is maximally monotone if it
is maximally O-comonotone. When f : R” — R is a con-
vex closed proper function, then its subdifferential operator
0f is maximally monotone. As an example, 0z = Nz is
maximally monotone.

Resolvent Operators We denote the resolvent of an op-
erator A as Jq == (I + A)~L.

Proposition 2.1. (Rockafellar, 1976; Ryu & Boyd, 2016,
Bauschke & Combettes, 2011; Ryu & Yin, 2022) When A
is maximally monotone, its resolvent J, 5 has the following
properties: for any n > 0,

1. Jya is well-defined on R"™ and non-expansive;

2. ifz=Jya(?), 2 € A(2);

3. when A = Nz is the normal cone operator of a closed
convex set Z C R", Jya = llz is the projection
operator.

2.1. Inclusion Problems with Negatively Comonotone
Operators.

Given a single-valued and possibly non-monotone operator
F and a set-valued maximally monotone operator A, we

Swhen p < 0, p-comonotonicity is also known as |p|-
cohypomonotonicity (Combettes & Pennanen, 2004).
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denote ¥ = F' + A. The comonotone inclusion problem is

to find a point z* € IR™ that satisfies
0c E(z%) = F(z") + A(z). (CMID)

We say z is an e-approximate solution to CMIif 0 € F(z) +
A(z) + B(0,€). We summarize the assumptions on CMI
below.

Assumption 2.2. In CMI,
1. F:R™ — R" is L-Lipschitz.
2. A:R™ = R" is maximally monotone.

3. E = F + Ais p-comonotone, i.e., there exists p < 0
such that

(w—u',z—2) > pllu—u| V(2 ), (2 v) € Grag .

4. There exists a solution z* € R” such that 0 € E(z*).

The formulation of CMI provides a unified treatment for
a range of problems including variational inequalities (see
Appendix B.1), min-max optimization, and multi-player
games. We present one detailed example below and refer
readers to (Facchinei & Pang, 2003) for more examples.
Example 1 (Min-Max Optimization). The following struc-
tured min-max optimization problem captures a wide range
of applications in machine learning such as GANs, adver-
sarial examples, robust optimization, and reinforcement
learning:

o max f(z,y) +g(x) — h(y), (1)
where f(-,-) is possibly non-convex in x and non-concave
in y. Regularized and constrained min-max problems are
covered by appropriate choices of lower semicontinuous
and convex functions g and h. Examples include ¢;-norm,
f5-norm, and indicator function of a convex feasible set.
Let z = (z,y), we define F'(2) = (0, f(z,y), =0y f(x,y))
and A(z) = (9g(x), 0h(y)). If F and A satisfies Assump-
tion 2.2, then we call it a comonotone min-max optimization
problem. See (Lee & Kim, 2021, Example 1) for examples
of nonconvex-nonconcave conditions that imply negative
comonotonicity. We also note that the resolvent of Jg is also
known as the proximal operator prox,, = (I + Andg)~".
The resolvent J,,9, is efficiently computatable for g being
the ¢1-norm, ¢>-norm, matrix norms, an indicator function
for a convex feasible set, among many others (see (Parikh
et al., 2014, Ch 6, 7) for a comprehensive overview of prox-
imal operators and their efficient computation).

2.2. Convergence Criteria

An appropriate convergence criterion is the tangent residual
7875 (2) == minge a(z) [|F(2) + ¢/, which is an extension

of the operator norm || F'(z)] in the unconstrained setting
(A = 0) to the composite setting. This is a natural quantity
for inclusion problems, as r}‘f}(z) < e is equivalent to
z being an e-approximate solution to CMI. In this paper,
following (Cai et al., 2022), we refer to this quantity as the
“tangent residual”. Another commonly-used convergence
criterion that captures the stationarity of a solution is the
natural residual r3% = |z — Ja[z — F(2)]|. Note that
z* is a solution to CMI iff z* = Jy[z* — F(2*)]. The
following fact shows that natural residual is upper bounded
by the tangent residual (see proof in Appendix B.2).

Fact 1. In CML, r3% (2) < 1197 (2).

In this paper, we state our convergence rates in terms of

the tangent residual rt4" (z), which implies (i) convergence

rates in terms of the natural residual 3% (2), and (i) z is
an approximate solution to CMI and the variational inequal-
ity problems including SVI and MVI (see Definitions in

Appendix B.1).

3. composite-EAG for Comonotone Inclusion
with Point Convergence

We study CMI under Assumption 2.2 with p-comonotone
operators. The extra anchored gradient (EAG) algo-
rithm (Yoon & Ryu, 2021) has been shown to have optimal
last-iterate convergence rate and point convergence (Yoon
& Ryu, 2022). However, these results only hold when (i)
A = 0, i.e., the unconstrained setting and (ii) F' is mono-
tone (p > 0). The state-of-the-art work of Sedlmayer et al.
(2023) achieves similar results in the constrained setting, i.e.,
A = 0L for the feasible set .S, but still requires the mono-
tonicity assumption on F'. Thus the problem of achieving
O(1/T) convergence rate and point convergence without
the monotonicity assumption is open even in the uncon-
strained case. In this section, we improve both results from
(Yoon & Ryu, 2022; Sedlmayer et al., 2023) by proposing
the composite extra anchored gradient algorithm composite-
EAG that achieves both the optimal O(1/T") last-iterate
convergence rate (Theorem 3.2) and point convergence (The-
orem 3.8) for CMI with p > — 5=

composite-EAG We propose composite extra anchored
gradient (composite-EAG) algorithm (Algorithm 1). Specif-
ically, given an arbitrary z; and step size n > 0,
composite-EAG first set z1 = Jya[z0 — nF(20)] and
c1 = %j")%l; then for any k > 1, it updates as shown
in Algorithm 1. Recall that by definition of the resolvent
Jna, we have ¢, € A(zy). All missing proofs in this section
can be found in Appendix C.

Remark 3.1. A keen reader may notice that in the important
special case of constrained variational inequality problem
where A = Nz is the normal cone of a convex set Z C IR",
the z;, +1 produced by composite-EAG may not lie in the
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Algorithm 1 composite-EAG for CMI with p > —ﬁ

Initialization: 2 € R". Step size n > 0. B = 7 for k > 0. Set
zo0 —nF(z9) — 2
21 = Jpalzo —nF(20)], < = 01 7(70) !
for £ > 1do
2ty = Brzo + (1= Br)zr — nF(2k) — nex
= 1— Bz —nF
Zip1 = JpalBrzo + ( Br)ze —n (Zk-&-%)] (composite-EAG)
Brzo + (1= Br)ze — nF (234 1) — 2kt
Ck+1 =
n
end for

set Z. In Appendix E, we present proj-EAG, a variant of
composite-EAG, designed to consistently produce iterates
within the set Z. Furthermore, proj-EAG preserves the
O(1/T) convergence rate alongside point convergence.

3.1. Technical Novelty

We illustrate the main technical challenges and techniques
developed in extending the algorithms and their convergence
guarantees to the composite and comonotone settings, which
may also be applicable to analyzing other algorithms.

Constraints. One key challenge is to design the correct up-
date rule of composite-EAG in the composite setting. Stan-
dard approaches, such as adding two backward steps (i.e.,
projections) to EAG, do not yield algorithms that admit
simple analysis. In composite-EAG, we introduce a new ele-
ment ¢, € A(zy) to ensure that F'(zi) + ¢ € (F+ A)(zg).
If we consider F' + A as a single operator, the update rule
of composite-EAG simplifies to that of EAG in the uncon-
strained setting. This property enables us to smoothly extend
the analysis from the unconstrained setting to the compos-
ite setting. The design of composite-EAG also appears in
the concurrent work of Kovalev & Gasnikov (2022). Our
approach to handling constraints has inspired subsequent
work by Sedlmayer et al. (2023), which extends fast OGDA
from the unconstrained to the constrained setting.

Negative Comonotonicity. Negative comonotonicity in-
troduces an additional quadratic term in the analysis of
composite-EAG, and it is unclear how to cancel this term.
We address it through a weighted sum of terms, employing
Young’s inequality and a carefully balanced set of coef-
ficients. Although this approach enables our analysis, it
results in a more restrictive range of p > —20% compared
to composite-FEG.

3.2. O(1/T) Last-Iterate Convergence Rate

In this section, we show that composite-EAG has O(1/T)
last-iterate convergence rate with respect to the tangent resid-
ual, which matches the lower bound for any first-order meth-
ods (Diakonikolas, 2020; Yoon & Ryu, 2021).

Theorem 3.2 (Last-iterate convergence rate of compos-
ite-EAG). Consider a comonotone inclusion problem with
Assumption 2.2 holds with p > — 2OL Letn = 931 31 and
{2k: 244 1 Yo>1 the iterates generated by composzte -EAG.
Then the followmg holds for any T > 1,

20H?

tan ( 2T2 ,
n

e (2r)? < ||F(2r) + cr|? <

where H? := 6|21 — z0||>+||z0 — 2*|* < 6n2rien 7 (20)% +

llz0 — 2*||".

Proof Sketch We apply a potential function argument.
Recall the definition of the tangent residual 747 (2) :=
minge 4(z) [|[F'(2) + ||, which involves an optlmlzation
problem and can be hard to analyze directly. Since
e € A(zi), we have ||[F(zi) +cill > 7% (21) and
1F (1)
ual. We construct a potential function Vj, that is of the
order Q(k* - 714% (2x)?) (Lemma 3.5). Although the po-
tential function may not always decrease, we manage to
prove that the increment in each iteration k is sufficiently
small: Vipq — Vi < O(1) - ||F(2;) + cx | in Theorem 3.4.
We then apply this approximately non-increasing property
of the potential function to conclude O(1/T) last-iterate
convergence rate of || F'(zy,) + cx|| and thus 7587 (24,).

3.2.1. PROOF OF THEOREM 3.2

Potential function We formally define the potential func-
tion V, for k > 1lasV, = @HnF(zk) +nexl® +
k(nF (zx) + nck, 2k — 20). A bound on V; is immediate.
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Lemma 3.3 (Upper bound of V7). In the same setup as
Theorem 3.2, we have Vi < 6|21 — z0||> < 6n2rtan, (20)2

The following result that proves that V}, is approximately
non-increasing is the core of the analysis.

Theorem 3.4 (Approximately non-increasing potential). In
the same setup as Theorem 3.2, we have for all k > 1,

Vi1 — Vi
2 Ok(k+1)
4000

1
< §H7)F(Zk+1) +nekll

The following lemma shows that Vj, is of order (k2
T.tan(zk)2).

Lemma 3.5. In the same setup as Theorem 3.2, for any
k > 1, we have

k(k +
B L 1 (2) + el < Vi + 120 — 2|

In particular, Vi, > —||z0 — Z*”Q-

Proof of Theorem 3.2 Recall that H2 > V; + | z0 — 2*||>.
For £k = 1, from Lemma 3.5, we directly get that
2 )

[nF(z1) +nea|” < 4(Vi + llzo — 27(7).

Now fix any k£ > 2.
Lemma 3.5, we have

Combining Theorem 3.4 and

k(k+1
MEED g () + el

< Vi + |20 — 2%

k
s 1
<Vitllao = 2P+ 5 - D InF () + el

t=2

Subtracting || F (zx) + ncy, |* from both sides and noting
that Tk > 1 for k > 2 gives

k2 )
o InF () + e
k—1

<Vi+ 20 — 2| +* > nF(z2) + nedl®.
t=2

Now we can apply Proposition F4 with C; =
Vi + ||z0 — 2*||* to conclude that ||[nF(z) + nexl® <
20(Vit|lzo—2"|") ~ 20H?

k2 = k2

Corollary 3.6. In the same setup as Theorem 3.4, we have

2
< 4000H?2.

oo
>k + D)||2rr1 — 2y
k=1

< 8000HZ 5 all | > 1.

It also implies ||zk+1 — (et 1)°

Zk+%||

2
Zk-‘r% —Zk_i'_lH .

3.3. Point Convergence of composite-EAG

To further show point convergence of composite-EAG, we
identify a merging path (MP) property, a notion proposed
in (Yoon & Ryu, 2022), between composite-EAG and the
optimized Halpern’s method (OHM) (Lieder, 2021; Kim,
2021). We first present the definition of the merging path
property and results for OHM.

The Merging Path Property (Yoon & Ryu, 2022) Let
R be a deterministic algorithm. We use R(zo;P) =
{zo,x1,...} to denote that 9% applied to problem P with
initial point x produces iterates zg, z1, . . .. We say two al-
gorithms 2R, and 93, have O(r(k))-merging path if for any
problem P and point y € R", the iterates 9% (xo;P) =
(zo, 27, 25,...) for £ = 1,2 satisfy ||z}, — ka = O(r(k)).

We say R; and R, are O( (k))-MP if they have O(r(k))-

merging paths. The merging path property is a strong notion
that quantifies the near-equivalence of algorithms. Yoon &
Ryu (2022) establishes O(1/k?)-MP for EAG, FEG, and the
optimized Halpern’s method (OHM) in the unconstrained
(A = 0) and monotone (p > 0) setting. Since it is well-
known that OHM has point convergence, the merging path
property implies point convergence of EAG and FEG in the
unconstrained and monotone setting.

Optimized Halpern’s Method For the inclusion problem
of '+ A, OHM is an implicit method: let wy = zg, it
updates in each iteration k£ > 0:

Wy 1 = Brwo + (1 = Br)w
i (OHM)
Wi+1 = Jp(Fya) [wk+%]

where we denote 3, = k%rl For the ease of analysis, we

Wyt 1 —NF(Wk41)—wr41

define dy4+1 = n . By definition of the
resolvent J, (4 4y, we have dj 1 € A(wyy1). We note that
when F'+ A is maximally p-comonotone with p > —3 L ,its
resolvent J;(r4 4) is nonexpansive (Bauschke et al., 2021).
Thus, classical results on Halpern’s iteration show that OHM
converges (Bauschke et al., 2017, Theorem 30.1) and has
optimal last-iterate convergence rate (Lieder, 2021). We
summarize these results below.

Theorem 3.7 (Theorem 30.1 of (Bauschke et al., 2017),
Theorem 2.1 of (Lieder, 2021)). Let wg = z9 € Z be
any point. If Jypia) has a fixed point,’ then the it-
erates {wy}r>0 of OHM converge to gze,(pia)l20] =
argmin, cye,(pya) |12 — 20l|. Moreover, for any k > 1, it

®J(r+a) has a fixed point is equivalent to Zer(F + A) is
nonempty.
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holds that
‘2

2
[nF (we1) + 1 [|” = Hwk+5 - Jn(F+Nz)[wk+%]

4wy — w*||*
=Ty

Merging Path between composite-EAG and OHM  The
main result of this section is to establish that composite-
EAG and OHM are O(—J=)-MP, ie., |21 — wip1||* =
O(ﬁ) (Theorem 3.8). Combining this result with the con-
vergence guarantee of OHM (Theorem 3.7) directly implies
that composite-EAG converges to the solution closest to the
initial point zg.

Theorem 3.8 (Merging path between composite-EAG and
OHM). Consider a comonotone inclusion problem with
Assumption 2.2 holds with p > 720%. Letn = O‘Li. Denote
{zk } k>0 the iterates of composite-EAG and {wy, } >0 the
iterates of OHM. Let wg = 2, then for any k > 1,

30000H2
(k+1)2"

40000H?
(k+1)2

211 — weaa||” <

The rate of O(ﬁ)-MP is worse than O(1/k?)-MP obtained
by Yoon & Ryu (2022) in the unconstrained and monotone
setting. This is due to the need to tackle additional techni-
cal challenges introduced by the constraints and negative
comonotonicity. Understanding the precise dependence on
k for the merging path property is an interesting open prob-
lem. To our knowledge, composite-EAG is the first explicit
algorithm with both optimal convergence rate and point con-
vergence guarantee for CMI. Indeed, such guarantees were
not known even in the unconstrained setting.

Proof Sketch Fix any k, we conduct a single-step analysis
and prove the following inequality

(k+1)?| 201 — wierr|* < K2z — wi]® + (k + 1)*Ey

where I represents certain terms. By telescoping the above
inequality, it remains to show that Zle(k + 1)2E, =
O(k3/?), which follows from combining the O(1/k) last-
iterate convergence rate (Theorem 3.2) and Corollary 3.6.

4. composite-FEG: Optimal Convergence Rate
for a Wider Range of p

The composite-EAG algorithm has optimal last-iterate con-
vergence rate as well as guaranteed point convergence, but
only for CMI with p > —z=. In this section, we pro-
pose the composite Fast Extra Gradient (composite-FEG)
method, an explicit method that is applicable to CMI with
p > —21L. We show that composite-FEG achieves opti-

mal O(1/T) last-iterate convergence rate. We remark that

CMI with p > fﬁ is currently the largest class of non-
monotone problems efficiently solvable by any single-loop
algorithms. Our result generalizes previous results (Yoon &
Ryu, 2021; Lee & Kim, 2021), which are limited to the un-
constrained setting. Additionally, we show that composite-
FEG has point convergence in the monotone setting (p = 0),
which matches the state-of-the-art result by (Sedlmayer

et al., 2023).

Extension of FEG for Comonotone Inclusion Given any
initial point zy € R™ and step size > 0, composite-FEG
sets ¢g = 0 and updates {Zk+% ) Zk+1, Ck+1 } k>0 as shown
in Algorithm 2. Note that by definition, we have ¢, € A(zy)
forall £ > 1. Our algorithm is inspired by FEG (Lee & Kim,
2021). In particular, when A(z) = 0, i.e., the unconstrained
setting, ¢, is always 0, and our algorithm is identical to
FEG.

Our main results of the section shows that composite-FEG
has optimal O(%) for the range of comonotone inclusion
problems with p > —ﬁ. Moreover, composite-FEG enjoys
point convergence in the monotone setting. All missing
proofs in this section can be found in Appendix D.

4.1. Last-Iterate Convergence Rate of composite-FEG

Theorem 4.1. Suppose Assumption 2.2 holds for some
p E (—ﬁ,O]. Let z9 € IR™ be any starting point and
{2ks 214 1 Yk>1 be the iterates of composite-FEG with step
size n € (max(0,—2p), 1). Then forany T > 1,

4 HZ2L?

min : |F(27) +c||* = 7 (27)? <

cEA(zr (n+2p)2L? T2

.tan 2
where HZ = 4|21 — z0||> + [|z0 — 2*|* < Lrraleo)l TF’LAQ(ZO) +
)12
20 — 2*[".
Remark 4.2. To interpret the convergence rate, one can think
of a properly selected 7 such that (n + 2p)L is an absolute

272
constant, and 757 ()% will be O( 282,

We show that composite-FEG enjoys the optimal conver-
gence rate of O(%) via a potential function argument.

Potential function To analyze our algorithm, we adopt
the following potential function: for k£ > 1,

k? 2
Uy == (2 (1 + p> - pk) N F (zx) + e
n n
+ k- (nF(2k) + nck, 2k — 20)-

The potential function is the same as the one used in the
analysis for FEG (Lee & Kim, 2021) when ¢y, is always 0,
and we adapt it for non-zero c;’s. The analysis builds on the

)
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Algorithm 2 composite-FEG for CMI with p > —5-

Initialization: z° € R", ¢o =0, 8, = k%rl fork >0
for k > 0 do

2yt = Brzo + (1= Be)ze — (1= Bi)(n + 2p) (F(21) + cx)

2ht1 = Jna|Brzo + (1 — Br)zr — nF (24

) —2(1 = Br)p(F(zk) + Ck)] (composite-FEG)

Brzo + (1 = Br)zk = nF (24 1) = 2(1 = Br)p(F(2) + k) = 2k

Ck4+1 =

3

end for

following two properties of the potential function: Propo-
sition 4.3 establishes an upper bound of U;; Lemma 4.4
shows U1 < Ug forall £ > 1.

Proposition 4.3. U, < (DGl . o2 <

4|21 — zo||” and |21 — z0]|* < % - 187 (20)2

Lemma 4.4. Assume Assumption 2.2 holds for some p. Let
zo € R™ be any initial point and {z, Zk+%}k21 be the
iterates of composite-FEG with step size 1 > —2p.'° Then
forall k > 1, we have

(1 —n?L?)(k+1)?

2
2 HZ’““ s

U1 < U —

The following lemma shows that U, is of order Q(¢? -
tan 2

TF,A(Zt) )-

Lemma 4.5. In the same setup as Theorem 4.1, for any

t > 1, we have

n(n + 2p)t2
1

N F(ze) + cl|® < U + llz0 — 2*||?

n
n+2p
In particular, U, > —||zo — 2*||* if p = 0.

Now we are ready to prove O(1/T) last-iterate convergence
rate of composite-FEG.

Proof of Theorem 4.1 By Proposition 4.3 and the as-
sumption that nL < 1, U; < w
4|z — z0||* < £ -7 (20)%. Now combining Lemma 4.4
and Lemma 4.5 gives

| F'(27) +CT||2

4 n 2
< (Ot )
n(n +2p)T? < n+2p
4 n + 2p 2
Uy + ||z0 — 2°
- (77+2p)2T2( no Izo |
< 4
= (n+2p)°T?
This completes the proof.

Nz = 20 <

(421 = =0l + 120 = 1) (0 <0)

19Lemma 4.4 holds for all step size 7, but our potential function
is no longer useful when n < —2p.

4.2. Point Convergence of composite-FEG

In this section, we show that the sequence of iterates
of composite-FEG converges when F' is monotone, i.e.,
p = 0. We adopt the same idea as in the previous sec-
tion. Specifically, we prove the merging path (MP) prop-
erty between composite-FEG and the optimized Halpern’s
method (OHM). We remark that MP property between FEG
and OHM was established only in the unconstrained set-
ting (Yoon & Ryu, 2022).

Merging Path between composite-FEG and OHM The
main result of this section is to establish that composite-FEG
and OHM are O(\}E)-MP, ie., ||zkr1 — witi] = O(ﬁ).
Combining this result with the convergence guarantee of
OHM (Theorem 3.7) directly proves that composite-EAG

converges to the solution closest to the initial point zg.

Theorem 4.6 (Merging path between composite-FEG and
OHM). Suppose Assumption 2.2 holds for p = 0. Let
zo = wo and 1) € (0, 7). Denote {z}r>o the iterates of
composite-FEG and {wy, } ;>0 the iterates of OHM. Denote
HZ = 4|21 — 20|” + ||z0 — 2*||°. Then for any k > 1,

H3 < 24 36 )
1=n2L% \(k+1)2 (k+1)2)

5. Conclusion and Discussion

241 — wiaa | <

In this work, we propose two novel algorithms for solv-
ing comonotone inclusion problems with provable conver-
gence guarantees. The composite-EAG algorithm recovers
EAG from (Yoon & Ryu, 2021) in the unconstrained case
and has O(1/T) last-iterate convergence rate and the favor-
able point convergence for p-comonotone with p > 720%.
The composite-FEG algorithm recovers FEG from (Lee
& Kim, 2021) in the unconstrained case, and has O(1/T)
last-iterate convergence rate for p-comonotone problems
with p > —ﬁ while maintains point convergence in the
monotone case. An interesting open problem is to design
an algorithm that obtains both optimal convergence rate
and point convergence for a wider range of p-comonotone
problems.
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A. Additional Related Work

A.1. Additional Classical Results for Convex-Concave Min-Max Optimization

Convergence in Gap Function. Nemirovski and Nesterov show that the average iterate of extragradient-type methods has
O(%) convergence rate in terms of gap function defined as max,c z (F(z'), z — 2’y (Nemirovski, 2004; Nesterov, 2007),
matching the lower bound for first-order methods (Ouyang & Xu, 2021). Their results extend to the more general monotone
variational inequalities. Convergence to an approximate solution of CMI implies convergences with the same rate for the
gap function, while the converse is not true (see Example 2).

Convergence of the Extragradient Method in Stronger Performance Measures. For stronger performance measures
such as the norm of the operator (when Z = IR") or the residual (in constrained setting), classical results show that
the best-iterate of the extragradient method converges at a rate of O(%) (Korpelevich, 1976; Facchinei & Pang, 2003).
Recently, the same convergence rate is shown to hold even for the last-iterate of the extragradient method (Gorbunov et al.,
2022; Cai et al., 2022). Although O(%) convergence on the residual is optimal for all p-SCIL algorithms (Golowich et al.,
2020b;a), a subclass of first-order methods that includes the extragradient method and many of its variations, faster rate is
possible for other first-order methods.

A.2. Additional Results on Nonconvex-Nonconcave Min-Max Optimization

(Weak) Minty Variational Inequality We only introduce the definitions in the unconstrained setting, as that is the setting
considered by several recent results, and all convergence rates are with respect to the operator norm. The Minty variational
inequality (MVI) condition (also called coherence or variationally stable) assumes the existence of point z* € R"™ such that

(F(2),z— 2"y >0, VzeR"

is studied in e.g., (Dang & Lan, 2015; Zhou et al., 2017; Liu et al., 2019; Malitsky, 2020; Song et al., 2020; Liu et al., 2021).
Extragradient-type algorithms has O(ﬁ) convergence rate for Lipschitz operators that satisfy the MVI condition (Dang &
Lan, 2015). Diakonikolas et al. (2021) proposes a weaker condition called weak MVI: there exits z* and p < 0 such that

(F(2),z—2") 2 p- |[F()%, vz e R™

The weak MVI condition includes both MVI and negative comonotonicity (Bauschke et al., 2021) as special cases.
Diakonikolas et al. (2021) proposes the EG+ algorithm, which has O(ﬁ) convergence rate under the weak MVI condition
in the unconstrained setting. Bohm (2022) propose OGDA+ in the same setting while Pethick et al. (2022) generalizes EG+
to CEG+ algorithm which has O(ﬁ) convergence rate under weak MVI condition in general (constrained) setting.

B. Additional Preliminaries

B.1. Monotone Inclusion and Variational Inequality

Variational Inequality. An important special case of CMI is the variational inequality (VI) problem where the maximally
monotone operator A is chosen to be a normal cone operator Nz for a closed and convex feasible set Z. The VI problem
has two variants. The Stampacchia Variational Inequality (SVI) problem is to find z* € Z such that

(F(z"),2z" —2) <0, VzeZ. (SVI)
Such z* is called a strong solution to V1. The Minty Variational Inequality (MV]) problem is to find z* € Z such that
(F(2),2" —2) <0, Vze2Z. (MVI)

Such z* is called a weak solution to V1.

When F' is continuous, then every solution to MVI is also a solution to SVI. When F' is monotone, every solution to
SVl is also a solution to (MVI), and thus, the two solution sets are equivalent. We remark that the solution set to CMI
is the same as the solution set to SVI. For a convex set Z, 0l z is a maximally monotone set-valued operator, and as
such, CMI generilizes MVI, and convex-concave min-max optimization problems for (p = 0 and A = 0l z) and serves as
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computational frameworks for numerous important applications in fields such as economics, engineering, probability and
statistics, and machine learning (Facchinei & Pang, 2003; Bauschke & Combettes, 2011; Ryu & Boyd, 2016).

Although the set of exact solutions to CMI for A = 0l z coincides with the set of exact solutions to the corresponding
variational inequality, the approximate solutions to these two problems differ due to different performance measures. An
approximate solution to the comonotone inclusion problem CMI must have a small natural residual,'’ while an approximate
solution to the variational inequality only satisfies a weaker condition, i.e., its gap function is small.'> Indeed, it is well-
known that an approximate solution to CMI is also an approximate solution to the monotone variational equality, but the
reverse is not true in general.

Approximate Solutions. We say z € Z is an e-approximate solution to SVI or MVI if

(F(2),z— 2y <e V2 € Z, or
(F(2'),z —2') <€, V2 € Z, respectively.

When F' is monotone, it is clear that every e-approximate solution to SVI is also an e- approximate solution to MVT; but the
reverse does not hold in general. When F' is monotone and Z is bounded by D, then any f-approximate solution to CMI
is an e-approximate solution to SVI (Diakonikolas, 2020, Fact 1). Note that when Z is unbounded, neither SVI nor MVI
can be approximated. If we restrict the domain to be a bounded subset of (possibly unbounded) Z, then we can define the
(restricted) gap functions (Nesterov, 2007) as

GAPSVI _ F o
(2) 2,62{?1%>(<Z,D)< (2),2 = 2"),
GAPMVI — N
(2) z,ezrg%>(<z7D)< (2'),2 = 2)

The O(# L) convergence rate for extragradient-type algorithm (Nemirovski, 2004; Nesterov, 2007) is provided in terms of
G APMVI( ),
on GAPR
residual rt“" h(2) < 4 (definition in section 2.2) implies GAPS VI 5 (2) < € (Cai et al., 2022, Lemma 2). Therefore, our

results (Theorem 3.2, 4.1, and E.4) for the tangent residual and the natural residual also imply an O(%) convergence rate on
G APS VI ( )

which means convergence to an approximate weak solution. Prior to our work, the O(%) convergence rate

v 5 (z) was only known in the unconstrained setting (Yoon & Ryu, 2021). When F' is monotone, then the tangent

for SVI. In the following, we show that the converse is not true in general.
Example 2 (Gap function is weaker than natural residual). Consider an instance of the Monotone VI problem on the identity
operator F'(z) = zin Z = [0, 1].

* Observe that the natural residual on z € Z'is ||z — I z[z — F(2)]|| = .

* Moreover, since Z = [0, 1], observe that for any € Z and D > 0,

GAPSVI( ) < GAPSVI( )= max z-(r—2') =27 and

x'€[0,1]
2
GAPY Y () < GaPMY (@) = max o (z —a') = .
z’€[0,1] 4

As aresult, any algorithm with O(%) convergence rate with respect to the gap function only implies a O(%) convergence
rate for the corresponding CMI problem or the natural residual.

""The natural residual of a point z is simply the operator norm || F'(2)|| in the unconstrained case, i.e., Z = R™, and equals to the norm
of its natural map z — IIz[z — F'(z)] (Facchinei & Pang, 2003).

’There are several variations of the gap function. Depending on the exact definition, a small gap function value could mean an
approximate weak solution, i.e., approximately solve the Minty Variational Inequality (MVI), or an approximate strong solution, i.e.,
approximately solve the Stampacchia Variational Inequality (SVI). Formal definitions and discussions are in Section B.1.
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B.2. Proof of Fact 1

Proof. For any ¢ € A(z), we have
rita(z) = llz = Jalz — F(2)]|

= [[Jalz + d = Jalz = F()] (z = Jalz+¢])
< |IF(z) + |- (non-expansiveness of J4)
Thus 7% (2) < mingeac) [|1F(2) + ¢l = 7#%(2). O

C. Missing Proofs in Section 3

C.1. Proof of Lemma 3.3

Proof. We recall that 2y = J; 4[20 —nF'(20)]. Thus by non-expansiveness of the resolvent J; 4, we have for any co € A(2),
21 = 2ol = [|Tpalzo — nF'(20)] = Jyalzo — neolll < nllF(z0) + coll-

Since the above holds for all ¢g € A(zg), we get [|21 — 20 < 77 (20). By definition of ¢;, we also have

InF(z1) +ner||* = |20 — 21 +nF (21) = nF (20)”
< 2l|z0 — 21 + 20 F(21) = nF(20)]”
< Al|zo — 1 *.
Now by definition of V7, we have
Vi = [n(F (1) + e)|* +0(F (1) + 1, 21 = 20)
< [n(F(z1) + )| + [n(F(z0) + en)llllz1 = o]
< 6|21 — 20

This completes the proof. ]

C.2. Proof of Theorem 3.4

Proof. We require the following fact.

Fact?2. Forany L > Oand p > 720%, n= O'Lﬁ satisfies

4p 4p 272 9
1+ ——(3—— ) 7L > — 2
o ( n) = 3000 @
and%>—i

Our plan is to show V; — Viy; minus two non-negative terms is greater than —%||77F(zk+1)+ck+1|\2 +

Non-negative Terms Letp = % and c = —4%]” > 0. Since F'is L-Lipschitz, we have

2 2
L2 P+l — ZkHH - HUF(ZH%) - UF(ZkH)H > 0.

Multiplying both sides of the above inequality by (1 + ¢) and rearranging terms, we get

2 2
S I e

2

e HnF(szr%) an(zkH)HQ > 0. 3)

Moreover, since ¢, € A(zx) and cx11 € A(zk+1) and the fact that F' + A is p-comonotone, we have

+ (1 +e)n’L* —p) - sz+%

(NF (zk+1) +nckr1 — nF (21) — NCks 241 — 28) — §||77F(Zk+1) + ncpr1 — nF (2) — nexl|” > 0. “)
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Descent Identity We have the following identity holds by Proposition F.2 (Equation (24)) since ncg, = 2z, — nF(zx) +
%H(ZO — 2k) = 2 g and neppr = 2k — NF (241) + %-H(ZO — 2k) — Zkt1-

k(k+1
Vie = Vier1 — % - LHS of Inequality (3) — k(k + 1) - LHS of Inequality (4)
p
1— p)k(k + 1 2
_ %HWF(ZH%) 0P ()| )
p
(k4 1)+ (0F (2 g) = 0F (1) MF (261) + Mk ) ©)
k(k+1 2 2
+ % <(P — (L +en’L?)- HZ’“% - Zk+1H + CHUF(ZH%) - ﬂF(ZkH)H ) @)
k(k+1
v (n)pHnF(ZkH) ek — (1) — e ®
Since ||a])® + (a,b) = [la + 2H , we have

Expression(5) + Expression(6

|\/m 77F 2y ) 77F(Zk+1))+ 2((1k+ 1))k (nE (zis1) + 1)

k41
ok HHUF(Z%H) + k||
> *HHWF(%H) + ekl (k=1

1 2
= — 5P ) + ek

Now it remains to give a non-negative lower bound of Expression (7) + Expression (8). Recall that p = % and c = —4%,
thus
( 2 ) - (Expression (20) + Expression (21))
—) - (Ex i Xpressi
k(k+ 1) P P

4 2 4 2
= (1 - (3 - :) '772L2> : HZH% - Zk+1H - Fp : -HnF(zﬂg) - nF(zk-‘rl)H

2
+ ;p AIF(zks1) + nckrr — nF(zx) — nex|?

4p 272 2 4y 2
> 3- n -n L7 |- HZ’”% - Zk+1H + e HnF(Z’”%) +nekr1 — nF(zk) — anH

(IAI° = 31BI” = ~[| A+ B|*)
_ 4p 4p 272 2
(e (2 5) o s -

2

b

9
ZQmmH%+%_Z“4

where in the last equality we use the fact that Zpyl — Zkpl = nF(szr%) + nek+1 — nF(zk) — neg which holds by the
update rule of composite-EAG, and in the last inequality we use Fact 2. O

C.3. Proof of Lemma 3.5
Proof. Fix any k > 1. Since 0 € F(z*) + A(z*), by p-comonotonicity and Fact 2, we have

* 1
(nF(2k) + nek, 2k — 27) > %HUF(Zk) +nex))? > —Z\InF(Zk) +nex)?. ©)
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By definition of V},, we have

k(k + 1)

Vi = =5 - [InF(2x) + nexl® + k- (nF (z1) + me, 21 — 20)
- @ AInF (i) + newll” + k- (nF(21) + news 2, — 2°) + k(nF (2) +new, 2° = z0)
= @ A F (zx) + nexl|* i”nF(Zk) +nex | + k(nF(21) + nex, 2 — 20) (By 9))
> k(kTJr%) InF (z) + nexl” - %QHUF(Z/@) +neg]|* = llz0 — 2|
= BELD () + el — o0 — =11,

where in the second last inequality, we apply (a,b) > —%||a®|| — L ||b?|| with @ = nF(2x) 4+ neg, b= 2* — zg, and o = k.
This completes the proof. O
C.4. Proof of Corollary 3.6

Proof. By Theorem 3.4, we have

Ik(k + 1)

2 1 ,
4000 Hz‘““ = Zi g || S Vi Virr + glInEF (ziga) + newa |

Telescoping the above inequality for k = 1,2,...,T gives

T T
9 2 1 ,
m kzl k(k + 1)HZ]€+1 — Zk+% < ‘/1 — VT+1 + § ; ||77F(Zk+1) + 7’]Ck+lH
S
<Vi+ |20 — 2% + 10H2 - (Z 2)
=t

< 9H>.
where in the second inequality we use (1) V1 > —||zo — 2*||° by Lemma 3.5 and (2) ||nF (z11) + neria]] < % by
Theorem E.2, in the last inequality we use 237 | 7577 = T 1< 3. This concludes Y32, k(k + 1) 2541 — Zkl I? <
4000H?. Since 5 (k +1)* < k(k +1) for all k > 1, it further implies ||zp+1 — 21 I? < Eé%(fg; forall k > 1. O

C.5. Proof of Theorem 3.8

Proof. Using the update rule of composite-EAG and OHM and recall: ncg11 := 2z — nF(ZH%) + Br(z0 — zk) — 2k+41
and ndi,1 = Wyt — NF(wg+1) — wr+1 we have

Zht1 — Wiyl = <5kzo + (1= Br)ze —nF (24 1) — 770k+1) — (Brwo + (1 — Br)wr — nF(wrs1) — ndry1)
= (1= B) (2 —wr) + U(F(wk+1) +dit1 — Fzpq1) — Ck+1)» (wo = 20)
which implies
2
zsn = werall® = (1= Bl — will® + 02| Fwie) + disa = Fzpy) = onia |

+ 2<(1 — Br) (21 — wk)777(F(wk+1) +dpy1 — F(z,ﬁ%) — Ck+1)> .

1

We focus on term I. We can verify
Zpry — Wrr = (1= Bi) (2 — wi) = n(F(zk) + e — F(wpg1) — digr)-
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Thus term I can be rewritten as

I= 2<(1 — Bi)(2k — wk)vn(F(wk+l) +dg1 — F(ZH%) - Ck+1>>
=2(21y — whp +0(F () + 0k — Plugr) = dign).n(Flwie) + digr — Fzp) = cxi ) )
= 2772<F(Zk) + e = Fwgr) = diprs F(wia) + dipr = Fz41) — Ck+1>+

+ 27}<Zk+% — Wit1, F(wgy1) + dgy1 — F(ZkJr%) — Ck+1> .

Ay

Combining the above (we keep term A, for now), we get

241 — wies ]|

< (1= Br)? N2k — wel” + ”2HF(U’k+1) tdiir = Flzpgy) — 0“1“2
+ 2772<F(Zk) + i = F(wiy1) = dpgr, Fwig1) + dipr = Fzpq1) — Ck+1> + A

= (1= B)?llze — wil® = | F(wis) + disa | + 20 (F(2) + i, F(wig1) + digr)
- 27}2<F(Zk) + ek, Fzp1) + Ck+1> + TIQHF(ZH%) * C’““HQ Ak

< (1= B2 — wel® + 21 F(z) + cal)? (We use —a? + 2ab < b?)
_ 2n2<F(Zk) + ey Fzppy) + Ck+1> + 772HF(Zk+%) + Ck+1H2 + Ag

= (1= Br)’ll2 — wi]® + 7]2HF(zk) ton = Flagyy) - c’““HQ A

2
+Ak7

= (1= Bl = el + s = 24

where in the last equality we use the fact that zp+1 — 2,01 = 19(F(2k) + ¢k — F(2,11) — ce41) by update rule of
composite-EAG. Plugging 8 = 757 and multiplying both sides with (k + 1) gives

2
(k4 1% les = w2k = el + (b 4+ 1%z = 2y |+ (k4124

Telescoping the above gives

k

(b + D2l 3001 = wen | < o = wn P+ D+ 1|01 — 20y
t=1

k
2
+ ) (t+1)%A,
t=1

2

1 k
+ e D (t+1)%4,

t=1

2 k
2 _ |z —wi 1
= ||Zk+1 - wk+1|| < (k‘+ 1)2 + (k‘—|— 1)2 Z(t+ 1)2‘
t=1

Zt4+1 — Zt+%

It remains to bound W S (41220 — 241 |* and ﬁ S (t41)%4,.

For the first term, using Corollary 3.6, we have

2

2
2
Zt4+1 — Zt—&-% Zt4+1 — Zt+% S 8000H .

zk:(t+ 12

t=1

k
SQZt(t+1)’
t=1
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For the term with A;, we need a more careful analysis. We decompose Ay, = By + Cy + Dy as follows.
A = 277<Zk+% = We 1, F(wig1) + dieyr — Fzp41) — Ck+1>
= 277<Zk+% = 2k 1 F(wis1) + disr = Fzpq 1) — Ck+1>
+ 277<Zk+1 = Wit1, F(wig1) + dpr — Fzpq 1) — Ck+1>
= 277<Zk+% = 2kt 1, F(wis1) + disr — F2pq1) — Ck+1> + 277<Zk+1 — Wit1, F(241) — F(2k+%)>
By, Ck

+20(zk 41 — Wer1, F(weg1) + diyr — F(2k41) — Crt1) -
Dy,

For By, we have

By, = 277<zk.+% =zt 1, Fwes1) + dpgr — Fzp1) — ck.+1>

< 2211 = 2y | (1P o) + dioi |+ i) = Flziy)

‘ + || F(zk41) + Ck+1||)

(I (wrt1) + drrall + 1 F (z41) + crsal))

16000H2 8000H2 ([ 2|z — 2*|| V20H?2
< ———— 4+ . +
— (k+1)? (k+1)2 n(k+1) n(k+1)
17400H2

ST

where in the second last inequality we use the last-iterate convergence rate of OHM (Theorem 3.7) and composite-EAG
(Theorem 3.2) as well as the bound on || 241 — 24 1 |? (Corollary 3.6).

2
+ 277H2k+1 — 24l

< 277LH21¢+1 — 2yl

For C,, we have
Cy = 277<Zk:+1 — Wit 1, F(2r41) — F(Zk+%)>

)

< 2lles = Wi Flri) = Flagy

(Fis L-Lipschitzand nL < 1)

< 2f|zp41 — wk+1||HZk+1 — Zpyl

< 400HH2;€+1 — 2yl

)

where in the last inequality we use ||zx+1 — wit1|| < 200H is bounded by Corollary C.3.

For Dy, since F' + Nz is p-comonotone, we have

Dy = 2n(zr41 — Wi, F(wig1) + dig1 — F(2rp41) — Crg1)

< —2p1||F (wis1) + dip1 — F(ze41) — e |1
< —4pn|| F(wir) + dia|* = 4pnl F (2k41) + i |1
4p Al|lzo —z*|* 4p 20H?
_=P lz0 — 2" _ P (convergence rate of OHM and Theorem 3.2)
n (kv 1? Ty (k2
24H?
. P> _1
< G 2>-h

Combining the above bounds for By, Ci, Dy, we get

(k +1)2A;, < 17424H2 + 400H (k + 1)2sz+1 — s ||
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Since 3%, (£ +1)%[|ze41 — 2411 |* < 3200H2, using Cauchy-Schwartz, we get

IN

Zt4+1 — ZH-%

k
> t+1)? ’
t=1

k 9 k
(Z(t + 1)2|| 2441 — 2yl > . <Z(t + 1)2>

t=1

< 100H (k +1)%/2.

Thus 7tz Yoy (E+ 1)) 2041 — 242 | < 100H (k 4 1)75.

Hence we get

t =

1 Z’“: 2, _ L7424H° | 40000H
k+1)? & (k+1)2 " (k+1)2

Combining all the above, we conclude that for all k,

21 — wy|® 2

E
2 1 2
[2k41 — Wt [|” < (k+1)2 + (k+1)2 ;(t +1) Hzt+1 A+l

k
1
+ s > (t+1)%4,
(k+1)? =

40000H2  30000H>
T (k+1)3 (k4 1)?

This completes the proof. O

C.5.1. BOUNDED ITERATES OF OHM AND COMPOSITE-EAG

In this section, we prove auxiliary results needed in the proof of Theorem 3.8. We show that the iterates of OHM and
composite-EAG all have bounded distance away from the initial point zg.

Lemma C.1 (Bounded Iterates of OHM). The iterates {wy }r>0 of OHM satisfies for all k > 0
[w — wol|* < 4]fwo — w .
Proof. When k = 1, by nonexpansiveness of the resolvent Jn( F4+A), We know

[wr = w*[| = || Tyt a)[wo] = Tyt aylw®]|| < lwo —w*|].

This implies
lwr — wol|* < 2wy — w*||* + 2wy — w*|* < 4o — w*||*.

For k > 1, by definitions of OHM and dj 1, we have

2

llwrt1 —wo|| H’H'l( wy, — wo) — N(F(Wk1) + di1)
1 k? 2 2 2 . .
<(1+ ACES |wi = woll™ + (1 + E)n” || (F(wk+1) + dit1) | (Young’s inequality)
< ok — w0H2 M (Theorem 3.7)
T k+1 k+1

This implies (k 4 1)||wyr1 — wol|* < kllwy — wol|® + 4||we — w*||*. By induction, it is easy to see that ||wy, — wol|® <
4wy — w*||* for all k > 0. O

Lemma C.2 (Bounded Iterates of composite-EAG). The iterates {zy } >0 of composite-EAG satisfies for all k > 0
21 — 20> < 16040H2.
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— z0||* < H? is clear. By definitions of composite-EAG and ¢;41, we have

2

o — 2of? = \

Erl (26 — 20) = N(F (244 ) + dit1)
2
< ( ) - 1)2||zk 2ol 4+ (14 )P | (P(2ipy) + i) (Young’s inequality)
2

< el = 2ol + 20+ 00 ([ Fy) - Fown|| 418G + il

k s 1 )
< - T . . .
_.k+lﬂvk 20| +—k+]}604u{ (Corollary 3.6 and Theorem 3.2)

By induction, we get ||zx11 — zo° < 16040H2. O

Combining Lemma C.1 and Lemma C.2 directly implies that the iterates of OHM and composite-EAG are at most constant
away from each other.

Corollary C.3. Let wy = z. The iterates {zy } >0 of composite-EAG and the iterates {wy}r>0 of OHM satisfies for all
k>0,

lwe — 2| < /(32080 + 8)HZ < 200H.

D. Missing Proofs in Section 4
D.1. Proof of Proposition 4.3

Proof. Note that z1 = 20 and z1 = Jpalzo — nF(20)]. Thus we have nc; = 2o — nF(z9) — z1. We first bound
InF (z1) + nea || as follows:

[nF(21) +neal| = |lz0 — 21 + nF(21) — nF(20)]]

< lz0 — z1]| + |nF(21) — nF(20)|| (Triangle inequality)
<(1+nL)-|lz0 — 2] (£ is L-Lipschitz)
Then we can bound U; as follows:
1
U = 9 InF (z1) +ner||* + (F (1) + nex, 21— o)
1 .
< 3 [nF(z1) + ner |* + [nF (z1) +ner | - 121 — 2ol (Cauchy-Schwarz Inequality)
1+nL)?
< ((277) +(1+ nL)) A
1+nL)(3+nL
< CEIBBEI) sy —

Moreover, for any ¢ € A(zp), we have

121 = 20ll = [Jnalz0 — nF(20)] = Jpalzo + ne]|

<n-[[F(20) + . (Jyy is non-expansive)
Hence [|z1 — 20]| <7 -mingea(zy) [|[F(20) + ¢l =n- rf.?'}\(zo) O

D.2. Proof of Lemma 4.4

Proof. Fix any k > 1. We first present several inequalities. Since F’ is L-Lipschitz, we have

() (e

2 2
2y = 2n| = [P Greg) = 0P G| ) <0, (10)
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Additionally, since F' + A is p-comonotone, ¢, € A(zy), and ¢x11 € A(zk+1), we have
(—k(k+ 1)) <<77F(Zk+1) + nepr1 — nF(2r) — nck, 21 — 2k)

— Ll (o) + ks — nF () - ncan) <0, (an

The following identity holds due to Identity (25) in Proposition F.2: we treat zo as zo; ¢ as z;, = fort € {1,2,3};
Yo as nF(z o0) for t € {1,2,3}; uy as ney, and ug as negqrs p as n?L?%, q as k, and r as £. Note that by the
zit oy (Fo—zk) = 5y (1422) 0 F (2) 2, 1

update rule of composite-FEG, we have nc, = = (1737) 2, and by definition, we have
k41 n

2k L
nek+1 = 2k + g (20 — 20) = 1F (2e41) — 571 - (0F (21) +1ek) — 2p1-

U — Ugs1 + LHS of Inequality (10) + LHS of Inequality (11)

_ A =n?L*)(k+1)?

2
= 5 : HZIchl — %k+i

This completes the proof. O
The following corollary will be used in the proof of Theorem 4.6.
Corollary D.1. In the same setup as Theorem 4.1 but we assume p = 0, then we have

3 (k+1) 2< 2H§
2 (ke [owrs = mn]| < =0

Proof. By Lemma 4.4, we get 1= x oL (k+ 1)2sz+% — Zj1||> < Uy — Upy1 holds for any k > 1. Then the claim follows
by telescoping the above mequahty and notice that U; — Uy,1 < HZ. O
D.3. Proof of Lemma 4.5

Proof. Fix any T' > 1. According to Lemma 4.4, we have Uz < U;. Then by definition of Ur, we have

T2 2 .
Ur = ( (1 + 77p> — ; > InF(zr) + ncT|| + T (nF(zr) +ner, zr — 27%)
+T - (nF(2r) +ner, 2° — zo)

T2 2
2< (”:) §T>-||nF<zT>+ncT||2+§T-|nF<zT>+ncT|2

2
+T - (nF(z7) +ner, 2% — 20)
N % IF(21) + er|® + T - (nF (21) + ner, 2 — 2)
> B2 e el = BOE200T ) o
- 77Jr2p||2 -2
:% |F(2r) + cr|)® — 77_’_2 llz0 — 2*|)°.

In the first inequality, we use the fact that z* is a solution of the CMI with the p-comonotone operator F' + A. In the second
inequality, we use (a,b) > —%|la||* — 1||b]|* for § > 0. O
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D.4. Proof of Theorem 4.6

Proof. Using the update rule of composite-FEG and OHM and recall: ncgy1 := 2 — nF(zk+%) + Br(z0 — 2k) — Zk+1
and ndy41 = Wiy 1 — NF(We41) — wi41 we have

Zhil = Whi = (ﬂkZo + (1= Br)ae —nF (24 1) — U0k+1) — (Brwo + (1 = Br)wr — nF(wrt1) = ndk+1)
= (1 - Br)(zk —wi) + U(F(warl) +dey1 = Flzp1) = Ck+1)» (wo = 2o)
which implies

lzg+1 — wk_HHQ =(1- Bk)szk — wk||2 + UQHF(wk+1) + dg1 — F(Zk—l-%) — Ck+1H

2<(1 — Br)(zk — wk),77<F(wk+1) + dgy1 — F(Z;H_%) - ck+1>> .

1

We focus on term I. We can verify
Zpt — Wiyt = (1= B) (2 — wi) — (1 = B) (F(2x) + cx) — n(F(wi+41) + di1)-
Thus term I can be rewritten as
I= 2<(1 = Br)(zk — wk)an(F(wk+1) +des1 — Flzp1) = 0k+1)>
= 2(z4y — w01 = B (F () + e8) = n(F (i) + diw)(Flwin) +dis = Pz y) — i ))
= 202 ((1 = i) (F(e0) + ) = (Fwis) + dicpa), Fwig) + dicpr = Flzig y) = g )+

+2n<zk+% —wk+1,F(wk+1) +diy1 — F(ZkJr%) — Ck+1> .

Ay

Combining the above (we keep term Ay, for now), we get

||Zk+1 - wk+1||2
= (1= Bl = wil + 0| Fwin) + diss = Pz y) = |
+ 207 (1= BO(E (1) + 1) = (F(win) + disr), Fwien) + diss = Flzpy ) = i) + A

= (1= Bi)°ll2k — wil* = | F (wieyr) + dia|* + 20> (1 = Bi)(F(21) + ek, Fwit) + diga)
— 21— 5k)<F(zk) + ¢k, (zk+%) + ck+1> +n HF 2t l 1) 4 Crat 2 T A
< (1= B)?llze — will® + 7211 = Br) (F(zx) + i) (We use —a? + 2ab < b?)
— 221 — 5k)<F(zk) + ¢k, (zk+%) + ck+1> +7 HF 2t d 1) 4 Crat 2 + Ay,
= (1= Bk = w71 = B(F () + ) = Flaiy) = i + A4

2
+Aka

= (1= Bl = el + s = 24
where in the last equality we use the fact that 21 — 2,1 = n(1 — B)(F(2) + k) — nF'(2j,41) — nck+1 by update rule
of composite-FEG. Plugging 3;, = k%H and multiplying both sides with (k + 1)? gives

2
+(k+1)%4

(k+ D%z = wesal]® < K2z — wil + O+ 122001 = 2444
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Telescoping the above gives

k
(k4 1?[lzr41 = wiea|” < |22 = w|* + Y (¢ +1)7
t=1

Zt+1 — Zt—i—%

k
2
+) (t+1)%A,
t=1

2 k
2 _ Jlz —wi 1
= ||zk+1 - wk+1|| < (k+ 1)2 + (k+ 1)2 Z(t + 1>2‘
t=1

k
2 1
Ze41 — Zppt|| t 7(/@ 1) Z(t + 1)2At

t=1

It remains to bound ﬁ Zle(t + 122441 — Zt+%||2 and ﬁ Zle(t + 1)24,. By Corollary D.1, we have

2 2H?
Zfil(t +1)?|| 241 — 2yl = < 1,7772%2-

For the term with A;, we need a more careful analysis. We decompose Ay = By + Ci + Dy, as follows.
Ap = 277<Zk+% = Wet1, F(wig1) + disr — Fzpq 1) — Ck+1>
= 277<Zk+% = 21, F(wig1) + diesr — Fzpq) — Ck+1>
+ 277<Zk+1 = Wit1, F(wir1) + dpr — Fzpq1) — Ck+1>

= 277<Zk'+% = 2kt 1 F(wig1) + disr = Fzpq 1) — 0k+1> + 277<Zk+1 — Wet1, F(2k41) — F(Zk+%)>

By Ch
+ 20(2k11 — We1, F(we1) + diyr — Fzp41) — cry) -
Dy

For By, we have

B =20 21 = Zht1s F(wig1) + disr = F2pq 1) — o
2 2

< 2511 = 2y | (1P 0rs) + dii |+ i) = Flziay)

‘ + || F(zk41) + Ck+1||)

2
+ QT]HZkH ~ R4l

< 277LH21«+1 — Zpy 1 (IF (we1) + dia |l + 1 F (2r41) + crall)

4H§ 2Hg 2”20 - Z*H 2H()
< 5 +2n . +
(1 —n2L2)(k+1)? (1 —n2L2)(k+1)2 nk+1)  nlk+1)
20Hg
T (=L (k4 1)

where in the second last inequality we use n < 1, the last-iterate convergence rate of OHM (Theorem 3.7) and composite-
FEG (Theorem 4.1) as well as the bound on |21 — 244 1 ||* (Corollary D.1); in the last inequality, we use Ho > ||z0 — 2*||.

For C},, we have

Cr = 277<Zk+1 = Wet1, F(2k41) — F(Zk+%)>

)

< 2llznss = wen | Flenn) = Flaiy

(Fis L-Lipschitzand nL < 1)

<22kt — wk+1||HZk+1 — Zpyl
12H,

ST
/1 —n2L2 T2

where in the last inequality we use ||zp 1 — wiy 1] < —222— is bounded by Corollary D.3.

i L?
24

)
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For Dy, since ' + Nz is p-comonotone, we have

Dy = 21z 11 — Wit 1, F(wir1) + diyr — F(2k41) — Cry1)
< =20 F(wiy1) + di1 — F(zr11) — cepa

< —4pn|| F(wit1) + disa||* = 4pnl| F(z11) + e ||
ip 40— I°  dp 4H3
- - (convergence rate of OHM and Theorem 4.1)
n o (k+1)? n (1=n?L?)(k+1)?
8H? (L >-1
= (=2l (k+1)% e 4
Combining the above bounds for By, C, Dy, we get
28H? 12H,
2 0 0 2
(k+1)7A < 122 + ﬁ_n%z(k‘i'l) H2k+1 ~Zeri||
Since > oo (t+1)?|| 2441 — Ziyd I? < %, using Cauchy-Schwartz, we get
k E 5 k
Z(t + 1)2Hzt+1 | (Z(t + 1)2HZt+1 T Al ) ' (Z(t + 1>2>
t=1 t=1 t=1
2H,
< —0 __(k+1)%2
/1 _ 772L2
k 24H2
Thus \/% D (t+1)?[|ze41 — P+l | < a=n2L?) (k+1)%/2.
Hence we get
k
1 28H? 24H?
—— N (t+1)%4, = 0 + 0 .
G ip 2 VA= e Y G e )
Combining all the above, we concludes that for all &,
o _l—wl® 1§ > 1 g
il < 1 = e[+ i S 102
[2kt1 — W [|” < e + e tz:;( + 17zt — 2p 1 || + k1) ;( +1)° A
H? 24 36
< : T T :
1-n?L?2 \(k+1)z (k+1)?
This completes the proof. O

D.4.1. BOUNDED ITERATES OF COMPOSITE-FEG

In this section, we prove auxiliary results needed in the proof of Theorem 4.6. We show that the iterates of OHM and
composite-FEG all have bounded distance away from the initial point 2.

Lemma D.2 (Bounded Iterates of composite-FEG). Let p = 0. The iterates {zy, } >0 of composite-FEG satisfies for all
k>0

12H2

2
— < —
sz ZO” — 1 _ 7]2[12
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—z|* < Hg is clear. By definitions of composite-FEG and ¢ 1, we have

2

oo ol = | o = 20) = (o) + i)
<(141 K 2+ k)n|(F d ’ Young’s i li
< (Ut g ggple =l + @ |(FCry) + dis)| (Young’s inequality)

2
< il = ol 200+ 0 (| P )~ P+ DG + dusal?)

k 1 12H3

< k,_‘_l’HZk ZOH + — E 1 1_77721/2 (Corollary D.1 and Theorem 4.1)

By induction, we get ||zx11 — zo|° < 11277]3[,;2 H

Combining Lemma D.2 and Lemma C.1 gives the following cororllary.

Corollary D.3. Let wy = zg. The iterates {2y, } >0 of composite-FEG and the iterates {wy, } >0 of OHM satisfies for all

k>0,
6H,
V1I—1?L?

lwe — 2x]l <

E. proj-EAG for comonotone inclusion with point convergence

In this section, we study constrained variational inequality problem, a special case of CMI where A = 0z = Nz is the
normal cone operator of a closed convex set Z C IR™. This problem captures constrained non-convex-non-concave min-max
optimization. We extend the extra anchored gradient (EAG) algorithm in the unconstrained case to this setting and propose
the following projected extra anchored gradient (proj-EAG) algorithm.

2y =1z[Brzo + (1 = Br)zr — nF ()]

(proj-EAG)
i1 =z [Brezo + (1 = Br)ze — nF (2341)]

where 3, = %_H Note that all the iterates {zx, 2, +1 }e>o lies in the feasible set Z C IR". As a consequence, we only
require L-Lipschitzness and p-comonotonicity hold on the feasible set Z, but not the whole IR™ space. Specifically, we
assume F': Z — Z is L-Lipschitz and F' + Nz is p-comonotone with p > — 20 50T

The two main results of the section are:

1. proj-EAG has O(%) last-iterate convergence rate with respect to the tangent residual.

2. proj-EAG has point convergence

E.1. Last-Iterate Convergence Rate

We use the following potential function for

k(k+1
Vi = (T) 0F (1) + newll” + k- (0F (2) + nex, 26 — 20), k>1,

5k—120+(1*5k—1)2k—1*nF(Z _1)—2k
where ¢, : 2 for k > 1. Introducing ¢, gives the identity 211 = Bkzo0 + (1 — Br) 2k —

UF(ZHJ ncg41 for all k > 0. Recall that by definition of projection on Z, we have ¢, € Nz(zj).

Lemma E.1 (Upper bound of V). In the same setup as Theorem E.2, we have V1 < 16|20 — 21 I? < 16n2rtan, _(20)?
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Proof. By nonexpansiveness of Ilz, L-Lipschitzness of F, and nL < 1, we have [|z1 — 21 I? < 21 — 2o||”. This also

implies |21 — 20* < 2]|z1 — 21 |* + 2] 21 — 20[|” < 4]lz1 — 20]|*. Then we get

2
[nF(z1) +nea||” =

20 — 21 +nF(21) = nF(21)

2
1 ’
2

) 2
< 2||zg — 21| —1—2‘ z1 —21H

2
< 10H20 —Z1

Now by definition of V7,

Vi = [n(F(21) + 1) ||* + n(F(21) + 1, 21 — 2o)
2

2
< (10+2\/10)Hz0—z% < 16Hzo—z%

Letcg € Nz(z0). Using nonexpansiveness of Jy 4, we have [|z1 — 20|| < [|nF (20) + neo|. Thus ||z — 2ol < e, (20)-

O
Theorem E.2 (Approximate monotonicity of the potential). Let Z C IR™ is closed convex set and suppose F' : Z — R"
is L-Lispchitz and F' + Nz is a p-comonotone operator with 0 > p > —ﬁ. Let zg € Z be any starting point and

{z, Zpyl Yo be the iterates of proj-EAG with step size 1 = 0—51 that satisfies Fact 2. Then for any k > 1,

| s Ok(k+1) 2
Vierr < Vie + S lInE (zk1) + newra||” — WH%*% - ZkHH :

Proof. We first present several inequalities. Let p = % and c = —4% > 0. Since F'is L-Lipschitz, we have
- 2 2
noL HZH% - ZkHH - HUF(ZH%) - UF(ZkH)H > 0.
Multiplying the both sides of the above inequality by (1 + ¢) and rearranging terms, we get

2 2
p-||oiry = 2| = [P iy y) = 0F )|
2 2
— e || (igy) = nF )| 2 0. (12)

@R o

Since F' 4+ Nz satisfies negative comonotonicity and 0 € Nz(z) for any z € Z, we have

(=k(k+1))- <<77F(Zk+1) —nF(2k), 2641 — 2k)) — % AnF(zr41) — UF(Zk)||2) <0. (13)

Since 2, 1 = Iz [z — 1F (21) + 575 (20 — 21)], we can infer that zx — nF (21,) + 137 (20 — 2) = 241 € Nz(2p41)-
Moreover, by definition of ¢j and c41, we know ¢ € Nz(zg) and ¢x41 € Nz(2k+1). Therefore, we have

1
(=k(k+1))- <zk —nF(z) — Zppr + m(zo — zk),zk+% — zk+1> <0, (14)
(—k(k+1)) - (nert1, 241 — 2) <0, (15)
(=k(k+ 1)) - (e, 21 = 214 ) < 0. (16)

Moreover, by definition, we have 7cy41 = 2k —1F (24 1) + 747 (20 — 2k) — 26+1). Then have the following identity holds.
The correctness of the identity follows by Equation (23) in Proposition F.2: we treat zg as zg; o as z,, pist fort € {1,2,3};
Yy s nF(szr% fort € {1,2,3}; u; as ncg and ug as neg41; g as k. Note that Term (17), (18), and (19) comes from the
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right hand side of Equation (23), while Term (20) directly comes from Inequality (12) and Term (21) directly comes from
Inequality (13).

k(k+ 1)

Vie = Vier1 — - LHS of Inequality (12) + LHS of Inequality (13) 4+ LHS of Inequality (14)

+ LHS of Inequality (15) + LHS of Inequality (16)
2

k(k+ 1) 1
== [ %+2 fzk+nF(zk)+nck+m(zk — 29) (17)
1—pkk+1 2
T (]’)QP() | Griy) = nF )| )
+(k+1)- <77F(Zk+%) = NF (2+1), nF (2r4+1) + 77%+1> (19)
k(k+1 2 2
+ LD (<p W Loy — | e [1E i) - )| ) 0)
R+ [ (i) = () @
since [lal|* + (a,b) = [la + 2]|* — L, we have
Expression(18) + Expression(19)
2
(1 —-p)k(k+1) k+1
|\/ 77F 2y 1) nF(2k+1)> ((1 — ))k (MF (2k41) + nck+1)
E+1
o L gF
ok 1_ p||77 (zk11) + nekra?
> T InF (e + el (k> 1)
1 2
= =5 InF ) + |l
4pp

Now it remains to give a non-negative lower bound of Expression (20) + Expression (21). Recall that p = % and c = -
thus

2
(k(k+1))'(

4p 2 dp 2 1
= (1 - (3 - 77) '772L2> : sz-i-% - Zk-i—lH - — < HWF Zhey) = 77F(Zk+1)H =5 InF(zrer) = UF(Zk)||2>

Expression (20) 4+ Expression (21))

4p 2792 2 2 2 1 2 2
> (1= (5= 22) 0222 [uey v +;- WP —nFG| QA = 3B = —jA - B

4p 4p 272 2
2 (0= (0= 3) 72 s =

where the last inequality holds because ||z, 1 — zom | < InF (24 1) — nF(z)||%, which is due to update rule

of proj-EAG and the fact that IIz is non-expansive. Hence, we have Vi1 < Vi + %||77F(2k:+1) —i—nckHH? -
k(k+1 2 .

(14 % = (3= 3) - PL) 5 1z ) — 2 |)”. Plugging n = OP%, we have (149 — (3= ) -n?L?) > 3

( by Fact 2). This completes the proof.

We also show that V}, is of order Q(k? - r@"(zy)).

Lemma E.3. In the same setup as Theorem E.2, for any k > 1, we have
k(k+1
HEED nr () + menl < Wi+ o — =]

In particular, Vi, > —||zo — 2*||*.
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Proof. Fix any k > 1. Since 0 € F(z*) + Nz(z*), by p-comonotonicity and Fact 2, we have
* 1
O0F(at) s 2 = =) 2 LI Ga) el > = InF (a) + e @2)

By definition of V},, we have

Vi = @ I F (21) + nexl* + k- (nF(21) + nex, 25 — 2o)
B @ NnF (2k) + nerll* + k- (0F (21) + 0k, 26 — 27) + k(F (2k) + nex, 27 — 20)
2 @ I F (zx) + nexl|* i”nF(Zk) + ekl + k(nF (zk) + ek, 2° — z0) (By Equation (22))
= @ NnF (z1) + nexl? — %\nF(zk) +nexl® = llzo — 2
_ @ AnE () + nexl = [0 — 2117,

where in the second last inequality, we apply (a,b) > —%||a?|| — 62| with a = nF(zi,) + nek, b = 2* — 2o, and o = k.
This completes the proof. O

Combinging the approximate monotonicity of the potential function V, in Theorem E.2 and the above lower bound of V},
we can prove the O(%) last-iterate convergence rate easily.

Theorem E.4 (Last-iterate convergence rate of (proj-EAG) for comonotone inclusion problem). In the same setup as
Theorem E.2, we have for any k > 1,

20(V4 + ||z0 — 2*|1) _ 20H”
n2k2 = n2k2’

1P (21) + ex])* <
where H? = 16]|z, — 20l” + |1z — 2% < 160°r58%_ (20) + |20 — 2*|%.

Proof. For k = 1, from Lemma E.3, we directly get that ||nF (z1) + ney || < 4(Vi + |20 — 2*||%).
Now fix any k > 2. Combining Theorem E.2 and Lemma E.3, we have

k(k + 1)

1 InF (21) +nex||? < Vi + |20 — 27|

k
N 1
<Vitllao =217+ 5 X I ) el
t=2

Subtracting 3 || F(2;) + nex||* from both sides and noting that 2k > 1 for k > 2 gives

kz . 1 k—1
- InF(ze) + nexl* < Vi lz0 — 27|I° + 5 D lnF(z) + ned®
t=2

Now we can apply Proposition E3 with Cy = Vi + |29 — 2*|* to conclude that ||nF (2;) + nex||” < W.

Applying Lemma E.1, we know V; < 16|23 — 2l” < 160r44% _ (20)? gives the desired result. O

Corollary E.5. In the same setup as Theorem E.2, we have

s 2
S k(k+ 1)sz+1 — 2| < 4000H2.

k=1

2
It also implies || zk+1 — 2p 4 1 12 < Eég(fgz Sforallk > 1.
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Proof. By Theorem E.2, we have

9k(k +1)

2 1 )
WH'ZHI | S Vi = Vi + §||77F(Zk+1) + nck41]|

Telescoping the above inequality for k = 1,2,...,T gives

T T
9 2 1 )
1000 ki_l k(k+1) sz+1 kg SVi-Vratg ;;—1 [MF (zk+1) + nck4 |

T
1
§V1+||z0z*|2+10H2.< 2)
U
< 9H?.

where in the second inequality we use (1) Vg > —||zo —z || by Lemma E.3 and (2) ||[nF (z541) + nees1]” < (t(_)ﬁ; by

Theorem E.2, in the last inequality we use > oo, W = ? —1 < 3. This concludes Y77, k(k +1)|| 241 — Zptd I? <

4000H?2. Since 3(k +1)? < k(k + 1) for all k > 1, it further implies ||z4+1 — Zptd I? < ézztff)[g forall k > 1. O

E.2. Point Convergence of proj-EAG in the Comonotone Case

In the following, we show that ||zx11 — wi41]| — 0, i.e., the trajectory of proj-EAG and OHM merges. This would directly
prove the point convergence of OHM.

Theorem E.6. Let Z C R™ be a closed convex set, F' : Z — Z be L-Lipschitz, and F + Nz be p-comonotone with
p>— 20L Let B, = k+1’ n= 3 , and wy = zg. Then the iterates {zi } ;>0 of proj-EAG and the iterates {wy, } >0 of
OHM merges, i.e.,

40000H? n 30000H2 —of H?
T (k+1)z  (E+1)? (k+1)3

)

2k+1 — W |

In particular, limy, o ||2k+1 — wk41]] = 0.

Proof. Using the update rule of proj-EAG and OHM and recall: nciy1 = 2z — nF(szr%) + Br(z0 — 2k) — 2zk+1 and
Ndp1 = wyy 1 — NF(Wi41) — we41 we have
2yl — Wiyl = (ﬁkzo + (1= Br)ze —nF (24 1) — ﬁCk+1) — (Brwo + (1 — Br)wr — nF(wrt1) — ndry1)

= (1 = Br) (2 — wi) + U(F(wk+1) +dit1 — Fzpq1) — Ck+1>, (wo = 20)

which implies

2
2541 — wk+1\|2 = (1—B)?|lz — wk||2 + UQHF(wk'H) + dpy1 — F(zk.+%) — Ck+1H

2((1 = B) (2 — i), n(Flwein) + disr = Flzpy) = i) )

I

Brzo+(1—Br)ze—nF (21) =2, 1
n

We focus on term L. Denote ¢, 1 = € Nz(2zp41). We can verify

2t — Wt = (1= Be) (2 — wi) — 77<F(Zk) + Cppr — Flweyr) — dk+1)~

30



Accelerated Algorithms for Constrained Nonconvex-Nonconcave Min-Max Optimization and Comonotone Inclusion

Thus term I can be rewritten as
I= 2<(1 = Br) (2 — wk)yn(F(wk+1) Fdrpr — Flzq 1) — Ck+1>>
= 2<Zk+% — Wg41 + n(F(Zk) +Chp1 — F(wyt1) — dk+l)777(F<wk+l) +dg1 — F(Zm%) - Ck+1)>
= 22 (F(20) + ey = Fwirn) = dss, Fwsn) + diss = Flzpy) = o )+

+ 27]<2k+% — Wi 1, F(Wgt1) + dgs1 — F(Zk_,'_%) — Ck+1> .

A

Combining the above (we keep term Ay, for now), we get

(B
< (1= Bk = wnll 4 72 [ Flwnn) + diss = Py y) = e
+ 2n2<F(zk) +epps — Fwi) = dier, Fwgsn) + digr — Flzy 1) - ck+1> A
= (1= B)?llze — wil® = | Fwisa) + disa |* + 2772<F(Zk) + gt Fwpgr) + dk+1>
22 (F(a) + eny, Pleiny) +ein ) + 02| Flony) + x| + A

2
(We use —a? + 2ab < b?)

< (1= Bz — wnl® + 2| F20) + sy

2
—2772<F(zk) —‘erJr%,F(ZkJr%) +Ck+1> +’I72HF(Z,€+%> +Ck+1H + Ay

2
= (1= Bl — w02 | o) + sy = Flay) = | + 4
2
= (1= B)?llz — wil® + ||2ks1 — Zpgpt|l + Ak
Plugging 8 = 757 and multiplying both sides with (k + 1)* gives
2
(k + 12| ze41 — wrar]|® < K22k — wil)® + (k + 1)2||zpg1 — Zpes|l +(k+ 1)2Ag.

Telescoping the above gives

k 2 k
(k+1)%[zk41 — wrra |” < flzs —wi|* + > (t+ 1)2Hzt+1 —z1|| +D_(t+ 124,
t=1 t=1
o |z —wr? 1< 2 1 &
= — < t+1 2‘ — T R——— t+1)%24
||Zk+1 U)k+1|| < (k‘—|—1)2 + (k‘—|—1)2 ;( + ) Zt+1 Zt+% + (k‘—|—1)2 ;( + ) t

It remains to show that m Zle(t +1)2|| 241 — Zepd | = o(1) and ﬁ Zle(t +1)24; = o(1).

For the first term, using Corollary E.5, we have

k ) 2 k 2
Z(t+1) HZtJrl —Zp1| = QZt(t‘Fl)‘ Zt41 T eyl
t=1 t=1

< 8000H?2.
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We need a more careful analysis of Ay, for the second term. We decompose Ay, = By, + Cy + Dy, as follows.
A = 277<Zk+% = We 1, F(wig1) + dieyr — Fzp41) — Ck+1>
= 277<Zk+% = 2k 1 F(wis1) + disr = Fzpq 1) — Ck+1>
+ 277<Zk+1 = Wit1, F(wig1) + dpr — Fzpq 1) — Ck+1>
= 277<Zk+% = 2kt 1, F(wis1) + disr — F2pq1) — Ck+1> + 277<Zk+1 — Wit1, F(241) — F(2k+%)>
By, Ck

+20(zk 41 — Wer1, F(weg1) + diyr — F(2k41) — Crt1) -

Dy,

For By, we have

By, = 277<zk.+% =zt 1, Fwes1) + dpgr — Fzp1) — ck.+1>

(1P (wrs1) + diga | + || F(2r41) = Fzpy)

< 20| = 2 |+ 1F i) + el

(I (wrt1) + drrall + 1 F (z41) + crsal))

16000.H2 8000H? (2|20 — 2*||  V20H?
< 4 : +
— (k+1)? (k+1)2 n(k+1) n(k+1)
17140H?2

=kt 12

where in the second last inequality we use the last-iterate convergence rate of OHM and proj-EAG (Theorem E.4) as well as
the bound on |[2k41 — 254 1 |* (Corollary E.5).

2
+ 277H2k+1 — 24l

< 277LH21¢+1 — 2yl

For C),, we have
Cy = 277<Zk:+1 — Wit 1, F(2r41) — F(Zk+%)>

)

< 2lles = Wi Flri) = Flagy

(Fis L-Lipschitzand nL < 1)

< 2f|zp41 — wk+1||HZk+1 — Zpyl

< 400HH2;€+1 — 2yl

)

where in the last inequality we use ||zx+1 — wir1]|| < 90H is bounded by Corollary E.8.

For Dy, since F' + Nz is p-comonotone, we have

Dy, = 2n{zk 41 — Wet1, F(wry1) + diy1 — F(2k41) — Crpr)
< —20n||F(wi41) + di1 — F(zx11) — cepa
< —4pn||F (wys1) + disr |* — 4pnl|F (2541) + ||
4p Al|lzo —z*||* 4p 20H?
< _ZP. 20 — 27| _ZP. (convergence rate of OHM and Theorem E.4)
n D n (k1P
24H?

~ (k+1)% (

>—3)

3
W=

Combining the above bounds for By, Ci, Dy, we get

(k +1)2A;, < 17424H2 + 400H (k + 1)2sz+1 — s ||
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Since 3%, (£ +1)%[|ze41 — 2411 |* < 3200H2, using Cauchy-Schwartz, we get

k
Z(t—i— 1)2‘

<\ (Ser sl (Se0e)

t=1

Zt4+1 — Zt+%
< 100H (k +1)%/2.

Thus oty b (t 4+ 1)2[|2r41 — 24 1] < 100H (k +1) 7%

Hence we get

zk: 1), = LTA2AHZ 4000012
k+12t:1 (kD2 (k4 1)

Combining all the above, we conclude that for all k,

k k
|21 — wy|? 1 2 2 1 2
+ E (t+1) Hzt+1—zt ;H +7§ (t+1)%A,
2 2 +3 2
(k+1) (k+1)? — (k+1)? =

40000H? 30000
T (k+1)3 (k+1)?

2k41 — wrpa[|” <

This completes the proof. O

Lemma E.7 (Bounded Iterates of proj-EAG). The iterates {zy, }r>0 of proj-EAG satisfies for all k > 0

ll2e — 20|” < 16040H2.

Proof. For k = 1, the proof of Lemma E.1 gives |21 — 2o H2 < H?. By definitions of proj-EAG and ¢, 1, we have

2

k
2kt — 20|> = H " 1(,2;€ —20) = N(F (234 1) + di41)
1+1 K llzx — 20| + (1 + k) 2H(F(z )+d )H2 (Young’s inequality)
< A (k—|— E k— 20 Ui k+1 k+1 g quality
2
< ol = sol? + 200+ 07 (| P ) = P+ 1 G + desal?)
k 1
< msz — 2l + m16040H2. (Corollary E.5 and Theorem E.4)
By induction, we get ||zx11 — zo|° < 16040H2. O

Corollary E.8. Let wy = zy. The iterates {zy } >0 of proj-EAG and the iterates {wy, } >0 of OHM satisfies for all k > 0,

l[wi — 2| < /(32080 + 8)HZ < 200H.

F. Auxiliary Propositions

Remark F.1. The proofs for our algorithms’ last-iterate convergence rates are all based on potential function arguments. The
core of these arguments is to prove the potential function’s (approximate) monotonicity. The three identities below simplify
tedious algebraic calculations and are useful to show the potential functions’ (approximate) monotonicity.

Proposition F.2. Let xg, 1, 2,23, Y1, Y2, Y3, u1, us be arbitrary vectors in R". Let ¢ > 0, p > 0, and r # —% be real
numbers.
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Ifus =x1 —y2 + qfll(xo — 1) — x3, then the following identity holds:

+1
Q(qT)'HlerulH?JFQ'<l/1+u17931*x0>
+1)(g+2
_qu)-M+w2+m+m«w+wm—%0
q(g+1
__Afgigggl. (p. s — z3]|” — |y — ngQ)
p
q(q+1)-<y3—y17$3—$1>
1
—qlg+1)- xl—y1—$2+q+1($0_371)’x2_333 (23)
—qlg+1) - (us,x3 — x1)
—q(g+1)- (u1,x1 — x2)
2
1 1
:@. x2_x1+y1+u1+m(9€1—950)
1-p)glg+1
4 d=plala+ 1) ly2 — ys|*

2p
+(qg+1)-(y2 — ys,ys +u3)

Ifuy =x1 — 1 + q+1( —21) —x2and uz = 1 — Y2 + q+1( — 1) — &3, then the following identity holds:
+1
% Ny + w4 g (g1 + w21 — @)
+1)(g+2
qu)'M+w2+@+D%%+%%%0
gl¢+1) 2 ?
- p-llze —z3l]” — |ly2 — ysll (24)

—q(g+1)-(ys +ug —y1 —u1,x3 — 1)

(1-plglg+1)

- ly2 — ys

+(g+1) - (y2 — ys3,y3 +u3)

2
I

_ zmit gy (wo—a1)— gy (142r)y1 —a2
lrus = 5 (+2r) and uz = 71 + 737 (%0

identity holds:

) _ 2rq

Y2 — o (y1 + u1) — x3, then the following

2
<q2(1+27“) —7°(I> Nys + ] + g (y1 + w1 — o)

(¢ +1)° 2
T @2 =g+ 1) ) - Hlys +usll” = (g 1) - ys 4 us, a3 — o)
+1 25
EDZ (o — sl — o — ) @
q+1 ((3+U3—y1—U1,$3—$1>—T||y3+u3—yl—ul||2)
(1-p)(g+1)° 2
=‘44447§4444*~H$2-w3H-

Proof. We verify the three identities using MATLAB. Readers can find the verification code at https://github.com/
weigiangzhengl999/Accelerated-Comonotone—-Inclusion. L]
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Proposition F3. Let {a;, € R} k>2 be a sequence of real numbers. Let C1 > 0 and p € (0, %) be two real numbers. If the
following condition holds for every k > 2,

k2
T ak<cl+— Zat, (26)
then for each k > 2 we have
4.C1 1
R 27
P13 k2 @7

Proof. We prove the statement by induction.

Base Case: k = 2. From Inequality (26), we have

22 1.0, 1
— <(C = <O < .
g = =M=y

Thus, Inequality (27) holds for k& = 2.
Inductive Step: for any £ > 3. Fix some k& > 3 and assume that Inequality (27) holds for all 2 < ¢ < k — 1. We slightly

abuse notation and treat the summation in the form Zf::)) as 0. By Inequality (26), we have

2

k » k—1
T <O+ —— ) a
4 1-p t:ZZ

y p
S + — a (CLQ S Cl)
c ap.C =1
< : _1p + = D ™ i ) tz:: = (Induction assumption on Inequality (27))
Cl 2]) . Cl 1 2 5 1
< + ( =% 1<%
T 08 D L e
— Ol
C1-3p
This complete the inductive step. Therefore, for all £ > 2, we have a; < f'_%; . k% O

Proposition F.4. Let {a;, € R };>2 be a sequence of real numbers and Cy > 0. If the following condition holds for every
k>2,

Z'ak§C1+§'Zat7 (28)
t=2
then for each k > 2 we have
20C,

(29)

Proof. We prove the statement by induction.

Base Case: k& = 2,3,4. From Inequality (28), we can directly calculate that as, a3, a4 < C;. Thus, Inequality (29) holds
for k = 2,3,4.
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Inductive Step: for any £ > 5. Fix some k& > 5 and assume that Inequality (29) holds for all 2 < ¢ < k — 1. We slightly
abuse notation and treat the summation in the form 2;5 as 0. By Inequality (28), we have

k 1
Z'akSC1+§'Zat
t=2
5 1
5501+§-t§:;at (a2, a3, as < C1)
k—1
5 1 . . .
< 501 + 10C1 - Z 2 (Induction assumption on Inequality (27))
t=5
< 5C. CiZs =<1
This complete the inductive step. Therefore, for all £ > 2, we have a; < 2251 . ]
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