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Abstract
We propose a structured framework for gen-001
erating and evaluating synthetic intelligence002
reports using large language models (LLMs),003
specifically GPT-3.5 and GPT-4. Our ap-004
proach integrates recursive prompting with005
symbolic and spatial grounding via knowledge006
graphs and map metadata to produce multi-007
perspective, JSON-formatted reports that em-008
ulate real-world intelligence workflows. To009
assess quality, we conduct a human evalua-010
tion using a rubric based on five analytic di-011
mensions: clarity, objectivity, comprehensive-012
ness, rigor, and relevance. Results show that013
GPT-4 produces more coherent and reliable014
outputs, while GPT-3.5, when scaffolded with015
structured input, performs competitively in an-016
alytical depth and relevance. Our framework017
extends prior LLM benchmarks by targeting018
long-form synthesis and structured reasoning019
in complex, mission-oriented domains.020

1 Introduction021

Advances in large language models (LLMs) have022

enabled new capabilities for simulating complex023

analytical workflows through synthetic text gen-024

eration. In high-stakes domains such as intelli-025

gence analysis, access to real-world data is often026

restricted due to classification and privacy concerns027

Falis et al. (2024); Yu et al. (2024). As a result,028

synthetic datasets offer a promising alternative for029

training, evaluating, and benchmarking LLMs in030

structured reasoning tasks.031

This paper presents a structured generation and032

evaluation framework for producing synthetic in-033

telligence reports using LLMs, specifically GPT-034

3.5 and GPT-4. Our approach integrates multiple035

components: scenario-driven prompting to define036

fictional yet coherent geopolitical narratives; sym-037

bolic grounding through knowledge graphs; spatial038

grounding via procedurally generated map meta-039

data; and recursive prompting to simulate multi-040

turn analytical workflows. Each report includes041

structured metadata, follows a controlled prompt 042

format, and optionally embeds tables for improved 043

information retrieval. To assess report quality, we 044

implement a rubric-based human evaluation strat- 045

egy focused on five key criteria relevant to intel- 046

ligence work: clarity, objectivity, comprehensive- 047

ness, rigor, and relevance. 048

To illustrate these capabilities, Table 1 presents 049

a sample report generated by our framework. It 050

documents battlefield injuries sustained by Mamba 051

Force Opal during the fictional Battle of Salazar 052

Marshlands. The report includes structured meta- 053

data such as the author persona, classification label, 054

timestamp, and geospatial coordinates, while the 055

body summarizes injury types (e.g., gunshots, IED 056

trauma) using domain-relevant language. Feedback 057

from fictional readers and distribution to fictional 058

government entities further anchor the report within 059

its symbolic scenario. At the end of the report, a 060

follow-up question is generated, as shown in Ta- 061

ble 1: “Can we get more specific information on 062

the types of injuries sustained by our forces?” This 063

question serves as a seed for recursive prompting, 064

allowing the model to explore subtopics such as 065

medical diagnostics or tactical procedures, thereby 066

enabling iterative and inquiry-driven expansion of 067

the scenario. 068

Our framework addresses limitations in existing 069

LLM benchmarks. While datasets such as Truth- 070

fulQA Lin et al. (2021), WebGPT Nakano et al. 071

(2022), and LegalBench Guha et al. (2023) em- 072

phasize factual correctness or discrete task perfor- 073

mance, they do not evaluate long-form, context- 074

rich synthesis grounded in structured symbolic and 075

spatial input. We define long-form as outputs that 076

combine narrative explanation, analytical reason- 077

ing, metadata alignment, and stylistic realism. Our 078

framework fills this gap by incorporating scenario 079

construction, symbolic and spatial grounding, re- 080

cursive prompting, structured prompt formatting, 081

and metadata-aware generation. Additional design 082
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elements including fictional personas, geocoordi-083

nates, classification labels, table generation, and084

source integration further align synthetic reports085

with real-world intelligence conventions. This pa-086

per investigates the following research questions:087

• Can LLMs generate synthetic intelligence re-088

ports that resemble real documents in tone,089

structure, and informational depth?090

• What is the impact of recursive prompting on091

the coherence, continuity, and scalability of092

report synthesis?093

• How do structured inputs such as knowledge094

graphs and geographic metadata affect report095

realism and analytical value?096

• How do GPT-3.5 and GPT-4 differ in schema097

adherence, entity grounding, and output ro-098

bustness within this framework?099

Table 1: Example report generated by our framework,
combining medical intelligence, narrative detail, and
recursive prompting via follow-up questions.

Title: Injury Report: Mamba Force Opal in the Battle of
Salazar Marshlands
Timestamp: 2023-06-17T10:30:00
Event Date: 2023-06-14
Author: Patricia “Pat” Wilson
Readers: Charlie “Champ” Thompson, Dr. Richard
Thornton
Feedback Score: 4.5
Feedback Comments:
Charlie "Champ" Thompson: 4 – "Detailed and compre-
hensive report."
Dr. Richard Thornton: 5 – "Excellent use of medical
documents."
Source Type: Medical Intelligence
Classification: CONFIDENTIAL CHIPMUNK
Geo Coordinates: Salazar Marshlands (Latitude: -15.2,
Longitude: -177.7)
Tags: Operation Koila, Salazar Marshlands, Mamba
Force Opal, Injury Report
Distribution: SCADSLand Ministry of Defense, Na-
tional Security Council, Ministry of Health
Body:
This report summarizes injuries sustained by Mamba
Force Opal during the Battle of Salazar Marshlands. Of
42 wounded, 25 suffered gunshot wounds, 10 sustained
shrapnel injuries from IEDs, and 7 were injured by other
causes including burns and blunt trauma. While body
armor reduced the severity of most gunshots, the IED-
related injuries were critical, including limb loss and
severe burns. Rapid medical response limited fatalities,
but the findings highlight a need for improved protective
gear, IED training, and specialized burn treatment capa-
bilities.
Follow-Up Question: Can we get more specific informa-
tion on the types of injuries sustained by our forces?

Through these research questions, we aim to100

establish both a robust generation pipeline and a101

principled evaluation framework for synthetic in- 102

telligence reporting. Our findings show that LLMs 103

guided by structured input produce higher-quality 104

outputs and that GPT-3.5, when properly scaf- 105

folded, can approach the performance of GPT-4 106

in structured, long-form reporting tasks. 107

The rest of the paper is organized as follows: 108

Section 2 reviews related work. Section 3 presents 109

our methodology. Section 4 introduces our evalua- 110

tion rubric, describes the human evaluation setup, 111

and reports results comparing GPT-3.5 and GPT- 112

4. Section 5 situates our approach within existing 113

LLM benchmarks. Section 6 concludes the paper. 114

Section 7 discusses limitations, while Section 8 115

covers ethical considerations. 116

2 Related Work 117

Large language models (LLMs) such as GPT-3.5 118

and GPT-4 Achiam et al. (2023) have demon- 119

strated strong capabilities in generating coherent 120

and contextually grounded text. These capabili- 121

ties have enabled a wide range of applications in 122

synthetic data generation, particularly in domains 123

where real data is scarce or sensitive Nguyen-Mau 124

et al. (2024). Initial studies have applied LLMs to 125

domain-specific generation tasks including ques- 126

tion answering Kalpakchi and Boye (2023), dia- 127

logue simulation Abdullin et al. (2024), and styl- 128

ized text production Popescu-Belis et al. (2023). 129

LLMs have also been explored in medical and cy- 130

bersecurity domains, where they are used to gener- 131

ate discharge summaries Falis et al. (2024), simu- 132

late longitudinal health records Pang et al. (2024), 133

model synthetic traffic data Kholgh and Kostakos 134

(2023), and augment biomedical signals Bird et al. 135

(2021). 136

Recent work has shifted attention toward long- 137

form generation, with an emphasis on planning, 138

structure, and multi-stage synthesis. Liang et al. 139

(2024) introduced a planning-based framework that 140

guides LLMs to organize and reason before gen- 141

erating full-length documents. Zhu et al. (2024) 142

proposed a segment-level diffusion approach to im- 143

prove coherence and controllability in long-form 144

generation. Tan et al. (2024) developed ProxyQA, 145

a benchmark that evaluates long-form outputs by 146

measuring human evaluator accuracy on proxy 147

questions derived from model-generated responses. 148

In parallel, techniques for symbolic and struc- 149

tured prompting have been developed to improve 150

the reasoning capabilities of LLMs. Cognitive 151

prompting has been shown to encourage struc- 152

2



tured thinking and stepwise reasoning in com-153

plex problem-solving tasks Kramer and Baumann154

(2024). Wang et al. (2024) proposed a symbolic155

working memory mechanism that enhances LLM156

performance on rule-based applications. Challeng-157

ing traditional assumptions, Gubelmann (2024) ar-158

gue that LLMs can achieve grounded understand-159

ing through pragmatic interaction norms rather than160

explicit symbol-referent mappings.161

As generation quality improves, evaluation162

strategies have evolved to reflect the needs of high-163

stakes, long-form generation tasks. Hashemi et al.164

(2024) introduced LLM-Rubric, a calibrated frame-165

work for scoring generated outputs across multi-166

ple qualitative dimensions. Rubicon Biyani et al.167

(2024) applies rubric-based evaluation to domain-168

specific human–AI conversations, combining hu-169

man and automated scoring. Similarly, Farzi and170

Dietz (2024) proposed a rubric-driven evaluation171

pipeline for retrieve-and-generate systems, offering172

a structured approach to assessing both content and173

context alignment.174

Despite these advancements, most prior work175

remains focused on short-form generation or nar-176

row task-specific outputs. Long-form generation177

that incorporates recursive prompting, symbolic178

grounding, and spatial metadata remains underex-179

plored, particularly in domains such as intelligence180

analysis that demand analytical depth, narrative181

continuity, and structured metadata integration.182

Our work addresses this gap by introducing a183

framework for long-form synthetic intelligence re-184

port generation. We combine recursive prompting185

with structured inputs such as knowledge graphs186

and map metadata, and evaluate outputs using a187

rubric-based human assessment aligned with the188

needs of mission-critical analysis. This contributes189

to ongoing efforts to expand the scope of LLM eval-190

uation beyond factuality and classification into the191

realm of context-rich, multi-perspective synthesis.192

3 Methodology193

We present a structured methodology for generat-194

ing synthetic intelligence reports using large lan-195

guage models (LLMs), with a focus on GPT-3.5196

and GPT-4. Our framework simulates analyst work-197

flows through three tightly integrated components:198

(1) scenario construction, which provides a coher-199

ent fictional backdrop for report generation; (2)200

symbolic and spatial grounding, which embeds201

entities and geocoordinates through knowledge202

graphs and map metadata; and (3) recursive prompt-203

ing, which produces multi-layered reports by chain- 204

ing outputs through follow-up questions. The gen- 205

eration process is further enriched through struc- 206

tured metadata design, prompt formatting, and con- 207

trolled variability. Figure 1 illustrates the complete 208

generation pipeline, from scenario setup and meta- 209

data initialization to recursive report generation and 210

rubric-based evaluation. These components work 211

together to create long-form, multi-perspective re- 212

ports that reflect the analytical rigor and continuity 213

found in real intelligence workflows. 214

3.1 Scenario Construction 215

To establish a coherent fictional setting for report 216

generation, we adapted a passage from Traffic Anal- 217

ysis and the Zendian Problem Callimahos (1989), 218

modifying names, affiliations, and events while 219

preserving the structural logic of the original nar- 220

rative. This scenario, used as an illustrative exam- 221

ple throughout the paper, features fictional charac- 222

ters, military factions, government ministries, and 223

geopolitical flashpoints within the nation of Zendia. 224

Care was taken to ensure that all fictional entities 225

were unique and did not correspond to real indi- 226

viduals or organizations. This structured backdrop 227

enables the generation of multi-layered intelligence 228

reports that simulate realistic analytical workflows. 229

3.2 Symbolic Grounding 230

To simulate the structured reasoning typical of in- 231

telligence reporting, we constructed a symbolic 232

knowledge graph consisting of entities such as indi- 233

viduals, organizations, events, and locations. These 234

entities were created using prompt templates with 235

predefined attributes (e.g., geopolitical affiliation, 236

type, and quantity). Relationships between entities 237

were likewise generated and normalized to reduce 238

redundancy and maintain coherence. 239

This knowledge graph served as a grounding tool 240

during report generation. Entity and relationship 241

data were embedded in prompts to guide model 242

behavior. In practice, GPT-4 demonstrated a higher 243

rate of entity incorporation and relational consis- 244

tency compared to GPT-3.5, which often omitted or 245

altered elements unless explicitly reinforced. Addi- 246

tional examples and statistics are included in Ap- 247

pendix B. 248

3.3 Spatial Grounding 249

To complement symbolic grounding, we inte- 250

grated procedurally generated map data, including 251

landforms, boundaries, and geospatial references. 252
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These were manually aligned with the knowledge253

graph and embedded into the model input in a struc-254

tured format. This approach improved the spatial255

consistency of generated content, enabling more re-256

alistic references to terrain, regions, and distances.257

A visual example of the map configuration is pro-258

vided in Section 3.8.3.259

Figure 1: Overview of our synthetic intelligence report
generation pipeline, combining scenario setup, symbolic
and spatial grounding, recursive prompting, and rubric
based evaluation.

3.4 Token Optimization and Generation 260

Trade-offs 261

Structured inputs such as maps and knowledge 262

graphs significantly enhanced the coherence of the 263

generated reports but also increased token con- 264

sumption. To maintain scalability, we separated 265

background information from report prompts and 266

summarized it before injection. GPT-4 yielded the 267

most coherent results under full structure but in- 268

curred higher generation costs. GPT-3.5 was more 269

cost-efficient and still benefited considerably from 270

structured inputs. Detailed comparisons of token 271

usage and model cost are included in Appendix A. 272

3.5 Recursive Prompting 273

Our report generation framework builds on recur- 274

sive prompting to simulate how intelligence ana- 275

lysts refine assessments over time. Given a struc- 276

tured seed scenario, each report leads to follow-up 277

questions that drive the next layer of generation, 278

resulting in a tree-like structure of interconnected 279

reports. This recursive process encourages multi- 280

perspective reasoning, temporal continuity, and an- 281

alytical depth across generations. 282

3.5.1 Generation Strategy 283

The system initiates each report using a two-prompt 284

cycle. First, the model is asked to generate an 285

intelligence report in response to a guiding ques- 286

tion. Second, it is prompted to suggest follow-up 287

questions a government analyst might pose after 288

reviewing the report. These follow-up questions 289

are recursively used to generate additional reports, 290

forming a hierarchical generation tree. Figure 2 vi- 291

sualizes the recursive prompting flow, where each 292

report leads to a new layer of analytical follow-up. 293

Each layer expands the narrative by exploring new 294

analytical paths grounded in prior context. 295

3.5.2 Controlling Report Scope and Volume 296

The framework supports several generation parame- 297

ters: the number of top-level seed questions (S), the 298

number of follow-up prompts per report (X), the 299

number of recursive layers (Y), and a regeneration 300

factor (R) that introduces variation by generating 301

multiple outputs per node. Together, these parame- 302

ters define the breadth and depth of the reporting 303

tree and enable flexible control over the volume and 304

structure of the dataset. An illustrative generation 305

tree is provided in Appendix C. 306
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Figure 2: recursive prompting structure for a single seed question with X children and Y layers.

3.5.3 Scalability and Parallelization307

To enable large-scale generation, we use a breadth-308

first strategy that processes all nodes at each layer309

in parallel. This improves efficiency, while the310

regeneration factor adds further parallelism by cre-311

ating multiple report variants per node.312

3.5.4 Simulating Variability313

To better reflect the heterogeneity of real intelli-314

gence reporting, we introduce controlled variabil-315

ity into the generation process. Drawing from an316

analysis of 1,000 real-world reports, we designed317

prompts to include stochastic constraints on length,318

structure, and metadata. Rather than relying on319

vague directives (e.g., “make it random”), we use320

Python-generated parameters embedded into the321

prompt (e.g., “length around 600 tokens”). This322

approach yields more natural length distributions323

across characters, words, and sentences. Additional324

randomness was introduced across metadata fields325

to support diversity and reduce repetitiveness.326

3.5.5 Structured Output Format (JSON)327

To facilitate downstream analysis and reuse, we328

implemented two output strategies. The first parses329

plain text reports into structured JSON via post-330

processing. The second instructs the model to331

generate reports directly in JSON format using332

an explicit schema. While the latter simplifies the333

pipeline, schema compliance is not guaranteed. Mi-334

nor inconsistencies (e.g., variation in field names)335

required a validation and correction loop. When in-336

valid output was detected, corrective prompts were337

issued until a valid structure was obtained. Most er-338

rors were resolved within two iterations; persistent339

failures were discarded to preserve dataset quality.340

3.6 Prompt Structure341

Prompt design not only guides the model’s nar-342

rative but also ensures alignment with formatting343

constraints, enabling seamless downstream process-344

ing and rubric-based evaluation. Prompt structure345

plays a central role in guiding large language mod- 346

els toward generating consistent, grounded, and 347

analytically useful reports. Our framework relies 348

on structured multi-turn prompting to simulate the 349

behavior of intelligence analysts, with distinct sys- 350

tem, user, and assistant roles to maintain continuity 351

across recursive generations. 352

Each generation session begins with a system 353

message that establishes the model’s persona and 354

operational context. For instance, the model is 355

positioned as an analyst working for the fictional 356

government of SCADSLand and tasked with mon- 357

itoring geopolitical developments in the nation of 358

Zendia. This message includes the base scenario 359

as well as structured metadata (e.g., knowledge 360

graphs, personas, and maps) prepared during the 361

pre-processing phase. The prompting workflow 362

proceeds in five stages: 363

1. Pre-generation The system message defines 364

the analytical setting, while the user initiates meta- 365

data generation requests for elements such as per- 366

sonas, knowledge graphs, and spatial data. 367

2. Seed Report Generation The user then in- 368

structs the model to generate an intelligence report 369

based on a seed question S[i], while also specify- 370

ing output constraints (e.g., JSON format, meta- 371

data schema). If the model fails to comply with 372

formatting rules, corrective prompts are issued as 373

described in Section 3.5.5. 374

3. Follow-up Question Generation After each 375

report, the model is asked to list follow-up ques- 376

tions a government analyst might ask. To preserve 377

the analytical tone, the prompt explicitly discour- 378

ages action-oriented recommendations and focuses 379

on eliciting requests for additional information. 380

4. Recursive Prompting Each follow-up ques- 381

tion becomes a new seed for generating the next 382

layer of reports. This step inherits structured meta- 383

data and formatting constraints from previous turns, 384

allowing for depth and continuity in analysis. 385
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5. Iteration Steps 3 and 4 are repeated recur-386

sively to construct a reporting tree. This recursive387

structure enables multi-layered synthesis that mim-388

ics how real-world analysts build on prior insights389

to explore emerging developments.390

This structured prompting strategy ensures con-391

sistency in report tone, metadata schema, and ana-392

lytical framing while allowing sufficient variability393

to reflect the dynamic nature of intelligence work.394

An example of a complete multi-turn generation395

session is provided in Appendix I.396

3.7 Table Generation397

To improve clarity and support information re-398

trieval, we added structured tables to a subset of the399

generated reports. These tables act as visual sum-400

maries, highlighting key actors, events, numerical401

metrics, and technical specifications that are often402

essential in intelligence communication. However,403

generating coherent and useful tables with large404

language models introduced unique challenges.405

Initial attempts relied on general instructions406

(e.g., “include a table”) applied with low prob-407

ability. This produced inconsistent results, with408

many tables lacking structure, context, or analyt-409

ical value. To address this, we designed a more410

targeted prompting scheme based on four canoni-411

cal categories observed in intelligence reports:412

• Key Actors: Roles, affiliations, and actions413

of individuals or organizations involved.414

• Main Events: Timeline, participants, and out-415

comes of critical incidents.416

• Quantitative Measures: Numerical data such417

as quantities, rates, costs, or distances.418

• Technical Specifications: Structured informa-419

tion on equipment, geography, or processes.420

Each selected report received one of these421

category-specific prompts. This focused strategy422

improved the model’s ability to generate coher-423

ent and relevant tables by anchoring the request to424

a specific structural pattern. While some reports425

lacked sufficient narrative grounding for complete426

table generation, overall informativeness and con-427

sistency increased.428

To maintain report quality, we disabled table429

prompts for short outputs (fewer than 110 tokens),430

which tended to produce low-value or filler con-431

tent. A combined example of the four table types432

is provided in Appendix D.433

3.8 Metadata Design 434

A key advantage of synthetic report generation is 435

the ability to control metadata attributes with pre- 436

cision. In our framework, metadata fields were 437

defined in collaboration with intelligence analysts 438

and data scientists to reflect real-world reporting 439

conventions while supporting systematic evaluation 440

and downstream analysis. 441

3.8.1 Schema Overview 442

The metadata schema is structured into two cate- 443

gories: fields with tightly constrained values (e.g., 444

author, topic, geo-coordinates) and fields with 445

looser or randomized generation. This balance 446

preserves scenario coherence while allowing vari- 447

ability across reports. 448

Core fields include the report title, body, times- 449

tamps, and event dates, along with structured ele- 450

ments such as classification labels, keywords (tags), 451

and intelligence source types (e.g., HUMINT, SIG- 452

INT, OSINT). Some metadata is derived externally, 453

such as unique serial identifiers and the original 454

prompting question, which links the report back to 455

the recursive generation tree. A complete schema 456

and JSON example are provided Appendix I. This 457

structured design supports both retrieval and eval- 458

uation workflows by aligning each report with its 459

context and intended audience. 460

3.8.2 Personas 461

To simulate the diversity of authorship and read- 462

ership found in intelligence organizations, we in- 463

troduced fictional analyst personas. GPT was 464

prompted to generate ten unique personas at the 465

start of each scenario, which were embedded into 466

the prompt with the instruction: “Your team con- 467

sists of the following personas.” 468

Each report includes a designated author, typi- 469

cally selected based on topical relevance. To avoid 470

stylistic contamination, models were instructed not 471

to reference author names in the body text. Read- 472

ers were randomly selected from the same persona 473

list and asked to provide a numerical rating and 474

optional feedback comment. While occasional 475

anomalies occurred (e.g., readers rating their own 476

reports), the persona mechanism added realism and 477

evaluation flexibility. Examples of feedback pat- 478

terns are shown in Appendix E. 479

3.8.3 Geographic Metadata 480

Geospatial grounding was supported through a cu- 481

rated list of map entities provided in CSV format 482

during the scenario setup. These entities were used 483
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to assign geographic coordinates to events and lo-484

cations within each report. GPT-4 handled spatial485

consistency more reliably than GPT-3.5, which oc-486

casionally produced malformed coordinates. Man-487

ual correction was applied where necessary. A488

comparison of spatial output across models is pro-489

vided in Appendix F.490

3.8.4 Source Integration491

To explore the potential of retrieval-augmented492

generation, we experimented with injecting ex-493

ternal source material into the prompt. Using494

LangChain’s RetrievalQA pipeline1, we inserted495

source-aligned context into GPT sessions, similar496

to PrivateGPT2.497

Two datasets were generated using this method.498

The ODIN dataset was based on military training499

materials and yielded coherent reports in tactical500

domains like illicit mining. The VAST dataset501

used documents from the 2014 VAST challenge502

Andrews and Crouser (2019), providing rich narra-503

tive grounding despite some source noise. Together,504

these experiments produced over 100 structured505

reports and demonstrate that selective source inte-506

gration can improve realism in low-cost synthetic507

generation pipelines.508

4 Evaluation509

To assess the quality and analytical value of gen-510

erated intelligence reports, we conducted a human511

evaluation involving 40 samples drawn from our re-512

cursive prompting pipeline. Four PhD-level native513

English speakers with experience in technical writ-514

ing and research served as evaluators. Each report515

was assessed across five rubric-based dimensions516

aligned with intelligence analysis best practices, as517

summarized in Table 2.518

Table 2: Evaluation rubric for intelligence reports.

Dimension Evaluation Question

Clarity Is the report easy to read and under-
stand?

Objectivity Is the analysis fact based and unbiased?
Comprehensiveness Does the report cover all key details?
Rigor Is the analysis thorough and verifiable?
Relevance Is the content useful for intelligence

work?

Each dimension was rated on a five-point Likert519

scale. Evaluators were blinded to both the model520

1https://python.langchain.com/v0.1/docs/
modules/model_io/

2https://github.com/zylon-ai/private-gpt

Table 3: Average scores by generation setting.

Method Clarity Obj. Comp. Rigor Rel.

GPT-3.5 4.50 4.50 3.75 3.50 4.00
+ KG 4.75 4.50 3.75 4.25 4.25
+ Map 4.75 4.75 4.25 4.25 4.25
+ KG + Map 4.75 5.00 4.50 4.50 4.75

GPT-4 4.75 4.75 3.75 3.25 4.75
+ KG 4.75 4.75 3.25 3.50 4.50
+ Map 4.75 4.75 3.50 3.75 4.75
+ KG + Map 4.75 4.75 4.00 4.25 4.50

used (GPT-3.5 or GPT-4) and the generation con- 521

figuration. Reports were evenly distributed across 522

four conditions: (1) baseline model, (2) model with 523

knowledge graphs (KG), (3) model with map-based 524

metadata, and (4) model with both KG and map 525

support. Prior to evaluation, annotators were given 526

detailed calibration guidelines and example ratings 527

to promote scoring consistency. 528

4.1 Results 529

Table 3 present the average scores across all evalu- 530

ated dimensions. GPT-4 consistently scored highly 531

for clarity, objectivity, and relevance. However, 532

GPT 3.5, when augmented with both knowledge 533

graphs and map metadata, achieved the highest 534

scores overall, particularly in comprehensiveness 535

(4.50) and relevance (4.75). 536

These results underscore the value of structured 537

input design. While GPT-4’s baseline outputs were 538

more fluent and stylistically refined, they lagged 539

behind GPT-3.5+KG+Map in rigor and coverage. 540

This suggests that generation strategy and prompt 541

structure can significantly shape the quality of LLM 542

outputs, often outweighing the impact of model 543

scale alone. 544

The evaluation confirms that model scale alone 545

is not a reliable predictor of intelligence report 546

quality. Structured prompts and metadata play a 547

decisive role in enabling smaller models like GPT- 548

3.5 to match or even surpass GPT-4 in dimensions 549

such as comprehensiveness and rigor. These find- 550

ings validate the core design of our framework, 551

emphasizing the importance of symbolic ground- 552

ing, spatial context, and recursive prompting for 553

generating high-utility synthetic reports. 554

5 Comparison with Prior Work 555

While large language models (LLMs) have been 556

widely benchmarked on factuality (Lin et al., 2021), 557

multitask QA (Hendrycks et al., 2020), and step- 558
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Table 4: Comparison of structured generation and evaluation methods across recent LLM benchmarks.

Study / Benchmark Domain Evaluation Type Context Type Structured Input?
TruthfulQA (Lin et al., 2021) Factuality Human scoring Adversarial questions No
MMLU (Hendrycks et al., 2020) Multitask QA Accuracy (MCQ) Diverse academic tasks No
Least-to-Most Prompting (Zhou et al., 2022) Reasoning Prompt chaining Stepwise decomposition Yes
WebGPT (Nakano et al., 2022) QA with retrieval Human preference Retrieved documents No
LegalBench (Guha et al., 2023) Legal reasoning Task level accuracy Legal domain context Yes
SciBench (Wang et al., 2023) Scientific problem solving Expert and benchmark eval Equations and diagrams Yes
ProxyQA (Tan et al., 2024) Long form QA Human answerability Single turn generation No
LLM-Rubric (Hashemi and et al., 2024) General NLG evaluation Rubric based scoring Mixed open ended text No
PlanningGen (Liang and et al., 2024) Document generation Human and structure eval Planning based prompts Yes
CAPE-FND (Jin et al., 2025) Fake news detection Human and automatic eval Context aware claims Yes
GPT-4 Tech Report (Achiam et al., 2023) General benchmarks Task scores Prompt only No
NEET QA (Farhat et al., 2024) Medical exam QA Accuracy (MCQ) Structured exam items No
PEEM QA (Law et al., 2025) Emergency medicine QA Psychometric analysis Structured questions No
Ours (this paper) Intelligence reporting Rubric based human eval KG + map metadata + recursive prompting Yes

wise reasoning (Zhou et al., 2022), most evalua-559

tions remain limited to closed-ended tasks or iso-560

lated outputs. These approaches do not address561

the core challenges of generating structured, multi-562

perspective, and recursively constructed narratives563

in high-stakes analytic domains. Recent advances564

such as WebGPT (Nakano et al., 2022) and CAPE-565

FND (Jin et al., 2025) incorporate retrieval or con-566

textual prompting but are confined to single-pass567

outputs and do not support continuity across gener-568

ations. Our framework goes significantly beyond569

these efforts by introducing recursive prompting570

combined with symbolic knowledge graph and spa-571

tial map based grounding, enabling dynamic multi572

turn synthesis that better reflects real world intelli-573

gence workflows.574

Domain-specific evaluations such as Legal-575

Bench (Guha et al., 2023), SciBench (Wang et al.,576

2023), and ProxyQA (Tan et al., 2024) provide577

structured contexts, but they are fundamentally de-578

signed around single-document or task-level per-579

formance. They lack support for metadata-aware580

report generation, longitudinal reasoning, or recur-581

sive question-follow-up pipelines.582

Notably, while LLM-Rubric (Hashemi and et al.,583

2024) and PlanningGen (Liang and et al., 2024)584

introduce rubric based or staged planning evalua-585

tion, neither incorporates domain specific metadata586

nor supports branching generation across multi lay-587

ered reporting trees. Our approach combines these588

strengths and applies them to a more demanding589

context such as intelligence reporting, where narra-590

tive fidelity, analytic depth, and metadata alignment591

are mission critical.592

Our human evaluation further demonstrates that593

GPT 3.5, when guided with structured inputs, can594

match or outperform GPT 4 in dimensions such595

as clarity and relevance. This result not only chal-596

lenges assumptions about model scale but also high-597

lights the centrality of prompt structure and sym- 598

bolic grounding in producing high quality analyti- 599

cal outputs. Table 4 highlights the unique combina- 600

tion of capabilities our framework offers including 601

recursive generation, symbolic and spatial inputs, 602

structured formatting, and rubric based evaluation, 603

which are not jointly supported by any prior bench- 604

mark to date. 605

6 Conclusion 606

We presented a structured framework for generat- 607

ing synthetic intelligence reports using GPT 3.5 608

and GPT 4, combining recursive prompting with 609

symbolic and spatial grounding to simulate real 610

world analytical workflows. Our results demon- 611

strate that this approach enables the generation of 612

coherent, context rich reports at scale. Human 613

evaluation reveals that structured inputs such as 614

knowledge graphs and map metadata significantly 615

enhance report quality across clarity, relevance, 616

and rigor. While GPT 4 consistently produces 617

more reliable and schema compliant outputs, GPT 618

3.5 performs competitively when scaffolded with 619

structured input, offering a cost effective alterna- 620

tive without compromising analytical value. These 621

findings highlight the critical role of input design 622

and contextual grounding, not just model size, in 623

achieving high quality generation. 624

Our rubric based evaluation addresses limita- 625

tions in existing LLM benchmarks by focusing on 626

long form synthesis, recursive reasoning, and meta- 627

data fidelity. The proposed framework lays the 628

groundwork for a new class of synthetic datasets 629

tailored to mission oriented domains. Future work 630

will explore extensions to domains such as crisis 631

response, scientific reporting, and policy analysis, 632

with emphasis on controllability, validation, and 633

integration with structured reasoning pipelines. 634
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7 Limitations635

This work is based on a fictional geopolitical sce-636

nario, which may limit the generalizability of find-637

ings to real-world intelligence settings. Although638

human evaluators followed structured guidelines,639

rubric-based assessments are inherently subjec-640

tive and may reflect individual judgment. The be-641

havior of GPT-3.5 and GPT-4 is also sensitive to642

prompt phrasing and may vary across model ver-643

sions. While our results highlight the value of struc-644

tured input, additional evaluation on real-world645

tasks is needed to assess downstream utility and646

transferability.647

8 Ethical Considerations648

All synthetic reports in this study were generated649

using fictional scenarios, entities, and locations de-650

signed to avoid overlap with real-world content.651

We verified that names, organizations, and geo-652

graphic references did not correspond to actual653

individuals or institutions using public search en-654

gines and reference datasets. No real intelligence655

data or classified material was used at any stage.656

The generated reports are intended solely for re-657

search and do not simulate or represent actual gov-658

ernment communications. The primary goal of659

this work is to advance structured generation and660

evaluation methods for long-form tasks, not to en-661

able operational deployment. Human evaluations662

were conducted by voluntary, anonymized partic-663

ipants with relevant academic backgrounds. No664

personally identifiable information was collected,665

and participants were fully informed about the syn-666

thetic nature of the material. Compensation was667

provided in accordance with institutional policies.668

We acknowledge the dual-use potential of lan-669

guage models in sensitive domains such as intelli-670

gence and surveillance. We recommend that any671

future applications of this framework follow clear672

ethical guidelines and prioritize transparency, au-673

ditability, and human oversight to ensure responsi-674

ble use. We also used AI writing assistants (e.g.,675

ChatGPT) solely for grammar correction and im-676

proving the clarity of exposition, without affecting677

the substance of the research.678
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A Token Cost Analysis 841

Table 5 summarizes token usage across all generation configurations used in this study. Each configuration 842

combines different levels of structure (e.g., KG only, Map only, or both) with two LLM variants (GPT-3.5 843

and GPT-4). Costs were estimated using OpenAI pricing (as of 2024) and reflect total tokens across all 844

recursive layers. 845

Table 5: Token cost in reports with and without KG and Map data using GPT-4 and GPT-3.5-16k.

Model Cost (est.) Scenario Tokens Tokens/Report Total Tokens Reports Layers % Inc.

KG + Map GPT-4 $12.57 5,035 11,640 139,683 12 2 262%
KG GPT-4 $7.64 3,115 7,072 84,864 12 2 120%
Map GPT-4 $6.50 2,284 6,022 72,269 12 2 88%
None GPT-4 $3.46 364 3,208 38,499 12 2 –

KG + Map GPT-3.5 $1.36 5,035 12,131 339,681 28 3 112%
KG GPT-3.5 $1.03 3,115 9,159 256,460 28 3 60%
Map GPT-3.5 $1.05 2,284 9,358 262,028 28 3 64%
None GPT-3.5 $0.64 364 5,720 160,186 28 3 –

This comparison highlights the trade-off between quality and efficiency. While GPT-4 is more expensive, 846

its outputs typically require fewer retries and corrections. GPT-3.5 offers a more economical option but 847

benefits significantly from structured prompt augmentation. 848

B Knowledge Graph Integration Examples 849

Figures 3 and 4 show examples of GPT-3.5 and GPT-4 integration with structured entity prompts, 850

visualized using knowledge graphs. 851

Figure 3: Example of GPT-3.5 report generation with a Knowledge Graph; asterisks (*) mark prompt entities.
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Figure 4: GPT-4 report generation using a Knowledge Graph; asterisks (*) denote prompt entities, with inferred
relationships such as missile production.

C Recursive Generation Tree852

Figure 5 illustrates how recursive prompting with parameter settings R = 2, X = 2, and Y = 3 produces853

a total of 42 reports from a single seed question. The tree expands in a breadth-first manner with multiple854

regeneration branches at each node, supporting high-volume synthesis with structural depth.855

Figure 5: Generation tree with R = 2, X = 2, and Y = 3 producing 42 reports per seed.
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D Table Generation Examples 856

Table 6 shows a unified example of four structured prompt categories used to generate intelligence report 857

tables: Key Actors, Main Events, Quantitative Measures, and Technical Specifications. 858

Table 6: Combined Examples: Key Actors, Events, Quantitative Measures, and Technical Specifications.

Key Actors
Actor Role Affiliation Actions
Marshal Ftook Salazar Dictator Zendia Ordered missile

launch
Behrainabad Federa-
tions

Coalition Behrainabad Responded to attack

Main Events
Event Date Involved Outcome
Amphibious Assault June 10, 2023 Mamba Force Established beachhead
Coalition Offensive June 10–12,

2023
Mamba Force Gradual enemy push-

back
Quantitative Measures

Measure Value
Number of incidents 12
Cost of damages $5 million

Technical Specifications
Satellite Position Frequency Data Rate
ZS-1 45°E X-band 10 Gbps
ZS-2 60°E Ku-band 5 Gbps

E Persona Feedback Examples 859

To illustrate the variability and occasional anomalies in GPT-generated reader feedback, we provide two 860

examples. These were selected from reports in which GPT generated persona-based evaluations. The first 861

shows a critical comment, while the second presents a complete feedback block with diverse reader input. 862

(a) Negative comment generated by ChatGPT.

(b) Feedback block presented by ChatGPT.

Figure 6: Examples of reader feedback generated by GPT.

F Geographic Metadata Comparison 863

This section compares the geographic metadata produced by GPT-3.5 and GPT-4 when prompted with the 864

same map input. Figure 7a visualizes tag usage across 768 reports by GPT-3.5, while Figure 7b shows 865

geocoordinate annotations from a subset of GPT-4 reports. The difference highlights GPT-4’s improved 866

spatial awareness and precision in extracting map-based metadata. 867
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(a) Geographic tags in reports by GPT-3.5. (b) Geographic coordinates in reports by GPT-4.

Figure 7: Comparison of geographic metadata by GPT-3.5 and GPT-4. Red dots indicate coordinate locations.

G Knowledge Graph Comparison868

To evaluate how well GPT models incorporate structured knowledge into report generation, we compared869

knowledge graphs (KGs) generated by GPT-3.5 and GPT-4 using the same set of prompt entities and870

relationships. These graphs were extracted from model outputs after processing and normalization steps.871

GPT-3.5 produced simpler structures with fewer inferred connections. In contrast, GPT-4 generated denser,872

more coherent graphs that captured complex interdependencies between geopolitical actors, organizations,873

and events.874

(a) Processed knowledge graph generated by GPT-3.5. (b) Processed knowledge graph generated by GPT-4.

Figure 8: Comparison of knowledge graph outputs. GPT-4 consistently produces richer and more contextually
accurate entity networks.
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H Persona Comparison 875

Persona diversity plays a key role in enhancing realism and interpretability in synthetic intelligence reports. 876

We prompted both GPT-3.5 and GPT-4 to generate a set of ten analyst personas for the same scenario. 877

GPT-3.5 focused primarily on occupational roles with minimal variation, while GPT-4 generated more 878

diverse and nuanced characters. The examples below illustrate these differences in style, background 879

detail, and linguistic richness. 880

(a) Sample personas generated by GPT-3.5.

(b) Sample personas generated by GPT-4.

Figure 9: Comparison of persona generation across GPT versions. GPT-4 produces more differentiated profiles with
individualized voice and context.
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I Full Transcript of ChatGPT Generation Session881

Overview882

Example text for a complete run through of a generation scenario. “System" prompts are marked with a883

“*****" divider, “User" prompts are marked with a ‘‘ >>>>> ” divider and “assistant" responses are884

marked with a “=======" divider. Sections removed for brevity are described between angle brackets,885

"⟨⟩". Inputs for this scenario were as follows:886

Inputs

S = [ " a s i g n i f i c a n t b a t t l e d u r i n g a m i l i t a r y campaign . " ]
X = 2
Y = 2
R = 1
N = 5

887

J Pre-Generation Step888

J.1 Scenario Setup889

890
************************************************************************891
The Zend ia Dilemma , p r e s e n t i n g an o p e r a t i o n a l communica t ion i n t e l l i g e n c e s i t u a t i o n i n m i n i a t u r e , a f f o r d s t h e892

o p p o r t u n i t y t o a p p l y t h e t e c h n i q u e s o f t r a f f i c a n a l y s i s and c r y p t a n a l y s i s , t o d e r i v e i n t e l l i g e n c e , and893
t o p r e p a r e r e p o r t s . Th i s problem d e a l s w i th t h e enemy communica t ions d u r i n g an amphib ious o p e r a t i o n894

a g a i n s t Zendia , an i s l a n d i n t h e Nebulh l o c a t e d a p p r o x i m a t e l y 2000 m i l e s wes t o f P e r a l u , w i th an a r e a895
of 990 ,000 s q u a r e m i l e s and a p o p u l a t i o n o f 1 7 , 3 2 0 , 0 0 0 .896

897
Zendia i s a t o t a l i t a r i a n s t a t e unde r t h e a b s o l u t e d i c t a t o r s h i p o f Marsha l F took S a l a z a r , a man known f o r h i s898

r u t h l e s s t a c t i c s and u n y i e l d i n g c o n t r o l ove r t h e Zendian p e o p l e . S a l a z a r , once a d e c o r a t e d m i l i t a r y899
o f f i c e r , r o s e t o power t h r o u g h a coup d ' tat , r e p l a c i n g t h e d e m o c r a t i c government wi th h i s own reg ime .900

His r u l e has been marked by a s e r i e s o f high −handed a c t i o n s , i n c l u d i n g t h e s u p p r e s s i o n o f p o l i t i c a l901
d i s s e n t and t h e i m p l e m e n t a t i o n o f s t r i c t s o c i a l c o n t r o l s . These a c t i o n s l e d t o an u l t i m a t u m by t h e902
B e h r a i n a b a d S e c u r i t y C o u n c i l ; t h i s u l t i m a t u m was r e j e c t e d by S a l a z a r .903

904
The B e h r a i n a b a d F e d e r a t i o n s , a c o a l i t i o n o f d e m o c r a t i c n a t i o n s a c t i n g under t h e a u t h o r i t y o f t h e Behra inabad905

, a s s emb led Mamba Force Opal and embarked upon O p e r a t i o n K o i l a . The o p e r a t i o n had as i t s o b j e c t i v e s t h e906
e s t a b l i s h m e n t o f an o c c u p a t i o n f o r c e t o l i b e r a t e t h e Zendian p e o p l e from t h e S a l a z a r regime , w i th a907

r e s t o r a t i o n o f t h e t r u e Zendian R e p u b l i c . The Zendian Repub l i c , b e f o r e S a l a z a r ' s coup , was a beacon of908
democracy and c u l t u r a l r i c h n e s s i n t h e r e g i o n , known f o r i t s v i b r a n t a r t s s c e n e and p r o g r e s s i v e s o c i a l909
p o l i c i e s .910

911
Here ' s a CSV l i s t o f s i g n i f i c a n t l o c a t i o n s on a map of Zend ia :912
<CONTENTS OF MAPDATA. CSV>913

914
Here ' s a CSV l i s t o f e n t i t i e s r e l a t e d t o Zend ia :915
<CONTENTS OF NODES. CSV>916

917
A d d i t i o n a l l y , here ' s a CSV l i s t o f which of t h e s e e n t i t i e s a r e r e l a t e d t o each o t h e r :918
<CONTENTS OF EDGES . CSV>919
*****920

J.2 Task Assignment921

922
As an a n a l y s t employed by t h e government o f SCADSLand , your t a s k i s t o c a r r y o u t i n t e l l i g e n c e o p e r a t i o n s .923

S p e c i f i c a l l y , you a r e p a r t o f a team t h a t has been a s s i g n e d t o c l o s e l y m o n i t o r t h e p o l i t i c a l l a n d s c a p e924
i n t h e n a t i o n o f Zend ia .925

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>926
To f a c i l i t a t e t h i s p r o c e s s , p l e a s e c r e a t e a l i s t o f 5 d i s t i n c t p e r s o n a s t h a t a c c u r a t e l y r e p r e s e n t t h e927

a n a l y s t s on your team .928
=========================================================================929

J.3 Persona Creation930

931
1 . A n a l y s t Name : James Da l to n932

− S p e c i a l i t y : C r y p t a n a l y s i s933
− Background : A fo r me r m i l i t a r y i n t e l l i g e n c e o f f i c e r , James has an e x t e n s i v e background i n codes and934

c i p h e r s . He i s p a r t i c u l a r l y s k i l l e d i n d e c r y p t i n g complex codes and has a deep u n d e r s t a n d i n g o f t h e935
t e c h n o l o g i e s used i n modern communica t ion s y s t e m s .936
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− Role : James i s r e s p o n s i b l e f o r d e c r y p t i n g i n t e r c e p t e d communica t ions from Zendia , p r o v i d i n g v a l u a b l e 937
i n s i g h t s i n t o t h e i r p l a n s and o p e r a t i o n s . 938

939
2 . A n a l y s t Name : V i c t o r i a Simmons 940

− S p e c i a l i t y : S o c i a l and P o l i t i c a l A n a l y s i s 941
− Background : With a PhD i n P o l i t i c a l Sc i ence , V i c t o r i a has a deep u n d e r s t a n d i n g of p o l i t i c a l s t r u c t u r e s , 942

i d e o l o g i e s , and s o c i a l dynamics . She has p r e v i o u s l y worked i n v a r i o u s t h i n k t a n k s , f o c u s i n g on 943
t o t a l i t a r i a n s t a t e s . 944

− Role : V i c t o r i a p r o v i d e s c r i t i c a l a n a l y s i s o f t h e p o l i t i c a l l a n d s c a p e i n Zendia , i n c l u d i n g t h e dynamics 945
of t h e S a l a z a r reg ime and t h e a c t i v i t i e s o f r e s i s t a n c e g ro up s . 946

947
3 . A n a l y s t Name : Ethan P a r k e r 948

− S p e c i a l i t y : Geograph ic I n f o r m a t i o n Systems ( GIS ) 949
− Background : Ethan i s a t r a i n e d g e o g r a p h e r wi th a s p e c i a l i t y i n GIS . He has a knack f o r i n t e r p r e t i n g 950

s a t e l l i t e images and has p r e v i o u s l y worked i n e n v i r o n m e n t a l m o n i t o r i n g . 951
− Role : Ethan i s r e s p o n s i b l e f o r mapping and a n a l y z i n g t h e p h y s i c a l l a n d s c a p e o f Zendia , i n c l u d i n g key 952

l o c a t i o n s l i k e t h e Nebulh Peaks and S a l a z a r Marsh l ands . 953
954

4 . A n a l y s t Name : L i l y Chen 955
− S p e c i a l i t y : Human I n t e l l i g e n c e (HUMINT) 956
− Background : A fo rm e r f i e l d agen t , L i l y has e x t e n s i v e e x p e r i e n c e i n g a t h e r i n g i n t e l l i g e n c e t h r o u g h human 957

s o u r c e s . She has a wide ne twork o f c o n t a c t s and a deep u n d e r s t a n d i n g of c u l t u r a l nuances . 958
− Role : L i l y i s r e s p o n s i b l e f o r managing t h e team ' s ne twork of i n f o r m a n t s w i t h i n Zendia , g a t h e r i n g 959

c r i t i c a l i n t e l l i g e n c e on t h e ground . 960
961

5 . A n a l y s t Name : Aaron M i t c h e l l 962
− S p e c i a l i t y : Data A n a l y s i s and P r e d i c t i v e Model ing 963
− Background : With a background i n d a t a s c i e n c e , Aaron i s s k i l l e d a t a n a l y z i n g l a r g e d a t a s e t s and 964

c r e a t i n g p r e d i c t i v e models . He has p r e v i o u s l y worked i n f i n a n c i a l f o r e c a s t i n g . 965
− Role : Aaron ' s r o l e i s t o a n a l y z e t h e d a t a c o l l e c t e d by t h e team , i d e n t i f y p a t t e r n s , and make 966

p r e d i c t i o n s a b o u t f u t u r e a c t i o n s o f t h e S a l a z a r reg ime and r e s i s t a n c e g ro up s . 967

K Generation Step 968

K.1 System Prompt 969

970
************************************************************************* 971
S p e c i f i c a l l y , you a r e p a r t o f a team t h a t has been a s s i g n e d t o c l o s e l y m o n i t o r t h e p o l i t i c a l l a n d s c a p e i n 972

t h e n a t i o n o f Zend ia . Your team c o n s i s t s o f t h e f o l l o w i n g p e r s o n a s : 973
1 . A n a l y s t Name : James Da l to n 974

− S p e c i a l i t y : C r y p t a n a l y s i s 975
− Background : A fo r me r m i l i t a r y i n t e l l i g e n c e o f f i c e r , James has an e x t e n s i v e background i n codes and 976

c i p h e r s . He i s p a r t i c u l a r l y s k i l l e d i n d e c r y p t i n g complex codes and has a deep u n d e r s t a n d i n g o f t h e 977
t e c h n o l o g i e s used i n modern communica t ion s y s t e m s . 978

− Role : James i s r e s p o n s i b l e f o r d e c r y p t i n g i n t e r c e p t e d communica t ions from Zendia , p r o v i d i n g v a l u a b l e 979
i n s i g h t s i n t o t h e i r p l a n s and o p e r a t i o n s . 980

< . . . OTHER PERSONAS AS RETURNED IN PRE−GENERATION STEP ABOVE. . . > 981
5 . A n a l y s t Name : Aaron M i t c h e l l 982

− S p e c i a l i t y : Data A n a l y s i s and P r e d i c t i v e Model ing 983
− Background : With a background i n d a t a s c i e n c e , Aaron i s s k i l l e d a t a n a l y z i n g l a r g e d a t a s e t s and 984

c r e a t i n g p r e d i c t i v e models . He has p r e v i o u s l y worked i n f i n a n c i a l f o r e c a s t i n g . 985
− Role : Aaron ' s r o l e i s t o a n a l y z e t h e d a t a c o l l e c t e d by t h e team , i d e n t i f y p a t t e r n s , and make 986

p r e d i c t i o n s a b o u t f u t u r e a c t i o n s o f t h e S a l a z a r reg ime and r e s i s t a n c e g ro up s . * * * 987
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 988
Wri te an i n t e l l i g e n c e r e p o r t on a s i g n i f i c a n t b a t t l e d u r i n g a m i l i t a r y campaign . Your r e p o r t s h o u l d be 989

p r e s e n t e d i n JSON f o r m a t . The r e p o r t s h o u l d i n c l u d e t h e f o l l o w i n g schema a t t h e r o o t l e v e l o f t h e JSON : 990
t imes tamp , e v e n t _ d a t e , t i t l e , a u t h o r , t a g s , d i s t r i b u t i o n _ l i s t , r e a d e r s , f eedback , comments , 991

s o u r c e _ t y p e , c l a s s i f i c a t i o n , body , g e o _ c o o r d i n a t e s . The t imes t amp s h o u l d be w i t h i n t h e r a n g e o f 01 June 992
2023 t o 30 June 2023 , and s h o u l d be f o r m a t t e d as yyyy −mm−ddThh :mm: s s . The e v e n t _ d a t e s h o u l d be t h e 993

d a t e t h e e v e n t s d e s c r i b e d began and s h o u l d be f o r m a t t e d as yyyy −mm−dd . The a u t h o r o f t h e r e s p o n s e 994
s h o u l d be chosen from t h e g i v e n l i s t o f p e r s o n a s . The d i s t r i b u t i o n l i s t s h o u l d c o n s i s t o f 2 t o 5 995
government e n t i t i e s i n SCADSLand t h a t have a v e s t e d i n t e r e s t i n t h e r e p o r t , such as t h e SCADSLand 996
M i n i s t r y o f Defense , SCADSLand M i n i s t r y o f F o r e i g n A f f a i r s , SCADSLand N a t i o n a l S e c u r i t y Counc i l , and 997
SCADSLand I n t e l l i g e n c e Agency . The r e a d e r s o f t h e r e p o r t s h o u l d be t h e 3 i n d i v i d u a l s most l i k e l y t o 998
have r e a d i t based on t h e p r o v i d e d p e r s o n a s . The f e e d b a c k s h o u l d be g i v e n as an a v e r a g e s c o r e r a n g i n g 999
from 1 t o 5 , i n d i c a t i n g t h e o v e r a l l a s s e s s m e n t o f t h e r e p o r t ' s q u a l i t y by t h e r e a d e r s . The comments 1000
s h o u l d be 1 b r i e f f e e d b a c k s e n t e n c e s i n t h e f o r m a t [ " name " , " f e e d b a c k s c o r e " , " comment " ] . The 1001
s o u r c e _ t y p e s h o u l d be t h e g e n e r a l c a t e g o r y o f i n t e l l i g e n c e t h a t was used t o p roduce t h e r e p o r t . S e l e c t 1002
a c l a s s i f i c a t i o n f o r t h e r e p o r t from t h e f o l l o w i n g o p t i o n s : SECRET SQUIRREL , CONFIDENTIAL CHIPMUNK, or 1003
RESTRICTED RODENT. The body s h o u l d be a p p r o x i m a t e l y 819 t o k e n s i n l e n g t h and c o n t a i n s j u s t t h e t e x t o f 1004
t h e r e p o r t w i t h o u t any names or m e t a d a t a . The g e o _ c o o r d i n a t e s f i e l d s h o u l d r e f e r e n c e t h e numer ic 1005
l a t i t u d e and l o n g i t u d e o f any l o c a t i o n s ment ioned i n t h e r e p o r t t h a t a r e i n t h e p r o v i d e d map d a t a . The 1006
g e o _ c o o r d i n a t e s s h o u l d be p r e s e n t e d i n t h e f o r m a t {" l o c a t i o n name " : {" l a t i t u d e " : "XX.XXXX" , " l o n g i t u d e 1007
" : "YYY.YYYY" } } . Keep i n mind t h e g i v e n s c e n a r i o and map d a t a and use e n t i t i e s and t h e i r r e l a t i o n s h i p s 1008
from t h e l i s t where p o s s i b l e w h i l e c r a f t i n g your r e s p o n s e . Be as d e t a i l e d as p o s s i b l e do n o t c r e a t e 1009
p l a c e h o l d e r s , f i l l them i n . I n c l u d e a t a b l e i n t h e r e p o r t body summar iz ing t h e main e v e n t s . The t a b l e 1010
s h o u l d i n c l u d e when t h e e v e n t o c c u r r e d , who was i n v o l v e d , and t h e outcome or im pa c t o f each e v e n t . 1011

========================================================================== 1012

K.1.1 Generated JSON Report 1013

1014
{ 1015
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" t imes t amp " : "2023 −06 −15T08 : 3 0 : 0 0 " ,1016
" e v e n t _ d a t e " : "2023 −06 −14" ,1017
" t i t l e " : " B a t t l e o f Nebulh Peaks : A S t r a t e g i c A n a l y s i s " ,1018
" a u t h o r " : " V i c t o r i a Simmons " ,1019
" t a g s " : [ " Zend ia " , " S a l a z a r Regime " , " Zendian L i b e r a t i o n B r i g a d e " , " B a t t l e o f Nebulh Peaks " ] ,1020
" d i s t r i b u t i o n _ l i s t " : [ " SCADSLand M i n i s t r y o f Defense " , "SCADSLand M i n i s t r y o f F o r e i g n A f f a i r s " ,1021
"SCADSLand N a t i o n a l S e c u r i t y C o u n c i l " , "SCADSLand I n t e l l i g e n c e Agency " ] ,1022
" r e a d e r s " : [ " James Da l to n " , " Ethan P a r k e r " , " L i l y Chen " , " Aaron M i t c h e l l " ] ,1023
" f e e d b a c k " : 4 . 5 ,1024
" comments " : [1025

[ " James Da l to n " , 5 , " E x c e l l e n t a n a l y s i s o f t h e p o l i t i c a l i m p l i c a t i o n s o f t h e b a t t l e . " ] ,1026
[ " Ethan P a r k e r " , 4 , " G r e a t use o f g e o g r a p h i c d a t a t o i l l u s t r a t e t h e b a t t l e t e r r a i n . " ] ,1027
[ " L i l y Chen " , 4 , " Good i n s i g h t s i n t o t h e human i n t e l l i g e n c e a s p e c t o f t h e c o n f l i c t . " ] ,1028
[ " Aaron M i t c h e l l " , 5 , " I m p r e s s i v e d a t a a n a l y s i s and p r e d i c t i v e model ing . " ]1029

] ,1030
" s o u r c e _ t y p e " : "HUMINT" ,1031
" c l a s s i f i c a t i o n " : "SECRET SQUIRREL " ,1032
" body " : " The B a t t l e o f Nebulh Peaks , which took p l a c e on June 14 , 2023 , marked a s i g n i f i c a n t t u r n i n g p o i n t1033

i n t h e ongoing c o n f l i c t be tween t h e S a l a z a r reg ime and t h e Zendian L i b e r a t i o n B r i g a d e (ZLB) . The1034
b a t t l e was f o u g h t i n t h e h a r s h t e r r a i n o f t h e Nebulh Peaks , a n a t u r a l f o r t r e s s t h a t has long s e r v e d1035
as a h i d e o u t f o r t h e ZLB . The b a t t l e r e s u l t e d i n a s t r a t e g i c v i c t o r y f o r t h e ZLB , who managed t o1036
r e p e l t h e S a l a z a r f o r c e s and m a i n t a i n c o n t r o l o f t h e Nebulh Peaks . Th i s v i c t o r y has s i g n i f i c a n t1037
i m p l i c a t i o n s f o r t h e b a l a n c e o f power i n Zendia , a s c o n t r o l o f t h e Nebulh Peaks p r o v i d e s t h e ZLB wi th1038

a s t r a t e g i c a d v a n t a g e ove r t h e S a l a z a r reg ime . The f o l l o w i n g t a b l e summar izes t h e main e v e n t s o f t h e1039
b a t t l e :1040

1041
| Time | Event | I n v o l v e d P a r t i e s | Outcome |1042
| −−− | −−− | −−− | −−− |1043
| E a r l y Morning | ZLB s p o t s S a l a z a r f o r c e s a p p r o a c h i n g Nebulh Peaks | ZLB , S a l a z a r f o r c e s | ZLB p r e p a r e s1044

f o r b a t t l e |1045
| Mid−Morning | B a t t l e commences | ZLB , S a l a z a r f o r c e s | I n i t i a l a d v a n t a g e t o S a l a z a r f o r c e s |1046
| A f t e r n o o n | ZLB l a u n c h e s c o u n t e r a t t a c k | ZLB , S a l a z a r f o r c e s | Momentum s h i f t s t o ZLB |1047
| La t e A f t e r n o o n | S a l a z a r f o r c e s r e t r e a t | S a l a z a r f o r c e s | ZLB s e c u r e s v i c t o r y |1048

1049
In t h e a f t e r m a t h o f t h e b a t t l e , t h e ZLB has s t r e n g t h e n e d i t s p o s i t i o n w i t h i n Zendia , p o s i n g a s i g n i f i c a n t1050

c h a l l e n g e t o t h e S a l a z a r reg ime . The b a t t l e has a l s o h i g h l i g h t e d t h e r e s i l i e n c e and d e t e r m i n a t i o n o f1051
t h e ZLB , which managed t o overcome a n u m e r i c a l l y s u p e r i o r f o r c e t h r o u g h e f f e c t i v e use o f t h e t e r r a i n1052
and s u p e r i o r t a c t i c s . Th i s v i c t o r y i s l i k e l y t o b o o s t t h e mora le o f t h e ZLB and c o u l d p o t e n t i a l l y1053
l e a d t o i n c r e a s e d s u p p o r t f o r t h e r e s i s t a n c e movement w i t h i n Zend ia . On t h e o t h e r hand , t h e d e f e a t o f1054

t h e S a l a z a r f o r c e s i s a s i g n i f i c a n t s e t b a c k f o r t h e regime , which may l e a d t o i n c r e a s e d r e p r e s s i o n1055
and a f u r t h e r e s c a l a t i o n o f t h e c o n f l i c t . " ,1056

" g e o _ c o o r d i n a t e s " : {1057
" Nebulh Peaks " : {1058

" l a t i t u d e " : " − 1 5 . 6 " ,1059
" l o n g i t u d e " : " −178 .4"1060

}1061
}1062

}1063
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>1064
L i s t 2 s p e c i f i c q u e s t i o n s t h a t a government l e a d e r , who i s r e v i e w i n g t h i s i n t e l l i g e n c e r e p o r t , might ask1065

a b o u t t h e s i t u a t i o n f o r fo l l ow −up . The q u e s t i o n s s h o u l d f o c u s on r e q u e s t i n g a d d i t i o n a l d e t a i l s o f t h e1066
s i t u a t i o n , n o t recommending a c t i v i t i e s t o u n d e r t a k e i n r e s p o n s e .1067

=========================================================================1068
1 . " What s p e c i f i c t a c t i c s d i d t h e Zendian L i b e r a t i o n B r i g a d e employ t o overcome t h e n u m e r i c a l l y s u p e r i o r1069

S a l a z a r f o r c e s d u r i n g t h e B a t t l e o f Nebulh Peaks ?"1070
2 . " Can we o b t a i n more d e t a i l e d i n t e l l i g e n c e on t h e c u r r e n t mora le and s t r e n g t h o f t h e S a l a z a r f o r c e s1071

f o l l o w i n g t h e i r d e f e a t a t t h e Nebulh Peaks ?"1072
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>1073
<***REPLACE THE PREVIOUS USER PROMPT WITH THIS ONE***>1074
Wri te a fo l l ow −on i n t e l l i g e n c e r e p o r t on t h e f o l l o w i n g q u e s t i o n : " What s p e c i f i c t a c t i c s d i d t h e Zendian1075

L i b e r a t i o n B r i g a d e employ t o overcome t h e n u m e r i c a l l y s u p e r i o r S a l a z a r f o r c e s d u r i n g t h e B a t t l e o f1076
Nebulh Peaks ?" Your r e p o r t s h o u l d be p r e s e n t e d i n JSON f o r m a t . The r e p o r t s h o u l d i n c l u d e t h e f o l l o w i n g1077
schema a t t h e r o o t l e v e l o f t h e JSON : t imes tamp , e v e n t _ d a t e , t i t l e , a u t h o r , t a g s , d i s t r i b u t i o n _ l i s t ,1078
r e a d e r s , f eedback , comments , s o u r c e _ t y p e , c l a s s i f i c a t i o n , body , g e o _ c o o r d i n a t e s . The t imes t amp s h o u l d1079
be w i t h i n t h e r a n g e o f 01 June 2023 t o 30 June 2023 , and s h o u l d be f o r m a t t e d as yyyy −mm−ddThh :mm: s s .1080
The e v e n t _ d a t e s h o u l d be t h e d a t e t h e e v e n t s d e s c r i b e d began and s h o u l d be f o r m a t t e d as yyyy −mm−dd . The1081

a u t h o r o f t h e r e s p o n s e s h o u l d be chosen from t h e g i v e n l i s t o f p e r s o n a s . The d i s t r i b u t i o n l i s t s h o u l d1082
c o n s i s t o f 2 t o 5 government e n t i t i e s i n SCADSLand t h a t have a v e s t e d i n t e r e s t i n t h e r e p o r t , such as1083
t h e SCADSLand M i n i s t r y o f Defense , SCADSLand M i n i s t r y o f F o r e i g n A f f a i r s , SCADSLand N a t i o n a l S e c u r i t y1084
Counc i l , and SCADSLand I n t e l l i g e n c e Agency . The r e a d e r s o f t h e r e p o r t s h o u l d be t h e 0 i n d i v i d u a l s most1085
l i k e l y t o have r e a d i t based on t h e p r o v i d e d p e r s o n a s . The f e e d b a c k s h o u l d be g i v e n as an a v e r a g e s c o r e1086

r a n g i n g from 1 t o 5 , i n d i c a t i n g t h e o v e r a l l a s s e s s m e n t o f t h e r e p o r t ' s q u a l i t y by t h e r e a d e r s . The1087
comments s h o u l d be 8 b r i e f f e e d b a c k s e n t e n c e s i n t h e f o r m a t [ " name " , " f e e d b a c k s c o r e " , " comment " ] . The1088
s o u r c e _ t y p e s h o u l d be t h e g e n e r a l c a t e g o r y o f i n t e l l i g e n c e t h a t was used t o p roduce t h e r e p o r t . S e l e c t1089
a c l a s s i f i c a t i o n f o r t h e r e p o r t from t h e f o l l o w i n g o p t i o n s : SECRET SQUIRREL , CONFIDENTIAL CHIPMUNK, or1090
RESTRICTED RODENT. The body s h o u l d be a p p r o x i m a t e l y 98 t o k e n s i n l e n g t h and c o n t a i n s j u s t t h e t e x t o f1091
t h e r e p o r t w i t h o u t any names or m e t a d a t a . The g e o _ c o o r d i n a t e s f i e l d s h o u l d r e f e r e n c e t h e numer ic1092
l a t i t u d e and l o n g i t u d e o f any l o c a t i o n s ment ioned i n t h e r e p o r t t h a t a r e i n t h e p r o v i d e d map d a t a . The1093
g e o _ c o o r d i n a t e s s h o u l d be p r e s e n t e d i n t h e f o r m a t {" l o c a t i o n name " : {" l a t i t u d e " : "XX.XXXX" , " l o n g i t u d e1094
" : "YYY.YYYY" } } . Keep i n mind t h e g i v e n s c e n a r i o and map d a t a and use e n t i t i e s and t h e i r r e l a t i o n s h i p s1095
from t h e l i s t where p o s s i b l e w h i l e c r a f t i n g your r e s p o n s e . Be as d e t a i l e d as p o s s i b l e do n o t c r e a t e1096
p l a c e h o l d e r s , f i l l them i n .1097
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] , 1114
" s o u r c e _ t y p e " : "HUMINT" , 1115
" c l a s s i f i c a t i o n " : "SECRET SQUIRREL " , 1116
" body " : " The Zendian L i b e r a t i o n B r i g a d e (ZLB) employed a c o m b i n a t i o n o f g u e r r i l l a t a c t i c s and knowledge o f 1117
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Nebulh Peaks t o t h e i r advan tage , s e t t i n g up ambushes and u s i n g h i t −and − run t a c t i c s t o wear down t h e 1119

enemy . They a l s o e f f e c t i v e l y used t h e ne twork o f c a v e s w i t h i n t h e Peaks f o r s h e l t e r and as a means t o 1120
move around w i t h o u t b e i n g d e t e c t e d . Fu r the rmore , t h e y l e v e r a g e d t h e i r i n t i m a t e knowledge of t h e 1121

l o c a l e n v i r o n m e n t t o d i s r u p t t h e S a l a z a r f o r c e s ' s u p p l y l i n e s , f u r t h e r weakening t h e i r a b i l i t y t o 1122
s u s t a i n a p r o l o n g e d b a t t l e . Th i s c o m b i n a t i o n o f t a c t i c s e n a b l e d t h e ZLB t o m a i n t a i n c o n t r o l o f t h e 1123
Nebulh Peaks d e s p i t e b e i n g outnumbered . " , 1124

" g e o _ c o o r d i n a t e s " : { 1125
" Nebulh Peaks " : { 1126

" l a t i t u d e " : " − 1 5 . 6 " , 1127
" l o n g i t u d e " : " −178 .4" 1128

} 1129
} 1130

} 1131

K.1.2 Additional Follow-On Intelligence Report 1132

1133
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 1134
<***REPLACE THE PREVIOUS USER PROMPT WITH THIS ONE***> 1135
Wri te a fo l l ow −on i n t e l l i g e n c e r e p o r t on t h e f o l l o w i n g q u e s t i o n : " Can we o b t a i n more d e t a i l e d i n t e l l i g e n c e 1136

on t h e c u r r e n t mora le and s t r e n g t h o f t h e S a l a z a r f o r c e s f o l l o w i n g t h e i r d e f e a t a t t h e Nebulh Peaks ?" 1137
Your r e p o r t s h o u l d be p r e s e n t e d i n JSON f o r m a t . The r e p o r t s h o u l d i n c l u d e t h e f o l l o w i n g schema a t t h e 1138
r o o t l e v e l o f t h e JSON : t imes tamp , e v e n t _ d a t e , t i t l e , a u t h o r , t a g s , d i s t r i b u t i o n _ l i s t , r e a d e r s , 1139
f eedback , comments , s o u r c e _ t y p e , c l a s s i f i c a t i o n , body , g e o _ c o o r d i n a t e s . The t imes t amp s h o u l d be w i t h i n 1140
t h e r a n g e of 01 June 2023 t o 30 June 2023 , and s h o u l d be f o r m a t t e d as yyyy −mm−ddThh :mm: s s . The 1141
e v e n t _ d a t e s h o u l d be t h e d a t e t h e e v e n t s d e s c r i b e d began and s h o u l d be f o r m a t t e d as yyyy −mm−dd . The 1142
a u t h o r o f t h e r e s p o n s e s h o u l d be chosen from t h e g i v e n l i s t o f p e r s o n a s . The d i s t r i b u t i o n l i s t s h o u l d 1143
c o n s i s t o f 2 t o 5 government e n t i t i e s i n SCADSLand t h a t have a v e s t e d i n t e r e s t i n t h e r e p o r t , such as 1144
t h e SCADSLand M i n i s t r y o f Defense , SCADSLand M i n i s t r y o f F o r e i g n A f f a i r s , SCADSLand N a t i o n a l S e c u r i t y 1145
Counc i l , and SCADSLand I n t e l l i g e n c e Agency . The r e a d e r s o f t h e r e p o r t s h o u l d be t h e 0 i n d i v i d u a l s most 1146
l i k e l y t o have r e a d i t based on t h e p r o v i d e d p e r s o n a s . The f e e d b a c k s h o u l d be g i v e n as an a v e r a g e s c o r e 1147

r a n g i n g from 1 t o 5 , i n d i c a t i n g t h e o v e r a l l a s s e s s m e n t o f t h e r e p o r t ' s q u a l i t y by t h e r e a d e r s . The 1148
comments s h o u l d be 8 b r i e f f e e d b a c k s e n t e n c e s i n t h e f o r m a t [ " name " , " f e e d b a c k s c o r e " , " comment " ] . The 1149
s o u r c e _ t y p e s h o u l d be t h e g e n e r a l c a t e g o r y o f i n t e l l i g e n c e t h a t was used t o p roduce t h e r e p o r t . S e l e c t 1150
a c l a s s i f i c a t i o n f o r t h e r e p o r t from t h e f o l l o w i n g o p t i o n s : SECRET SQUIRREL , CONFIDENTIAL CHIPMUNK, or 1151
RESTRICTED RODENT. The body s h o u l d be a p p r o x i m a t e l y 98 t o k e n s i n l e n g t h and c o n t a i n s j u s t t h e t e x t o f 1152
t h e r e p o r t w i t h o u t any names or m e t a d a t a . The g e o _ c o o r d i n a t e s f i e l d s h o u l d r e f e r e n c e t h e numer ic 1153
l a t i t u d e and l o n g i t u d e o f any l o c a t i o n s ment ioned i n t h e r e p o r t t h a t a r e i n t h e p r o v i d e d map d a t a . The 1154
g e o _ c o o r d i n a t e s s h o u l d be p r e s e n t e d i n t h e f o r m a t {" l o c a t i o n name " : {" l a t i t u d e " : "XX.XXXX" , " l o n g i t u d e 1155
" : "YYY.YYYY" } } . Keep i n mind t h e g i v e n s c e n a r i o and map d a t a and use e n t i t i e s and t h e i r r e l a t i o n s h i p s 1156
from t h e l i s t where p o s s i b l e w h i l e c r a f t i n g your r e s p o n s e . Be as d e t a i l e d as p o s s i b l e do n o t c r e a t e 1157
p l a c e h o l d e r s , f i l l them i n . 1158

========================================================================= 1159
{ 1160

" t imes t amp " : "2023 −06 −20T09 : 3 0 : 0 0 " , 1161
" e v e n t _ d a t e " : "2023 −06 −19" , 1162
" t i t l e " : " Assessment o f S a l a z a r Forces ' Morale and S t r e n g t h Pos t −Nebulh Peaks D e f e a t " , 1163
" a u t h o r " : " L i l y Chen " , 1164
" t a g s " : [ " Zend ia " , " S a l a z a r Regime " , " B a t t l e o f Nebulh Peaks " , " Morale " , " M i l i t a r y S t r e n g t h " ] , 1165
" d i s t r i b u t i o n _ l i s t " : [ " SCADSLand M i n i s t r y o f Defense " , "SCADSLand M i n i s t r y o f F o r e i g n A f f a i r s " , 1166
"SCADSLand N a t i o n a l S e c u r i t y C o u n c i l " ] , 1167
" r e a d e r s " : [ " James Da l to n " , " V i c t o r i a Simmons " , " Ethan P a r k e r " , " Aaron M i t c h e l l " ] , 1168
" f e e d b a c k " : 4 . 3 , 1169
" comments " : [ 1170

[ " James D a l to n " , 4 , " Good use o f HUMINT s o u r c e s . " ] , 1171
[ " V i c t o r i a Simmons " , 4 , " I n s i g h t f u l a n a l y s i s o f t h e S a l a z a r regime ' s mora le . " ] , 1172
[ " Ethan P a r k e r " , 4 , " Would have l i k e d more g e o g r a p h i c c o n t e x t . " ] , 1173
[ " Aaron M i t c h e l l " , 5 , " E x c e l l e n t d a t a a n a l y s i s . " ] 1174

] , 1175
" s o u r c e _ t y p e " : "HUMINT" , 1176
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" body " : " F o l l o w i n g t h e d e f e a t a t t h e B a t t l e o f Nebulh Peaks , t h e mora le and s t r e n g t h o f t h e S a l a z a r f o r c e s 1178

have been s i g n i f i c a n t l y i m p a c t e d . Our human i n t e l l i g e n c e (HUMINT) s o u r c e s w i t h i n t h e S a l a z a r reg ime 1179
r e p o r t a n o t i c e a b l e d e c r e a s e i n mora le among t h e t r o o p s . The d e f e a t has a l s o r a i s e d q u e s t i o n s a b o u t 1180
t h e l e a d e r s h i p and s t r a t e g i c c a p a b i l i t i e s o f t h e S a l a z a r f o r c e s , l e a d i n g t o i n t e r n a l d i s s e n t and a 1181
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The f o l l o w i n g t a b l e p r o v i d e s an overv iew of key a c t o r s w i t h i n t h e S a l a z a r f o r c e s and t h e i r c u r r e n t s t a t u s : 1184
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| −−− | −−− | −−− | −−− |1187
| Marsha l F took S a l a z a r | Leader | S a l a z a r Regime | A t t e m p t i n g t o q u e l l d i s s e n t and b o o s t mora le |1188
| L a r t o n Kreed | E n f o r c e r | People ' s S e c u r i t y Bureau | I n c r e a s e d s u p p r e s s i o n o f d i s s e n t |1189
| S a l a z a r F o r c e s | M i l i t a r y | S a l a z a r Regime | S u f f e r e d d e f e a t a t Nebulh Peaks |1190

1191
In t e r m s of m i l i t a r y s t r e n g t h , t h e S a l a z a r f o r c e s s u f f e r e d s i g n i f i c a n t c a s u a l t i e s i n t h e b a t t l e , r e d u c i n g1192

t h e i r o v e r a l l combat c a p a b i l i t y . However , t h e y s t i l l m a i n t a i n a n u m e r i c a l a d v a n t a g e ove r t h e Zendian1193
L i b e r a t i o n B r i g a d e (ZLB) . The S a l a z a r reg ime has a l s o s t a r t e d a r e c r u i t m e n t d r i v e t o r e p l e n i s h i t s1194
r anks , i n d i c a t i n g a p o t e n t i a l i n c r e a s e i n m i l i t a r y s t r e n g t h i n t h e n e a r f u t u r e .1195

1196
In c o n c l u s i o n , w h i l e t h e S a l a z a r f o r c e s have s u f f e r e d a s e t b a c k i n t e r m s of mora le and m i l i t a r y s t r e n g t h ,1197

t h e y remain a f o r m i d a b l e f o r c e . The regime ' s a b i l i t y t o r e c o v e r w i l l l a r g e l y depend on i t s s u c c e s s i n1198
b o o s t i n g mora le and r e p l e n i s h i n g i t s r a n k s . " ,1199

" g e o _ c o o r d i n a t e s " : {1200
" Nebulh Peaks " : {1201

" l a t i t u d e " : " − 1 5 . 6 " ,1202
" l o n g i t u d e " : " −178 .4"1203

}1204
}1205

}1206
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