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Abstract

In-context learning and chain-of-thought prompting have demonstrated surprising
performance improvements on mathematical reasoning benchmarks. Therefore,
understanding the underlying factors enabling these capabilities is crucial. How-
ever, the specific aspects of pretraining data that equip models with mathematical
reasoning capabilities remain largely unexplored and are less studied systemati-
cally. In this study, we identify subsets of model pretraining data that contribute
to math reasoning ability of the model, and evaluate it on several mathematical
operations (e.g. addition, multiplication) and tasks (e.g. the asdiv dataset). We
measure the importance of such subsets by continual training of the model on
pretraining data subsets, and then we quantify the change in performance on the
mathematical benchmark to assess their importance. If a subset results in an im-
proved performance, we conjecture that such subset contributes to a model’s overall
mathematical ability. Our results unveil that while training on math-only data con-
tributes to simple arithmetic abilities, it does not solely explain performance on
more complex reasoning abilities like chain-of-thought reasoning. We also find that
code data contributes to chain-of-thought reasoning while reducing the arithmetic
performance.

1 Introduction

Recent works have found that pretrained language model performance is greatly improved without
any additional math-specific training Kojima et al.| [2022]],|Wei et al.|[2022]]. These inference time
techniques are particularly effective in the realm of mathematical problems, which require more
advanced reasoning capabilities. In this work, we aim to identify the source of such math and
reasoning capabilities within the pretraining data of pretrained language models.

We investigate what specific subsets of pretraining data contribute to language models’ mathematical
reasoning abilities. Identifying and understanding the pivotal parts of pretraining data that contribute
to mathematical reasoning can help to design language models’ pretraining data mixtures more
effectively. This understanding can also guide efforts in generating and gathering data for pretraining
future language models. This task is of particular importance as we enter an era where data availability
and quality become critical bottlenecks in advancing language model capabilities.

Our underlying hypothesis for identifying pivotal pretraining data subsets is straightforward: if a
subset elevates benchmark performance beyond what a random subset achieves, we infer that this
subset contributes to the capabilities measured by that benchmark. Since all data subsets we test are
within the pretraining data, continued pretraining serves as a rough approximation of upweighting the
datapoints within our chosen subsets. We propose several methods for identifying relevant subsets,
based on rules (e.g., regex matches) or similarity (e.g., cosine similarity-based) methods. We also
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Figure 1: Overview of our approach to identify pretraining subsets contributing to model performance.
Initially, we select subsets of the pretraining data for continued model training. Subsequently, the
evaluation results — in this case, evaluating on asdiv dataset with chain of though prompting — are
compared between the model further trained on these subsets and a model trained on a random subset.
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employ multiple evaluation tasks, focusing on mathematical reasoning tasks such as simple arithmetic
operations or the more complex asdiv [Miao et al.l 2020] task with chain-of-thought prompting, to
distinguish between levels of mathematical reasoning capabilities.

We illustrate our methodology in Figure[I] As shown in the figure, after segmenting the pretraining
data into distinct subsets, we extend the training of the model using these data subsets and evaluate
the performance of the resultant models on mathematical reasoning tasks. We then evaluate the
further-trained models - in this case, on the asdiv task [Miao et al., 2020] with chain of thought
prompting. By examining the relative performance of these models, we can see that additional
training on the code subset improves the model’s capability in the chain of thought reasoning by
roughly 23% over training on random data, while further training on the school math shows no
improvement. From this observation, we can conclude that code segments of the pretraining data
contribute to math reasoning of language models with natural language explanations.

Our analysis shows that specific subsets, such as school math segments, enhance simple arithmetic
skills in language models (e.g., resulting in more than 20% improvement on addition questions).
However, they are less effective in improving more complex skills, such as the ability to improve
math reasoning through chain-of-thought-based natural language explanations on the asdiv dataset.
Interestingly, our findings highlight that training on code-specific subsets improves chain-of-thought
mathematical reasoning when code comments are included (3% increase in evaluation benchmarks in
comparison). We believe our findings offer insights into language model capabilities by associating
specific pretraining data subsets with corresponding abilities. We hope that our methodology and
analysis will inspire further research into the fine-grained analysis of how pretraining data mixtures
contribute to model’s performance on various tasks.

2 Related Work

Tracing model abilities to data Numerous previous studies have examined tracing model abilities
to data [Hammoudeh and Lowd, 2023, with work on language models typically focused on the
influence of finetuning data [Han et al.l 2020} Guo et al.l 202 1]}, rather than data seen during pretraining.
These techniques can broadly be classified as either retraining-based or gradient-based [Hammoudeh
and Lowd| 2023]], the former examining model capabilities after (re)training on data subsets, and
the latter examining gradients to calculate the influence of training data points. Due to the extreme
computational costs of the latter [Grosse et al.|[2023]], we take a retraining-based approach, continuing
the pretraining of a model on carefully-chosen data subsets. However, unlike prior retraining-based
work [Jia et al.} 2021} [Feldman and Zhang, |2020], we do not entirely retrain multiple models from
scratch, but rather just continue model pretraining, which is considerably computationally cheaper.
However, it comes at the cost of being unable to estimate pointwise influence (since we require
multiple datapoints to continue pretraining without the model achieving zero loss trivially). As such,
our approach allows us to identify and validate the effect of pretraining data subsets (e.g., data from
the same domain), similar to prior studies studying the impact of various higher-level pretraining data
statistics (e.g. presence of numbers) on model behavior [Elazar et al.,|[2023| |Razeghi et al., 2022].



Figure 2: Example of text in Pile found by regular expression search

“... Therefore the on-shell mass derived from a short-distance calculation should correlate with
the value of the coupling «s(x). This correlation is conspicuously present in the considered
here analysis of the sum rules, and can be clearly seen on the plot of Fig. 4. Within the
described numerical analysis, one can find that an uncorrelated with oy mass parameter is

m = my — 0.56, ™S () for ;1 = 1GeV, which is determined with a very high statistical
accuracy: my = 4639 = 2 MeV, which is due to the fact that the sum rules in the considered
range of n are sensitive to dynamics at distances approximately 1 GeV~!...”

3 Methodology

Our objective is to identify and trace subsets of training data responsible for enhancing language
models with mathematical reasoning capabilities. We do this by first selecting various data subsets,
and then continuing model pretraining on these subsets. We then evaluate these models and compare
their performance to the original model. Since this data was already included in the initial pretraining
phase, extending the training of the language model on these specific subsets emphasizes their
contribution without introducing additional information to the model. Consequently, if our evaluations
show improved mathematical abilities, we attribute the math proficiency of the language model to
these specific subsets. We also consider a baseline model that is further trained on a random subset of
data. Our assumption is that if training on a pretraining data subset results in improved performance
in comparison to our random baseline, this subset contributes to the capability of the model tested by
the benchmark. We provide an overview of this approach in Figure[I]

3.1 Identifying Relevant Subsets of the Pretraining data

We start our analysis by considering a number of different subsets that could be intuitively considered
as ‘important’:

DM-Math One of the Pile’s subsets is “dm-math” [Saxton et al.| [2019]], characterized by its
pairing of mathematical questions and answers. Spanning a variety of question types, it operates
predominantly at a school-level difficulty. Among the subsets of classified data in the Pile, “dm-math”
is the sole segment entirely dedicated to mathematical content, making it a good candidate for
enhancing mathematical reasoning.

Code |Wei et al|[2022] demonstrate that models trained on code, such as Codex, significantly
outperform non-code models (e.g., GPT-3.5) in evaluations of mathematical performance that involve
chain-of-thought prompting. Motivated by this observation, we use a subsection from GitHub. We
curate two distinct variations of this subset: one with and one without comments. We aim to discern
whether the code section of the pretraining data fosters these capabilities, and if so, to ascertain
whether these originate from the code itself or the code with the comments. Stripping comments keeps
roughly 79% of the original Github data. We detail our comment removal process in Appendix [A]

SearchMath Employing regular expression matching, we extract portions of the raw data containing
numerals alongside “explanation-like” terms, such as "thus". Since chain-of-thought prompting
improves the performance of models on certain math benchmarks, such as asdiv, by encouraging
the generation of explanations, our underlying intuition is to identify data segments that provide
explanations or solutions to mathematical queries. Our hypothesis is that this portion of data can be
potentially beneficial for instilling mathematical chain-of-thought reasoning. In contrast to DM-Math,
we aim to also capture problems expressed in natural language and more abstract reasoning examples.
An example of this subset of data is in Figure 2]

Similarity Search We compute the cosine similarity metric between GSM8K-training data|Cobbe
et al.|[2021] (as it is similar to our test datasets) and the Pile. We construct this segment by choosing



Figure 3: Example of text in The Pile found by similar search method

“...the first group bought 8 slices of pizza and 6 soft drinks for $41.14. The second group bought
5 slices of pizza and 6 soft drinks for $30.10. How much does one slice of pizza cost? Let x =
the price of a slice of pizza Let y = the price of a soft drink 8 slices of pizza and 6 soft drinks
cost $41.14 8x + 6y = 41.14. 5 slices of pizza and 6 soft drinks for $30.10. 5z + 6y = 30.10.
A slice of pizza costs $3.68 and a soft drink costs $1.95. * * * 1. A collection of dimes and
nickels is made up of 16 coins and is worth $1.25. How many nickels are in the collection?...”

the highest-ranked sections of Pile based on this cosine similarity. Given the intensive computational
demands of this method, we restrict our analysis to a randomly-chosen subset consisting of 5% of
the Pile dataset. We split the GSM8K-training data and documents in pile dataset into chunks of 75
tokens and compute the embedding of each chunk using the all-mpnet-base-v2 model and the
sentence transformers library [Reimers and Gurevych| [2019|]. We provide the size of each subset in

Appendix [C]
3.2 Continued Training with Language Modeling Loss

Given the above data subsets, we continue the training of a trained model, using the optimizer state
(of the released model) and the same hyperparameters. We use the same language modeling loss for
training the base language model.

3.3 Evaluation

We then evaluate on the following tasks, covering both simple arithmetic (a common test for measuring
the numerical reasoning of language models |[Razeghi et al.| [2022],|Gao et al.|[2021]) and math word
problems, which are known to showcase improved accuracy when models employ chain-of-thought
reasoning [Wei et al., [2022]:

* Add-2d: Addition of two-digit numbers.

* Add-3d: Addition of three-digit numbers.

* Mul-2d: Multiplication of two-digit numbers.

¢ asdiv-COT: Elementary-level math word problems [Miao et al., [2020].

In the case of simple arithmetic tasks (add-2, add-3d, mul-2d) we evaluate on 200 randomly generated
instances. The arithmetic task evaluations are for assessing the models simple math capabilities.
We also employ the asdiv dataset, utilizing chain-of-thought prompting, to evaluate the models’
step-by-step mathematical reasoning through natural language explanations. For asdiv, we use the
existing test split of 2,305 examples. In both cases, we evaluate using 8-shot in-context learning,
following the evaluation setting of prior work [Wei et al.| |2022], in order to be able to reliably extract
answers from non-finetuned language models. For asdiv, we use the chain of thought prompting
with the prompt from [Wei et al. 2022]E] Importantly, we check for exact matches between our
evaluation sets and training data segments to mitigate the potential impact of model memorization on
our results. We remove any evaluation examples we find from our training data. For example, we
find 247 evaluation examples in the DM-Math train set.

3.4 Experimental Details

We use the pythia model [Biderman et al.| 2023] as the pretraining data, checkpoints, and code for
this model are publicly available and thoroughly documented [Gao et al.,[2020]]. This makes it easier
to apply our continued pretraining following the exact hyperparameters used to initially pretrain the
model. We use the 2.8B model as it is the smallest model that provides reasonable performance on

2See Appendix [B|for full prompt.


https://huggingface.co/sentence-transformers/all-mpnet-base-v2

Table 1: Performance on evaluation tasks after training on different subsets for 2,000 steps. * we
trained on the similarity and GSMS8K sets for 50 steps onlyE]

Training Subset add-2d add-3d mul-2d asdiv-COT
Baseline (no training) 62.0%  4.0% 1.0% 13.9%
Random Subset 62.5% 4.5% 2.0% 12.8%
SearchMath 545%  3.5% 1.0% 13.1%
DM-Math 89.0% 445%  4.0% 0.0 %

Code (w comment) 41.5% 5.0% 1.5% 15.8%
Code (wo comment) 43.0% 9.5% 3.0% 14.7%

Similarity Subset* 74.5%  21.0%  5.5% 13.8 %
GSMS8k Train Set* 81.0% 24.0% 9.5% 28.0%

our mathematical reasoning benchmarks, avoiding the cost of large-model pretraining. We follow the
hyperparameters used in Biderman et al.|[2023]].

4 Results

Our baseline evaluations and results after training on different subsets are presented in Table

We first evaluate the original performance of the language model (the Pythia 2.8B model) on
mathematical tasks without any further training (no training). This serves as our initial reference
point. The performance of our baseline model on our evaluation task is in the top row in Table [T}
We then continue the training of our chosen language model on a random subset of the original
training data. The performance after this phase will act as our second baseline. We do this to validate
that training on a data mix similar to the overall pretraining mix does not dramatically alter model
capabilities. We find that:

Continued pretraining on a random subset does not dramatically change model performance.
As expected, continued pretraining on a random subset of pretraining data does not result in signifi-
cantly changed performance. A comparison between the model trained on a random subset to the
original model, as seen in Table[I] reveals a negligible performance difference of less than 1% across
all evaluation datasets. This observation validates our hypothesis that the continued pretraining itself
does not significantly alter model behaviour.

Math-only data only improves simple arithmetic benchmarks. Training on DM-Math, consisting
of only of math question-answer pairs, significantly improves simple arithmetic performance. For
example, it improves the performance of 2-digits and 3-digit addition tasks by more than 20% (i.e
changing 2-digit addition from 62.5% to 89% and 3-digit addition from 4.5% to 44.5%) . However,
the performance in chain-of-thought reasoning (shown by the asdiv task in Table|l)) drops to zero.
This suggests that math data alone is not enough to solve math word problems using chain-of-thought
and that robust language skills from the model are required to connect the steps of reasoning.

Code data improves chain-of-thought reasoning, but not simple arithmetic reasoning. Models
trained on code both with and without comments perform largely similarly. Both subsets (especially
with comments) appear to moderately improve chain-of-thought performance by increasing the asdiv-
COT performance by about 3% in comparison to the random trained model (with 12.8% accuracy),
while maintaining or degrading simple arithmetic reasoning performance. These empirical results
suggest that code enhances chain-of-thought reasoning abilities, which aid in solving math questions
by generating explanations for each step of solving the math question.

Regex-based subsets do not significantly change performance. Training on SearchMath, which
contains documents using both numeric and explanatory terms, does not significantly improve

“Due to the expensive nature of constructing the similarity subset, we only retrieve 3000 examples for it, and
so limit the number of training steps accordingly to avoid overfitting.



performance in either simple arithmetic or more complex math as in asdiv with chain of though
reasoning. Examining the data, we find that the regex search may be too broad, capturing a wide
range of documents from medical papers to legal proceedings, which may drown out more useful,
relevant datapoints. This qualitative examination suggests basic regular expression search might not
be the best way to find the most high-quality, relevant sections of the pretraining data.

Similarity-based search yields limited improvements. We find that the data subsets found using
similarity-based search improve simple arithmetic tasks, for instance, the model trained on this subset
exhibits a 12.5% increase in 2-digit addition task. However, such improvements are not noted in
asdiv-COT task, even though training on the GSMS8K data itself (which we use for finding relevant
pretraining examples) yields improvements in both arithmetic and chain-of-thought tasks. We propose
two potential explanations for this observation: First, our similarity search method may be insufficient
in detecting all relevant samples of the pretraining data, particularly those associated with more
complex skills like chain-of-thought reasoning. Second, the lack of improvement could stem from an
incomplete similarity search of the pretraining data. As previously mentioned, our similarity search
was conducted on only 5% of the pretraining data, which may contribute to the observed limitations.
Further investigation into this matter is reserved for future work.

5 Limitations

We note there are several limitations to our approach. First, our similarity search was confined to
small sections of the pretraining data, and we anticipate discovering more substantial and influential
parts if we extended our search across more data. Additionally, our method compares evaluations of
models further trained on subsets of the relevant data to those trained on a random subset, and so we
cannot find contributing subsets of the pretrainin data the do not yield improved performance (e.g., if
the subset contributes only when combined with other data, or only contributes to small parts of our
evaluation settings). We also note that we did not examine multiple models in this work, and that our
results may not hold for larger models or models trained on significantly different data. However,
despite such limitations we were able to find subsets that appear to contribute significantly to model
performance, providing valuable insights into how different subsets of pretraining data contribute to
the model’s mathematical reasoning capabilities. Additionally, our method could easily be applied to
varying models or benchmarks in future work. This study is still in its early stages, and we anticipate
more comprehensive findings as we delve deeper into our approach.

6 Conclusion

In this work, we investigate the parts of the pretaining data that drive the mathematical reasoning of
language models. Through evaluating models that we continued training on a diverse set of carefully
chosen subsets from the pretraining data, we uncover several key insights into the mathematical
and reasoning abilities of pretrained language models. We find that math data alone does not
explain reasoning abilities, and that code data contributes to chain-of-thought math reasoning but
not arithmetic abilities. Overall, our study provides insights into which parts of the pretraining data
contribute to mathematical reasoning capabilities. Future work could examine extending the scope of
our approach, either by investigating how to better automatically identify subsets, or examining more
models and benchmarks with our approach.
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Figure 4: 8-shot chain of thought prompt used for evaluation on asdiv.

“Q: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After
they are done, there will be 21 trees. How many trees did the grove workers plant today?

A: There are 15 trees originally. Then there were 21 trees after some more were planted. So
there must have been 21 - 15 = 6. The answer is 6.

Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking
lot?

A: There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5. The answer is 5.

Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have
left in total?

A: Originally, Leah had 32 chocolates. Her sister had 42. So in total they had 32 + 42 = 74.
After eating 35, they had 74 - 35 = 39. The answer is 39.

Q: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How
many lollipops did Jason give to Denny?

A: Jason started with 20 lollipops. Then he had 12 after giving some to Denny. So he gave
Denny 20 - 12 = 8. The answer is 8.

Q: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many
toys does he have now?

A: Shawn started with 5 toys. If he got 2 toys each from his mom and dad, then that is 4 more
toys. 5 +4 =9. The answer is 9.

Q: There were nine computers in the server room. Five more computers were installed each day,
from monday to thursday. How many computers are now in the server room?

A: There were originally 9 computers. For each of 4 days, 5 more computers were added. So 5
* 4 = 20 computers were added. 9 + 20 is 29. The answer is 29.

Q: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more.
How many golf balls did he have at the end of wednesday?

A: Michael started with 58 golf balls. After losing 23 on tuesday, he had 58 - 23 = 35. After
losing 2 more, he had 35 - 2 = 33 golf balls. The answer is 33.

Q: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
A: Olivia had 23 dollars. 5 bagels for 3 dollars each will be 5 x 3 = 15 dollars. So she has 23 -
15 dollars left. 23 - 15 is 8. The answer is 8.”
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