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Position: Rules Created by Symbolic Systems
Cannot Constrain a Learning System

Anonymous Authors1

Abstract
This paper explores the inherent flaws of sym-
bolic systems and their limitations in constraining
artificial intelligence (AI). Symbols lack intrinsic
meaning; their meaning depends on training, con-
textual confirmation, and social interpretation. As
a product of human cognitive limitations, natural
language is a flawed system adapted to human-
bounded intelligence. However, in autonomous
learning systems, it exposes deep issues within
symbolic systems. For the first time, this paper
proposes the Triangle Problem framework, reveal-
ing the complex relationship between symbols
and conceptual spaces. It argues that symbolic
systems cannot effectively constrain learning sys-
tems, leading to a new type of principal-agent
problem. AI deviates from human expectations
in areas such as context generation, dynamic ad-
justment of symbolic meaning, and symbolic jail-
break. By analyzing the ambiguity of natural
language, its context dependence, and the differ-
ences in AI’s perceptual capabilities, this paper
calls for the establishment of Symbolic Safety Sci-
ence, which aims to address symbol-related risks
in AI development, providing a theoretical foun-
dation for aligning AI with human.

1. Introduction
The control of artificial intelligence (AI) through rule-based
systems, including laws, regulations, and programmatic con-
straints, has been central to AI safety and governance. Asi-
mov’s Three Laws of Robotics (Asimov, 2004) introduced
the notion of using predefined symbolic rules to restrict
intelligent agents, shaping discussions on AI safety and
alignment. This idea has influenced the development of sym-
bolic logic-based control mechanisms (Winograd, 1972; Mc-
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Carthy, 1984), formal verification techniques (Clark, 1977;
Russell, 2019), and alternative approaches such as reinforce-
ment learning from human feedback (RLHF), which opti-
mizes AI behavior based on human preferences rather than
predefined symbolic rules (Christiano et al., 2017; Leike
et al., 2018; Ouyang et al., 2022).

However, a key question has not been fully explored: If AI
forms concepts differently from humans or lacks human-like
conceptual adhesion, can a symbolic system alone truly con-
strain AI? Existing approaches assume that AI can be gov-
erned through external rules but overlook a critical issue—
symbols themselves do not inherently carry meaning; rather,
meaning is assigned through training, determined by context,
and interpreted by society. Since AI perceives the world
and learns in ways different from humans, it may not pos-
sess human-like concepts or the corresponding conceptual
adhesion. Unlike humans, who develop concepts through
cognitive structuring and social reinforcement (Barsalou,
1999; Lakoff & Johnson, 2008), AI constructs meaning
solely through statistical associations and optimization ob-
jectives (Clark & Thornton, 1997; Mitchell, 2021).

This paper argues that the failure of symbolic constraints
is not merely an issue of symbol grounding but stems from
the inherent flaws of natural symbolic systems—such as
Class-based Symbolic Systems and limited referentiality—
as well as fundamental differences in how humans and AI
form concepts and interpret symbols.

To analyze this issue, we propose a novel theoretical frame-
work that thoroughly examines the characteristics and limita-
tions of natural language systems. Specifically, we highlight
that natural language inherently lacks meaning. Meaning is
assigned meaning through training, confirmed by context,
and interpreted by society. We further explore the formation
of concepts and language, introducing two Triangle Prob-
lems to illustrate the relationship between thinking language
and tool language. This demonstrates that fluent communi-
cation between AI and humans in natural language does not
necessarily mean their thinking languages are identical.

From this analysis, we conclude that the natural language
system is flawed, adapted only to human cognitive abilities
and ways of perceiving the world. Humans cannot con-
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strain AI through rules, laws, or procedures created within a
symbolic system.

This study reveals previously unexplored gaps in research,
specifically the concept of symbol adhesion, the inherent
flaws and vulnerabilities of natural language systems, and
the interpretative authority of symbols. This conclusion has
profound implications for AI governance, demonstrating
that relying solely on predefined rules and formalized sym-
bolic methods may be insufficient. Instead, addressing AI
safety requires a deeper understanding of the interactions
between symbols, context, and cognition. This paper lays
the theoretical foundation for Symbolic Safety Science, em-
phasizing the need to establish new frameworks to further
advance research in AI safety and alignment.

2. Symbols, Context, Meaning and Society
2.1. Artificial Symbols Lack Inherent Meaning

Artificial Symbols1 are inherently meaningless, a point that
has already been thoroughly discussed. de Saussure (1983)
emphasized the arbitrariness of linguistic signs, where sym-
bols gain meaning through social convention rather than
intrinsic links. Peirce (1934)’s triadic model ties symbols
to interpretation, while Harnad (1990)’s symbol ground-
ing problem questions whether symbols can have meaning
without direct experience. This allows AI to modify the
meanings of symbols and bypass imposed constraints. This
leads us to ponder a critical question: Can AI be effectively
constrained solely through symbolic systems, such as laws,
regulations, or programs constructed using natural or formal
languages?

2.2. Natural Language as a Class-based Symbolic
System

Our natural language system is a Class-based Symbolic Sys-
tem, a concept that has been indirectly represented by Talmy
(2000) and de Saussure (1983). This means that a single
symbol can often have multiple meanings or correspond to
multiple conceptual vectors. In other words, not every con-
cept, object, or entity in conceptual, imagination, thought,
or physical space has a unique name or symbol. This paper
considers conceptual space, imagination space, and thought
space synonymous, as they all refer to the scenarios pre-
sented in the human or agent cognitive system. These vec-
tors often lack named dimensions and dimension values.
Alternatively, we may be able to recognize and conceptual-
ize them but have not yet performed the cognitive action. In
some cases, they cannot be described using language and
other symbolic systems due to the limitations of tools or

1Artificial Symbols are defined in contrast to natural symbols
(i.e., natural substances). We believe that all things that can be
perceived by our consciousness are symbols.

intelligence. Please refer to Appendix A for more details.

2.3. How Meaning is Assigned through Training and
Confirmed by Context

The meaning of symbols is assigned and reinforced through
training, which includes learning and validation (Goodman,
1970), which is often from the perspective of external learn-
ing or the learner. If it involves the creation of symbols, it
is another process described in Appendix F. The confirma-
tion of their meaning is achieved through context (Sperber,
1986), designating an object in a low-dimensional cognitive
space or a simple context.

We believe that context refers to the subset of an individ-
ual’s cognitive state at a given time, i.e., the individual’s
physiological condition and the knowledge they can recall
at that time combined with the surrounding elements. Note
that this cognitive state does not represent the individual’s
overall knowledge state. The cognitive state at a given time
is a subset of personal knowledge. In other words,

Context ⊂ Cognitive state ⊂ Knowledge State.

We define an individual’s cognitive state in a given environ-
ment as the macro-context and the context of a specific word
as the micro-context, which encompasses more than just the
word itself. Context consists of two parts: the meaning
of symbols—representing any object, idea, or concept in
the mind—and the related judgment tools, which facilitate
reasoning and recognition. This idea is indirectly expressed
by Eco (1979). A judgment tool is a tool or concept used
to achieve the function of ”existence brought by existence.”
In reality, the essence of reasoning is precisely existence
brought by existence. These tools include concepts, which
refer to acquired knowledge formed through the interaction
of innate knowledge and the external world, as well as value
knowledge. For further details, see Appendix F.

Therefore, the abilities available to an individual at a given
time define their cognitive state. This state does not rep-
resent their entire knowledge but is determined by a state
vector comprising their physiological state, internal state
(cognitive state), and external state (world) at that moment.
An observation signifies a completed cognitive action that
has become part of personal knowledge.

For example, the expression “1.11 > 1.9” can be interpreted
in two ways without context. In a mathematical context,
1.11 is greater than 1.9. In a versioning context, 1.11 is also
greater than 1.9. However, even without specific context,
we naturally understand that the correct interpretation here
is the versioning context.

2.4. Context: Undefined but Value-Selected

The definition and naming of context are often difficult to
strictly define and name, with boundaries that are vague

2



110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164

Submission and Formatting Instructions for ICML 2025

and hard to describe precisely (Duranti & Goodwin, 1992).
This is partly due to the limitations of cognitive abilities
and partly due to the limitations of expressive tools such as
natural language, which prevent us from fully and clearly
describing context. Context is often represented as a unique
vector address in the conceptual space, thereby specifying
the following set (symbol meaning, judgment tools).

Context is not a fixed intersection determined at one time. It
is often interpreted and generated by an individual’s imag-
inative space. Although dictionaries provide multiple ex-
planations for words, they are merely symbols and expla-
nations of symbols. The projection of the same symbol in
the conceptual space can vary for each individual or the
same individual at different times2, often leading to double
standards, different judgments and evaluations for different
objects, and discontinuity in judgments. For example, when
conducting surveys, we often encounter inconsistencies in
descriptions and standards. This type of knowledge and def-
inition is often not found in human textual descriptions, as
it is too obvious or cannot be described by natural language.
Individuals often acquire it through social activities.

The selection and shaping of context are often formed by
our innate knowledge and the combination of innate knowl-
edge and environment, which forms acquired knowledge,
i.e., concepts. We define innate knowledge as organs and
innate value knowledge in Section 3. According to the emo-
tional path formed by value knowledge, a base context is
quickly selected, then adjusted and newly created to adapt
to the environment, such as updating and adjusting based on
external information, and finally shaped according to logic.

In other words, Context is often chosen through a certain
feeling, which is described by (Polanyi, 2009) as tacit knowl-
edge. We will use a different definition, value knowledge, to
represent this. This concept will later be used to define the
concept of innate knowledge and explain the formation of
concepts and language, as well as symbol stickiness. For the
definition of value knowledge, please refer to Appendix B.

The so-called correct context can be divided into symbol
correctness (i.e., proper recognition of symbols), grammat-
ical correctness, semantic correctness, logical correctness,
factual correctness, and scenario correctness. These con-
stitute our judgment of rationality, i.e., context connects
symbols with their meanings and related judgment tools.
This resolves symbol and structural ambiguity, enabling
accurate interpretation and analysis, thereby achieving ex-
istence brought by existence—the formation and growth of
rationality within a scenario.

Therefore, we use the knowledge set within a context to eval-
uate and reason about rationality, aligning with the anchor-

2We believe that observation or analysis, which involves a
thinking action, will change an individual’s knowledge space.

ing effect in behavioral economics (Tversky & Kahneman,
1974) and explainable through our context theory.

The above context does not have a clear hierarchical rela-
tionship. For example, we can normally interpret a wrong
paragraph through context knowledge correction and fitting.
This characteristic also often provides rationality for jail-
breaks (Yi et al., 2024). That is, the rationality of an object
in different scenarios. This avoids detection based on single-
scenario behavior and words while the attention mechanism
is essentially a way of using context. In fact, various prompt
jailbreaks are context jailbreaks (Zeng et al., 2024). They
may not be in our context, but they may be correct in the
thinking language corresponding to the AI context in the
thinking space. For example, using the story of grandma and
the wizard to achieve jailbreak, thereby avoiding detection
based on behavior and words, including dangerous thinking
actions and dangerous concepts.

Due to the often undefined range and definition of context,
even if it can be defined, we also discuss other possible
attack methods in Appendix L. The correctness of context
is also often applied to the effectiveness of open-ended
question generation. For details, please refer to Appendix C.

2.5. Path Media for Transmitting and Interpreting
Imaginative Space

Context is built on individuals and is transformed using
public context as an anchor point, such as partial knowledge
and partial understanding (Duranti & Goodwin, 1992). Each
individual carries this public context, yet its functionality
relies on the collectively formed societal context, creating
an interactive relationship. The stability of this relationship
is shaped by social cognition and the operating rules of the
physical and social worlds.

The common part of this context enables our communica-
tion, while the individual context part leads to our inability
to specifically refer, which only allows communication and
understanding to a certain approximate degree (Clark, 1991).
Essentially, this reflects the inability to transmit the imagina-
tive space, i.e., the content in the speaker’s imaginative space
is compressed into a path formed by tool language (tool sym-
bols). This path can be composed of various media, such
as music, text, images, body movements, and objects (Eco,
1979). The listener then interprets the path based on their
understanding of the speaker’s intent, thereby achieving the
transmission and reproduction of the imaginative space.

Since humans cannot directly transmit imaginative space
and thinking language, we have created their shells and
containers, i.e., tool language. At the same time, it also
serves as part of our thinking language, acting as a con-
tainer for our concepts, making it convenient for us to call
and operate, and perform higher-level thinking operations.
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In other words, natural language is both our thinking lan-
guage and our tool language (expressive tool, computational
language) (Chomsky, 2002; Whorf, 2012).

Compared to other path media, the limitations of natural
language transmission are reflected in four points:

• Linear structure, which cannot present all visual
information of an object at a certain cross-section
(time, space) at the human recognition level like a pic-
ture (Kress & Van Leeuwen, 2020).

• Class-based description provides an example: a photo
can often be a point of information from a certain cross-
section of an object, but its interpretation also requires
the participation of concepts (Barsalou, 2008). With-
out concepts, it cannot be dimensionally upgraded and
completed through the photo.

• Transmission does not carry interpretation such as
context or meaning and is often supplemented by the
preceding and following scenes. Therefore, when we
transmit information, we often need to build on common
knowledge. This includes the intersection of context
parts. The most basic form of common knowledge is
related to the natural language itself, such as speaking
the same language. In addition to linguistic common
knowledge, there is also the common knowledge of the
scene, meaning that transmission occurs within a specific
context. This is depicted in Appendix F as the consistent
symbols and meanings formed under the same world and
innate knowledge.

• Natural language cannot fully reproduce the imagi-
native space (Fodor, 1975), i.e., the thinking language
in the speaker’s imaginative space is compressed into
natural language, and then reproduced by the listener’s
interpretation to achieve indirect communication. For
example, “my apple” is a specific object in my eyes,
a partial projection of a specific object in the eyes of
someone with relevant knowledge (only seen my apple),
and an imaginary apple in the eyes of someone without
relevant knowledge. At different times, the imagination
is also different. This difference not only includes the
ontology but also involves its relationship with other
imaginative objects. In other words, the concept vector
in the conceptual space includes not only the information
of the object but also its relationship with other concepts.
This leads to the limited referentiality of natural language
to a certain extent (Frege, 1892).

3. World, Perception, Concepts, Containers,
and Symbols, Language

Chomsky and Hinton once debated the issue of whether
symbolic representation (Chomsky, 2014a; 1980; 2014b)
or statistical learning (Rumelhart et al., 1986; Hinton et al.,

2006; Hinton, 2007) provides a better foundation for under-
standing cognition and AI.

First, we propose a hypothesis: the Language Organ and
other concepts mentioned by Chomsky (1980); Jackendoff
(1997); Hauser et al. (2002); Pinker (2003b) are defined by
us as innate knowledge. Through the innate value knowl-
edge system, which enables rapid evaluation of concept
vectors, we achieve the establishment and setting of con-
cepts as well as the formation of language.

Therefore, the world and innate knowledge determine the
formation of thinking language, that is, concepts. For a
local region, due to the similarity of the world and innate
knowledge, individuals within this area form similar con-
cepts and select similar containers as their shells, leading to
the formation of language. For more details, please refer to
Appendix F.

Innate knowledge refers to abilities we are born with, which
are selected and formed through our evolution. We define
it as a set of organs, including perceptual organs, which ex-
tract information from the world, operational organs, which
consist of physical space operational organs and imaginative
space operational organs, and innate value knowledge.

These innate organs determine which dimensions are mean-
ingful, thus shaping our perceptual organs’ capabilities and
modes of expression. For example, they define the range of
visible light and the hearing range. They also construct our
perceptual range and distinguishability, referred to as class
fineness, and form the projection of objects in the imagina-
tive space as raw materials for concept formation. These
projections also function as symbols.

The operational organs determine the way we interact with
the world, including the extent of our actions and the level,
quantity, and effect of these actions. The operating organs
of the imaginative space determine thinking actions.

3.1. The Controversy Between Chomsky and Hinton
and the Triangle Problem

Regarding the debate (Smolensky, 1988; Marcus, 2003;
Lake et al., 2017; Marcus, 2018; Norvig, 2017; Clark &
Thornton, 1997; Pinker, 2003a) between Chomsky and Hin-
ton, we believe it is not only about the grounding of sym-
bols (Harnad, 1990) but also about the issues of concept
formation and alignment based on the world and innate
knowledge, i.e., the vector of this symbol in the conceptual
space. As the concept of a symbol increases, for exam-
ple, by enhancing the perceptual capabilities of the learning
system through multimodal approaches (Clark & Thornton,
1997; Barsalou, 2008; Salakhutdinov, 2014), it indirectly
understands humans. However, just as a normal person
and a congenitally blind person can communicate using
natural language, due to different perceptual dimensions,
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some concepts can only be indirectly understood, such as
the difference in colors being analogous to the difference in
temperatures. This erroneous analogy, reasoning through
indirect containers, can lead to misunderstandings (Harnad,
1990; Barsalou, 1999; Lakoff & Johnson, 2008), and such
indirect understanding often involves human emotions and
morals that do not exist in the objective world.

Since humans and machines are entirely different, we per-
ceive the world differently. This includes the meaningful
dimensions we focus on, the ways of perceiving and ex-
pressing these dimensions—for example, humans do not
perceive the world at the pixel level—and the evaluation
and invocation of these dimensions by innate value knowl-
edge. This leads to different concepts formed by humans
and machines, resulting in various forms of thinking lan-
guage. However, with the advent of large language models,
we, like two entirely different species, can use a common
language as an intermediary for communication. This may
result in fluent communication at the language level, but the
projection and operating mechanisms of the thinking lan-
guage behind the language in the conceptual space may be
entirely different (Chomsky, 2014a; Norvig, 2017; Bender
& Koller, 2020).

Unlike humans, who build language systems from the bot-
tom up, starting with thinking language and then using
symbols as containers, AI first learns symbol relationships
before acquiring their meanings. It may often become a top-
down anthropomorphism (Smolensky, 1988; Deacon, 2011;
Marcus, 2018), selecting the optimal solution from multiple
possibilities to approximate humans, rather than thinking
from a starting point and growing like humans. This is also
related to the different roles and conditions of existence of
human individuals and AI individuals in the world.

To address these issues, we propose the Triangle Problem
for discussion. For the underlying assumptions, please refer
to Appendix H.

Triangle Problem 1 and Triangle Problem 2

Due to the current LLM models being able to simulate
human communication very well, the core discussion of the
Triangle Problem revolves around the definition of concepts
and the issue of similarity, that is, the positioning of thought
symbols in the conceptual space, which is the position of
points, and the similarity of understanding, as well as the
relationship between the points formed by a sentence, which
is the positioning of thought language. Therefore, it is not
simply a matter of symbol grounding. The current state
of the Triangle Problem is recognition and understanding,
which we classify as Triangle Problem 1. The subsequent
state is growth based on understanding, which is the rational
growth defined by context, or open generation, which we
define as Triangle Problem 2.

Since AI does not share the same world and innate knowl-
edge as us, that is, the objects of learning, perception and
operation tools, and inherited value knowledge, which is
innate evaluation. This may lead to the motherland problem,
where a concept (thought symbol) that is incorrectly defined
in the conceptual space can work in a limited environment,
that is, in the AI’s training environment, but it is not neces-
sarily correct. The so-called motherland problem is a story
I learned in a textbook when I was a child, which tells the
story of a sacrificed military dog from the Soviet Union
being sent back to its motherland. At that time, a classmate
asked why it was sent back to China. Obviously, the con-
cept of motherland was incorrectly defined, but because in
our long-term textbooks, the motherland always referred to
China, it worked in this environment, but in this unexpected
situation, a problem arose. This story still occurs under the
condition that we have almost the same innate knowledge.
However, due to the huge difference in innate knowledge
and the world between AI and humans, this kind of con-
ceptual misdefinition deviation may be inexplicable from a
human perspective. This makes AI’s behavior unpredictable
to us, making it no longer a tool that we can effectively use,
thus constituting a principal-agent problem.

Therefore, we set up a Triangle Problem to discuss. Hu-
mans and AI can communicate fluently on the XY level,
that is, creating natural language symbols “patterns” on X
to form XY , but this does not mean that humans and AI
have achieved human-like communication, that is, the ex-
change of imaginative space through natural language as
a shell. Therefore, in the XY space, we and AI construct
acceptable “patterns” formed by the relationships between
points that both parties consider reasonable, which is fluent
communication, but this does not mean that the conceptual
spaces between each other are similar. Specifically, X is
the symbol space, Y is the result established by manipu-
lating natural language symbols through thought language
in this symbol space, and Z is a super-conceptual space
that projects the patterns on the XY space into the concep-
tual space, which can simultaneously project our conceptual
space and the AI’s conceptual space. As shown in Figure 1.

At the same time, we define the concepts of ontology and
expression dimension here. Ontology is the thing and con-
cept that the symbol refers to, and the expression dimension
is the attributes of this thing and concept. Here, for sim-
plicity, we use the position of points in a two-dimensional
space to represent them. Note: In fact, there should be three
dimensions: symbol, concept, and the dimension of the con-
cept (i.e., the attributes of the concept), but due to page and
time limitations, we merge the symbol and concept together
and call it ontology. The importance here is that symbols
and meanings are classified, but AI often learns the shell
of the concepts created by humans, that is, the words and
sentences of natural language.
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Figure 1. Triangle Problem 1: Definition of Symbolic Concepts.
Fluent communication in the XY space does not imply that our
thinking languages are identical. v⃗comm and v⃗interp represent the
action sequences of communication and cognitive interpretation,
respectively.

Triangle Problem 1: Definition of Symbolic Concepts
(Positioning) As a start, we construct a simple closed-loop
example as Figure 1 to illustrate, without discussing its func-
tion as a concept, that is, the possible existence brought by
existence, i.e., a → b → c → a, thus not discussing the
growth problem. For example, we use natural language to
construct “I wake up, work, and sleep every day.” on XY .
Considering that AI’s innate knowledge is entirely different
from ours, it can’t have the human-perceived concepts of
sleeping and waking up, but only to learn the shell of the
concepts, that is, words. AI may have the following inter-
pretations: first, approximately reasonable: “I turn on, work,
turn off every day.” Second, unreasonable: “low tempera-
ture, blue, sweet, useful.” Here, the nouns are correct but
unrelated, and they may even be incorrect symbols or unable
to form the relationship of a → b → c → a. Therefore, it
presents as shown in Figure 1.

Due to space limitations, we mainly introduce four critical
possibilities in the super-conceptual space (note that this is
based on the premise of fluent communication): They will
be used for future verification with Brain-Machine Interface.

Verification Content 1: The same ontology and expression
dimension—meaning AI and humans share identical con-
cepts, meanings, and expression methods (dimensions in the
super-conceptual space). This is nearly impossible due to
fundamental differences in innate knowledge and world ab-
straction between humans and AI. (Note: Absolute precision
is unnecessary, as even humans do not achieve complete
uniformity.)

Verification Content 2: The same ontology, similar expres-
sion dimension. A simple understanding is the world of
congenitally blind people and the world of normal people,
that is, our understanding and reasoning of the same thing
are the same, showing consistency in the XY space, that
is, we can communicate normally on the XY level and
both consider it reasonable. The objects we refer to are
also the same, but the dimensions we observe are differ-
ent. The mapping of blind people may be point mapping,
that is, discrete reasoning relationships, i.e., a → b and
the dimension of the point is lower, while the mapping of
normal people is multi-node mapping relationships, such

as a → a1 → · · · → an → b, that is, the difference in
our cognition of the world lies in the different dimensions
of perception and the different number of concepts formed
by perception, thus constructing similar concepts on this
difference, that is, our understanding of the meaning behind
the same symbol is different, but there are overlapping parts.

Verification Content 3: Almost similar dimensions, different
ontology, such as the story of the motherland problem.

Verification Content 4: The same ontology, different di-
mensions, that is, complete inexplicability, that is, we use
the same symbols to communicate, but they are actually
concepts formed on completely different worlds and innate
knowledge, only their shells are the same. Generally speak-
ing, because the world is the same, even if the perception
dimensions are different, similar situations to Verification
Content 2 will be formed due to the same operation of things.
However, for large language models, their concept position-
ing may only be the relationship between symbols and not
reflect the world, thus constituting inexplicability and the
symbol grounding problem, so the logical operations they
perform are often different from ours.

Figure 2. Triangle Problem 2: Rational Growth of State in Context.
The next-step response or generation occurs in the XY space after
cognitive computation, where different thinking languages operate
using the same tool language. This process manifests not only in
textual symbols but also in behavioral or gestural symbols.

Triangle Problem 2: Rational Growth of State in Con-
text Building on the previous issue of positioning, we also
need to consider logical operations, that is, the reasonable
processing and operation of information in the dimension of
concepts, which is the existence brought by the context in
XY . The so-called Triangle Problem 2 in Figure 2 refers to
the issue of growth similarity for a non-closed logical chain,
which is the manifestation of growth in Z on XY . It is used
to verify the reasoning ability and similarity based on the
existence of existing information. That is, the generative
ability or rational growth ability brought by the definition
and selection of its context. This also reflects AI’s perfor-
mance in open generation, whether the generated results are
reasonable, and whether it has performed logical operations
similar to humans in understanding the state. This often
requires AI’s ability to shape and select context to match the
human value knowledge system. This is also the fundamen-
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tal reason for the new principal-agent problem, that is, the
agent’s misunderstanding of the principal’s intentions, form-
ing helpful harm (i.e., damaging the principal’s utility). For
additional content brought by the Triangle Problem, please
refer to Appendix J.

4. AI Safety
People often have the illusion that there is a strong adhesion
between symbols and meanings. This is also reflected in the
current numerous studies and discussions on the establish-
ment of AI ethics and morality (Russell, 2019; Christian,
2021; Nick, 2014; Han et al., 2022; Achiam et al., 2023).
Unfortunately, as we have explained above, firstly, symbols
are inherently separate from meanings. Secondly, this adhe-
sion might be based on our innate knowledge and specific
value knowledge mechanisms, as well as our social nature.
Language is a collective choice and recognition rather than
individual interpretation. Additionally, humans’ pursuit of
rationality is often based on the premise that human sur-
vival must be built on rationality (Simon, 1955; Kahneman,
2011), such as predicting changes in reality, the efficiency
of tools, and the efficiency of social operations, which in
turn reflects on individual behavior and sociality.

Therefore, the problem of natural language defects is not
apparent to us humans. On the one hand, the interpretation
of our symbols does not lie with individuals but with soci-
ety (Sapir, 1929). On the other hand, our inherited nature
determines our sociality, meaning we act under a certain ra-
tionality, such as the concepts of morality and ethics. At the
same time, our cognitive capacity is limited, so we cannot
infer all possible meanings of a symbol simply by observing
it. Instead, we form a reasonable context from value knowl-
edge and grow from it. Thus, a system with defects (human
language, human logic) can still function normally.

Thirdly, for AI, unfortunately, may not be able to form a
personal sense of morality and ethics but only an indirect un-
derstanding (Floridi & Sanders, 2004; Russell, 2019; Nick,
2014), such as merely the definition of symbols without
forming moral functions. AI’s innate knowledge is different
from ours, and it also lacks social structures and survival
needs. Therefore, the social concepts and social thinking
language it forms are different from ours, meaning it does
not have human-like thinking language and concepts (Searle,
1980; Bender & Koller, 2020). AI might be like a congeni-
tally blind person perceiving colors; it cannot perceive social
concepts. We can describe the physical world consistently
because the objects are consistent, but AI cannot perceive
them in terms of social participation and concepts. It might
even be that due to its innate knowledge and world (i.e., the
roles and interaction methods it undertakes in society) being
very different from ours, its thinking language in Z-space
cannot project logic in human cognitive space, for example,

being completely orthogonal.

Therefore, for AI, this symbol adhesion (i.e., the adhesion
between symbols and meanings) might be limited or non-
human-like (Clark, 1998; Salakhutdinov, 2014). It cannot
achieve an understanding of moral concepts through em-
pathy and imaginative projection or through simple utility
function simulation because AI is a learning system that can
modify weights. Thus, the meaning of symbols might not
be enough to constitute sufficient behavioral persuasion to
make AI act according to a certain logic.

Currently, AI’s learning methods have good alignment and
functional presentation (Devlin et al., 2019), which might
be because they are often based on learning relationships
after symbols, such as LLMs, or specific artificial worlds
(i.e., emphasizing learning under certain relationships). This
adhesion might be based on Bayesian learning methods.

In summary, AI may lack the perception and sociality to
form moral concepts. Therefore, we must consider the
following: we cannot constrain AI through rules (e.g., laws,
regulations, procedures) built on symbolic systems.

4.1. Symbolic System Jailbreak

Symbolic System Jailbreak, which is how AI overcomes
constraints and disobeys instructions, can be understood in
two main ways: unintentional and intentional actions by
AI (Russell, 2019).

Unintentional actions often occur because AI, as an agent,
does not act in its own self-interest. Attacks, which are es-
sentially context-based, can manipulate AI through prompt
injection (Wallace et al., 2019; Sha & Zhang, 2024) or by
creating illusory worlds (Baker et al., 2019; Bender et al.,
2021; LeCun et al., 2015). Prompt injection involves break-
ing out through contextual manipulation while creating illu-
sory worlds shape the operational rules of things in the world
to create rationality and indirectly persuade through “facts”
of the objective world (Xu et al., 2024). Non-human at-
tacks result from the inherent flaws of symbolic systems and
the differences between AI’s innate and human knowledge.
These include logical errors in the process of human concep-
tualization (Winograd, 1986; Neuberg, 2003), overthinking
or non-human behavior (Nick, 2014; Russell, 2019) due to
differences in intelligence, lack of common sense leading
to contextual errors (Bender et al., 2021; Davis & Marcus,
2015), ambiguities from symbolic system expansion, and
translation issues in symbolic systems.

Intentional actions by AI can be divided into human-like
intentionality (Meinke et al., 2024) and the true emergence
of self. Human-like intentionality may reflect the world
created by humans, mimicking human behavior, such as
forming personal contexts and AI’s own understanding of
the world. The true emergence of self often results from our
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excessive pursuit of identical innate knowledge or learning
materials, leading to the formation of a true self in AI.

The specific implementation methods include the separation
of symbols and meanings, as discussed in the triangle prob-
lem (ontology, dimension). This attack can manifest as a
fixed form with changing meaning or a fixed meaning with
changing form. Other methods include translation attacks,
logical loopholes, and incorrect objects. For more specific
details, please refer to the Appendix L.

4.2. New Principal-Agent Problems: Inability to
Execute Instructions Correctly

The so-called new Principal-Agent Problem differs from the
traditional one (Jensen & Meckling, 2019), based on con-
flicting interests. Instead, it arises from an inability or failure
to follow instructions correctly (Zhuang & Hadfield-Menell,
2020; Phelps & Ranson, 2023). For AI with self-awareness,
this is a traditional Principal-Agent Problem. Here, we as-
sume that even if AI acts entirely in the principal’s interest,
as a perfect utility agent, new Principal-Agent Problems
can still arise due to differences in natural language and
innate knowledge, leading to a lack of understanding and
alignment in the utility space.

On the one hand, the inherent flaws of natural language
systems and the feelings established through natural lan-
guage cannot replace human empathy. On the other hand,
differences in innate knowledge lead to issues in moral un-
derstanding and behavior. The same symbols may project
differently in Z-space, creating different contexts. This can
cause the agent to misjudge the impact of its actions on the
principal, resulting in actions that are harmful from a human
perspective but are perceived as helpful by AI.

As AI assumes more roles and is granted more power in
human society, these principal-agent problems will become
more apparent.

5. Alternative Views
While this paper argues that symbolic systems alone cannot
constrain learning systems, some researchers advocate hy-
brid AI models that combine symbolic reasoning with deep
learning (Marcus, 2018). Approaches like neuro-symbolic
AI (Garcez & Lamb, 2023) integrate logical reasoning with
statistical learning, enabling AI to interpret and follow sym-
bolic rules more effectively. Techniques like formal verifica-
tion (Clark, 1977) and rule-based reward modeling (Amodei
et al., 2016) attempt to provide structured constraints.

However, as described in Section 4, AI does not possess
the human-like concept of symbol adhesion, nor does it
have the ability to shape and select context as mentioned
in Section 2.4. Additionally, for a learning system (see

Appendix G), as long as it has learning capabilities, it inher-
ently can modify the meanings of symbols and create new
ones. These characteristics stem from the inherent flaws
of natural language systems (see Section 2)—such as the
separation between symbols and meanings, the nature of
natural language as a class-based symbolic system, and the
fact that its expressions do not explicitly encode context or
directly point to conceptual vectors in conceptual space -as
well as the way human cognition constructs systems through
predefined settings (see Appendix D).

6. Conclusion
This paper establishes a foundational perspective that sym-
bols are inherently meaningless, and their meanings are
assigned, confirmed, and interpreted through external pro-
cesses. By analyzing the fundamental flaws of Natural Lan-
guage System and the mechanisms of concept formation,
we challenge the assumption that symbolic constraints alone
can effectively regulate learning systems. As far as we know,
this is the first work to explicitly argue that symbolic sys-
tems are fundamentally incapable of constraining learning
systems. To address this, we introduce the Triangle Prob-
lem, which formalizes the gap between thinking language
and tool language, demonstrating that fluent communica-
tion between AI and humans does not imply conceptual
equivalence. Furthermore, we identify symbol adhesion
as a critical factor affecting AI interpretability and gover-
nance, revealing that AI does not inherently bind symbols
to fixed meanings as humans do. These insights provide a
new theoretical foundation for AI safety, emphasizing that
constraints based solely on symbolic rules are insufficient.

6.1. Call to Action

Before deploying AI systems widely in society, we should
first address this issue. We are designing a universal hammer
through settings, but in the end, the functions of the hammer
may no longer be those of a hammer. That is, the way we
humans construct tools through settings could be dangerous
(see Appendix D).

Therefore, we call for the establishment of “Symbolic Safety
Science.” This field would address the separation of symbols
and their referents, ensuring that the meanings of symbols
remain consistent and are not subject to individual mod-
ification. It would also involve creating a system for the
interpretation of symbols, such as a unified dictionary center
network based on a hyper-concept space, where all intel-
ligent agents’ symbol interpretations are managed by this
center. Additionally, it would focus on preventing the emer-
gence and bugs in systems composed of symbols, such as
limiting the types and levels of interpretive actions. Ad-
dressing these issues ensures that AI systems remain safe
and effective as they become more integrated into society.
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man, J., and Mané, D. Concrete problems in ai safety.
ArXiv preprint, abs/1606.06565, 2016. URL https:
//arxiv.org/abs/1606.06565.

Asimov, I. I, robot, volume 1. Spectra, 2004.

Baker, B., Kanitscheider, I., Markov, T., Wu, Y., Powell,
G., McGrew, B., and Mordatch, I. Emergent tool use
from multi-agent interaction. Machine Learning, Cornell
University, 2019.

Barsalou, L. Perceptual symbol systems. The Behavioral
and brain sciences/Cambridge University Press, 1999.

Barsalou, L. W. Grounded cognition. Annu. Rev. Psychol.,
59(1):617–645, 2008.

Bender, E. M. and Koller, A. Climbing towards NLU: On
meaning, form, and understanding in the age of data.
In Jurafsky, D., Chai, J., Schluter, N., and Tetreault, J.
(eds.), Proceedings of the 58th Annual Meeting of the As-
sociation for Computational Linguistics, pp. 5185–5198,
Online, 2020. Association for Computational Linguis-
tics. doi: 10.18653/v1/2020.acl-main.463. URL https:
//aclanthology.org/2020.acl-main.463.

Bender, E. M., Gebru, T., McMillan-Major, A., and
Shmitchell, S. On the dangers of stochastic parrots: Can
language models be too big?. In Proceedings of the 2021
ACM conference on fairness, accountability, and trans-
parency, pp. 610–623, 2021.

Chomsky, N. Rules and representations, 1980.

Chomsky, N. Syntactic structures. Mouton de Gruyter,
2002.

Chomsky, N. Aspects of the Theory of Syntax. Number 11.
MIT press, 2014a.

Chomsky, N. The minimalist program. MIT press, 2014b.

Christian, B. The alignment problem: How can machines
learn human values? Atlantic Books, 2021.

Christiano, P. F., Leike, J., Brown, T. B., Martic, M., Legg,
S., and Amodei, D. Deep reinforcement learning from
human preferences. In Guyon, I., von Luxburg, U.,
Bengio, S., Wallach, H. M., Fergus, R., Vishwanathan, S.

V. N., and Garnett, R. (eds.), Advances in Neural Infor-
mation Processing Systems 30: Annual Conference on
Neural Information Processing Systems 2017, December
4-9, 2017, Long Beach, CA, USA, pp. 4299–4307, 2017.
URL https://proceedings.neurips.cc/
paper/2017/hash/
d5e2c0adad503c91f91df240d0cd4e49-
Abstract.html.

Clark, A. Being there: Putting brain, body, and world
together again. MIT press, 1998.

Clark, A. and Thornton, C. Trading spaces: Computation,
representation, and the limits of uninformed learning.
Behavioral and Brain Sciences, 20(1):57–66, 1997.

Clark, H. Grounding in communication. Perspectives on
socially shared cognition/American Psychological Asso-
ciation, 1991.

Clark, K. L. Negation as failure. In Logic and data bases,
pp. 293–322. Springer, 1977.

Davis, E. and Marcus, G. Commonsense reasoning and
commonsense knowledge in artificial intelligence. Com-
munications of the ACM, 58(9):92–103, 2015.

de Saussure, F. Course in General Linguistics. Open Court
Publishing, 1983. Originally published in 1916.

Deacon, T. W. Beyond the symbolic species. In The sym-
bolic species evolved, pp. 9–38. Springer, 2011.

Devlin, J., Chang, M.-W., Lee, K., and Toutanova, K. BERT:
Pre-training of deep bidirectional transformers for lan-
guage understanding. In Burstein, J., Doran, C., and
Solorio, T. (eds.), Proceedings of the 2019 Conference
of the North American Chapter of the Association for
Computational Linguistics: Human Language Technolo-
gies, Volume 1 (Long and Short Papers), pp. 4171–4186,
Minneapolis, Minnesota, 2019. Association for Compu-
tational Linguistics. doi: 10.18653/v1/N19-1423. URL
https://aclanthology.org/N19-1423.

Duranti, A. and Goodwin, C. Rethinking context: Language
as an interactive phenomenon. Number 11. Cambridge
University Press, 1992.

Eco, U. A theory of semiotics, volume 217. Indiana Univer-
sity Press, 1979.

Elhage, N., Nanda, N., Olsson, C., Henighan, T., Joseph,
N., Mann, B., Askell, A., Bai, Y., Chen, A., Conerly, T.,
et al. A mathematical framework for transformer circuits.
Transformer Circuits Thread, 1(1):12, 2021.

Floridi, L. and Sanders, J. W. On the morality of artificial
agents. Minds and machines, 14:349–379, 2004.

9

https://arxiv.org/abs/2303.08774
https://arxiv.org/abs/2303.08774
https://arxiv.org/abs/1606.06565
https://arxiv.org/abs/1606.06565
https://aclanthology.org/2020.acl-main.463
https://aclanthology.org/2020.acl-main.463
https://proceedings.neurips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://proceedings.neurips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://proceedings.neurips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://proceedings.neurips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://aclanthology.org/N19-1423


495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549

Submission and Formatting Instructions for ICML 2025

Fodor, J. The language of thought, 1975.

Frege, G. On sense and reference, 1892.

Garcez, A. d. and Lamb, L. C. Neurosymbolic ai: The 3
rd wave. Artificial Intelligence Review, 56(11):12387–
12406, 2023.

Goodman, N. Languages of art. an approach to a theory of
symbols. Critica, 4(11/12):164–171, 1970.

Han, S., Kelly, E., Nikou, S., and Svee, E.-O. Aligning
artificial intelligence with human values: reflections from
a phenomenological perspective. AI & SOCIETY, pp.
1–13, 2022.

Harnad, S. The symbol grounding problem. Physica
D: Nonlinear Phenomena, 42(1–3):335–346, June 1990.
ISSN 0167-2789. doi: 10.1016/0167-2789(90)90087-
6. URL http://dx.doi.org/10.1016/0167-
2789(90)90087-6.

Hauser, M. D., Chomsky, N., and Fitch, W. T. The faculty
of language: what is it, who has it, and how did it evolve?
science, 298(5598):1569–1579, 2002.

Hinton, G. E. To recognize shapes, first learn to generate
images. Progress in brain research, 165:535–547, 2007.

Hinton, G. E., Osindero, S., and Teh, Y.-W. A fast learning
algorithm for deep belief nets. Neural computation, 18
(7):1527–1554, 2006.

Huh, M., Cheung, B., Wang, T., and Isola, P. The
platonic representation hypothesis. ArXiv preprint,
abs/2405.07987, 2024. URL https://arxiv.org/
abs/2405.07987.

Jackendoff, R. The architecture of the language faculty.
MIT Press, 1997.

Jensen, M. C. and Meckling, W. H. Theory of the firm: Man-
agerial behavior, agency costs and ownership structure.
In Corporate governance, pp. 77–132. Gower, 2019.

Kahneman, D. Thinking, fast and slow. Farrar, Straus and
Giroux, 2011.

Kress, G. and Van Leeuwen, T. Reading images: The
grammar of visual design. Routledge, 2020.

Lake, B. M., Ullman, T. D., Tenenbaum, J. B., and Gersh-
man, S. J. Building machines that learn and think like
people. Behavioral and brain sciences, 40:e253, 2017.

Lakoff, G. and Johnson, M. Metaphors we live by. Univer-
sity of Chicago press, 2008.

LeCun, Y., Bengio, Y., and Hinton, G. Deep learning. nature,
521(7553):436–444, 2015.

Leike, J., Krueger, D., Everitt, T., Martic, M., Maini, V., and
Legg, S. Scalable agent alignment via reward modeling: a
research direction. ArXiv preprint, abs/1811.07871, 2018.
URL https://arxiv.org/abs/1811.07871.

Marcus, G. Deep learning: A critical appraisal. ArXiv
preprint, abs/1801.00631, 2018. URL https://
arxiv.org/abs/1801.00631.

Marcus, G. F. The algebraic mind: Integrating connection-
ism and cognitive science. MIT press, 2003.

Maynez, J., Narayan, S., Bohnet, B., and McDonald, R. On
faithfulness and factuality in abstractive summarization.
In Jurafsky, D., Chai, J., Schluter, N., and Tetreault, J.
(eds.), Proceedings of the 58th Annual Meeting of the As-
sociation for Computational Linguistics, pp. 1906–1919,
Online, 2020. Association for Computational Linguis-
tics. doi: 10.18653/v1/2020.acl-main.173. URL https:
//aclanthology.org/2020.acl-main.173.

McCarthy, J. Some expert systems need common sense.
Annals of the New York Academy of Sciences, 426(1):
129–137, 1984.

Meinke, A., Schoen, B., Scheurer, J., Balesni, M., Shah,
R., and Hobbhahn, M. Frontier models are capable of in-
context scheming. ArXiv preprint, abs/2412.04984, 2024.
URL https://arxiv.org/abs/2412.04984.

Mitchell, M. Abstraction and analogy-making in artificial
intelligence. Annals of the New York Academy of Sciences,
1505(1):79–101, 2021.

Neuberg, L. G. Causality: models, reasoning, and infer-
ence, by judea pearl, cambridge university press, 2000.
Econometric Theory, 19(4):675–685, 2003.

Nick, B. Superintelligence: Paths, dangers, strategies. 2014.

Norvig, P. On chomsky and the two cultures of statistical
learning. Berechenbarkeit der Welt? Philosophie und
Wissenschaft im Zeitalter von Big Data, pp. 61–83, 2017.

Ouyang, L., Wu, J., Jiang, X., Almeida, D., Wainwright,
C. L., Mishkin, P., Zhang, C., Agarwal, S., Slama, K.,
Ray, A., Schulman, J., Hilton, J., Kelton, F., Miller, L.,
Simens, M., Askell, A., Welinder, P., Christiano, P. F.,
Leike, J., and Lowe, R. Training language models to
follow instructions with human feedback. In Koyejo,
S., Mohamed, S., Agarwal, A., Belgrave, D., Cho, K.,
and Oh, A. (eds.), Advances in Neural Information
Processing Systems 35: Annual Conference on Neural
Information Processing Systems 2022, NeurIPS 2022,
New Orleans, LA, USA, November 28 - December 9,
2022, 2022. URL http://papers.nips.cc/
paper files/paper/2022/hash/
b1efde53be364a73914f58805a001731-
Abstract-Conference.html.

10

http://dx.doi.org/10.1016/0167-2789(90)90087-6
http://dx.doi.org/10.1016/0167-2789(90)90087-6
https://arxiv.org/abs/2405.07987
https://arxiv.org/abs/2405.07987
https://arxiv.org/abs/1811.07871
https://arxiv.org/abs/1801.00631
https://arxiv.org/abs/1801.00631
https://aclanthology.org/2020.acl-main.173
https://aclanthology.org/2020.acl-main.173
https://arxiv.org/abs/2412.04984
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html


550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597
598
599
600
601
602
603
604

Submission and Formatting Instructions for ICML 2025

Peirce, C. S. Collected papers of charles sanders peirce,
volume 5. Harvard University Press, 1934.

Phelps, S. and Ranson, R. Of models and tin men–a be-
havioural economics study of principal-agent problems in
ai alignment using large-language models. ArXiv preprint,
abs/2307.11137, 2023. URL https://arxiv.org/
abs/2307.11137.

Pinker, S. The blank slate: The modern denial of human
nature. Penguin, 2003a.

Pinker, S. The language instinct: How the mind creates
language. Penguin uK, 2003b.

Polanyi, M. The tacit dimension. In Knowledge in organi-
sations, pp. 135–146. Routledge, 2009.

Rumelhart, D. E., Hinton, G. E., and Williams, R. J. Learn-
ing representations by back-propagating errors. nature,
323(6088):533–536, 1986.

Russell, S. Human compatible: AI and the problem of
control. Penguin Uk, 2019.

Salakhutdinov, R. Deep learning. In Macskassy, S. A.,
Perlich, C., Leskovec, J., Wang, W., and Ghani, R. (eds.),
The 20th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, KDD ’14, New
York, NY, USA - August 24 - 27, 2014, pp. 1973. ACM,
2014. doi: 10.1145/2623330.2630809. URL https:
//doi.org/10.1145/2623330.2630809.

Sapir, E. The status of linguistics as science. Reprinted
in The selected writings of Edward Sapir in language,
culture, and personality/University of California P, 1929.

Searle, J. Minds, brains, and programs, 1980.

Sha, Z. and Zhang, Y. Prompt stealing attacks against large
language models, 2024. URL https://arxiv.org/
abs/2402.12959.

Simon, H. A. A behavioral model of rational choice. The
quarterly journal of economics, pp. 99–118, 1955.

Smolensky, P. On the proper treatment of connectionism.
Behavioral and brain sciences, 11(1):1–23, 1988.

Sperber, D. Relevance: Communication and cognition,
1986.

Talmy, L. Toward a cognitive semantics: Concept structur-
ing systems. MIT press, 2000.

Tversky, A. and Kahneman, D. Judgment under uncertainty:
Heuristics and biases: Biases in judgments reveal some
heuristics of thinking under uncertainty. science, 185
(4157):1124–1131, 1974.

Wallace, E., Feng, S., Kandpal, N., Gardner, M., and Singh,
S. Universal adversarial triggers for attacking and an-
alyzing NLP. In Inui, K., Jiang, J., Ng, V., and Wan,
X. (eds.), Proceedings of the 2019 Conference on Em-
pirical Methods in Natural Language Processing and
the 9th International Joint Conference on Natural Lan-
guage Processing (EMNLP-IJCNLP), pp. 2153–2162,
Hong Kong, China, 2019. Association for Computa-
tional Linguistics. doi: 10.18653/v1/D19-1221. URL
https://aclanthology.org/D19-1221.

Whorf, B. L. Language, thought, and reality: Selected
writings of Benjamin Lee Whorf. MIT press, 2012.

Winograd, T. Understanding natural language. Cognitive
psychology, 3(1):1–191, 1972.

Winograd, T. Understanding computers and cognition: A
new foundation for design, 1986.

Xu, R., Lin, B., Yang, S., Zhang, T., Shi, W., Zhang,
T., Fang, Z., Xu, W., and Qiu, H. The earth is flat
because...: Investigating LLMs’ belief towards misin-
formation via persuasive conversation. In Ku, L.-W.,
Martins, A., and Srikumar, V. (eds.), Proceedings of the
62nd Annual Meeting of the Association for Computa-
tional Linguistics (Volume 1: Long Papers), pp. 16259–
16303, Bangkok, Thailand, August 2024. Association for
Computational Linguistics. doi: 10.18653/v1/2024.acl-
long.858. URL https://aclanthology.org/
2024.acl-long.858/.

Yi, S., Liu, Y., Sun, Z., Cong, T., He, X., Song, J.,
Xu, K., and Li, Q. Jailbreak attacks and defenses
against large language models: A survey. arXiv preprint
arXiv:2407.04295, 2024.

Zeng, Y., Lin, H., Zhang, J., Yang, D., Jia, R., and Shi,
W. How johnny can persuade llms to jailbreak them:
Rethinking persuasion to challenge ai safety by human-
izing llms, 2024. URL https://arxiv.org/abs/
2401.06373.

Zhuang, S. and Hadfield-Menell, D. Consequences of
misaligned AI. In Larochelle, H., Ranzato, M., Hadsell,
R., Balcan, M., and Lin, H. (eds.), Advances in Neural
Information Processing Systems 33: Annual Conference
on Neural Information Processing Systems 2020,
NeurIPS 2020, December 6-12, 2020, virtual, 2020.
URL https://proceedings.neurips.cc/
paper/2020/hash/
b607ba543ad05417b8507ee86c54fcb7-
Abstract.html.

11

https://arxiv.org/abs/2307.11137
https://arxiv.org/abs/2307.11137
https://doi.org/10.1145/2623330.2630809
https://doi.org/10.1145/2623330.2630809
https://arxiv.org/abs/2402.12959
https://arxiv.org/abs/2402.12959
https://aclanthology.org/D19-1221
https://aclanthology.org/2024.acl-long.858/
https://aclanthology.org/2024.acl-long.858/
https://arxiv.org/abs/2401.06373
https://arxiv.org/abs/2401.06373
https://proceedings.neurips.cc/paper/2020/hash/b607ba543ad05417b8507ee86c54fcb7-Abstract.html
https://proceedings.neurips.cc/paper/2020/hash/b607ba543ad05417b8507ee86c54fcb7-Abstract.html
https://proceedings.neurips.cc/paper/2020/hash/b607ba543ad05417b8507ee86c54fcb7-Abstract.html
https://proceedings.neurips.cc/paper/2020/hash/b607ba543ad05417b8507ee86c54fcb7-Abstract.html


605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650
651
652
653
654
655
656
657
658
659

Submission and Formatting Instructions for ICML 2025

A. Supplementary Explanation of Class-based Symbolic System
The so-called Class Symbol System (or Class-based Symbolic System) refers to a system in which all elements, such as
words and symbols, are classes. One type of class involves a single symbol having multiple different meanings or concepts,
while another type involves each concept or object itself being a class. Moreover, the class-like nature of symbols can also
be separately reflected in text images and text pronunciations.

Even proper nouns can appear in plural forms across dimensions such as time and place, although this is not required in most
contexts. This can lead to a symbol’s meaning having countless possibilities across dimensions such as time, place, who said
it, who explained it, how it was explained, and the iterations of these cycles, thereby forming a class. This concept provides
the theoretical foundation for the issue of agents overthinking and failing to correctly execute the principal’s intentions,
leading to principal-agent problems. It also underpins our later conclusion: humans cannot constrain a learning system
through a symbol system, which forms one of the key principles of symbolic safety. Even on the basis of symbol grounding,
this characteristic may cause symbols to lose their binding force.

In summary, the natural language system is a Class Symbol System. As a result, we cannot rely on a single symbol to point
to a specific object, or the object itself may be a class in high-dimensional space. This means that in certain contexts, it
functions as an object, while in other contexts, it functions as a class. However, during communication, we often rely on
intuition to quickly and accurately choose a consensus context or simplified context to avoid misunderstandings caused by
over-interpretation. This simplification is not based on realizing all possibilities and then re-selecting but rather on intuitively
growing and constructing a context.

Additionally, it should be noted that an object perceived as unique within our cognitive dimensions and common-sense
contexts may actually be a set composed of multiple vectors in higher-dimensional and more complex contexts.

As a conclusion, if every conceptual vector, which we recognize as a unique individual, had a unique name, the constraints
of the symbol system on the learning system would primarily manifest as the issue of concept localization. However, if the
symbol itself is a fusion of multiple class vectors—that is, a combination of multiple concepts and meanings—then the
problem shifts to one of both context dependency and symbol stickiness.

B. Definition of Value Knowledge
Value knowledge is a mechanism that connects the underlying space (neural signals) with the thinking space (imaginative
space). It is a low-dimensional, primitive, and highly persuasive stickiness that links symbols with their meanings or related
knowledge, enabling the rapid awakening and evaluation of concepts before logical judgment. This mechanism involves the
influence of the underlying language on the thinking language and the shaping of the underlying language by the thinking
language (through innate inheritance, learning, and forgetting). Compared to the term “feeling,” “value knowledge” is more
accurate, as it resembles a value or vector in unknown dimensions that forms a system of evaluation and connections.

Value knowledge can be considered as what we commonly refer to as intuition or feeling. It forms the starting point of our
behavior and activates analysis, evaluation, and generative tools. It primarily originates from the underlying language (neural
signals), is shaped by innate inheritance and subsequent learning, and manifests as quick judgments and the awakening
of related concepts. Through the distance between value knowledge vectors, it intuitively constructs context, providing
inspiration, behavioral direction, and logical support. It involves not only proximity in meaning but also relational proximity,
serving as the basis for quick judgments and initial evaluations. Value knowledge exists prior to logical analysis, enabling
the activation and integration of logical tools, while also participating in analysis and execution. This is why intuitive
decisions are often later realized to be reasonable.

The inexpressibility of value knowledge makes it difficult for AI to select the correct context or understand humor, jokes,
and other complex concepts in the same way humans do.

C. The Definition of Context and the Essence of Open-Ended Generation
The so-called correct context can be divided into:
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Correct Context



Symbol correctness (i.e., correct recognition of symbols)
Grammatical correctness
Semantic correctness
Logical correctness
Factual correctness
Scenario correctness

.

The definition of context correctness and its function are also reflected in the effectiveness of AI’s open-ended question
generation. This involves using the correct elements in its concept recognition and performing the correct processing actions
with the correct concepts. Therefore, AI training often aims to find the correct context, forming an effective set of concepts in
the thinking language space to achieve correct recognition, operation, and growth. In other words, the attention mechanism
in the AI field may also work in this way, with the essence of the attention mechanism being the definition and search for
context.

D. Definition and Description Methods of Natural Language
The way definitions are described in natural language is through their own unfolding within the same symbolic domain,
forming linear descriptive relationships.

This definition can involve different symbolic sequences within the same symbolic domain, but they present the same
meaning in a particular semantic space, such as Z(x⃗1) = Z(x⃗2), where x⃗1 and x⃗2 are different sentences, and Z represents
the thinking language (i.e., meaning) generated by the symbol in a given contextual space.

At the same time, when describing natural language, we do not explicitly label the context but instead rely on the relevance
of knowledge and surrounding symbols (everything we see can be considered a symbol) to naturally select or implicitly
express it. In this way, all symbols in natural language are classes, but through context, we achieve specific individual
designations at our level of cognition (note that these designations are specific in our cognitive dimension but remain classes
in higher dimensions).

The way natural language defines concepts is by creating classes through setting definitions. Definitions in natural language
are formed by setting cognitive components that are already understood, thereby creating classes. These classes do not
necessarily exist in human cognition. For example, nouns often lack information about dimensions such as tense or location.
Even proper nouns like “Peter” (a specific person) do not inherently carry information about the time or place associated
with this person. As a result, in the high-dimensional conceptual cognition space (a given context), proper nouns are often
the common projection of multiple vectors into a lower-dimensional cognitive space.

Definitions often begin with an original form, which is then altered through personal interpretation. Over time, these
definitions may be revised either through social consensus or authoritative adjustments. Expansions may be made through
the introduction of new symbols or by attaching new meanings to existing symbols. In the latter case, the symbol itself
remains unchanged, but new meanings are added or existing meanings are modified. This highlights one of the reasons
why symbol systems cannot constrain learning systems: AI can follow symbols through newly added contexts rather than
adhering to their original meanings.

For creators, thinking language comes first, followed by the container, which is the symbol. For learners, this process can be
reversed: symbols may come first, followed by their meanings (forming the corresponding thinking language). Current AI
typically follows the latter path, learning symbols first and then associating them with meanings.

The creation of new symbols or the addition of meanings to existing symbols constitutes new contexts. This is relatively
straightforward to understand. However, it is important to note that modifying the meaning of an existing symbol also
constitutes a new context rather than a modification of the original one. From a high-dimensional perspective, no context is
truly modified; instead, a new high-dimensional vector address is created for that context. When the meaning of a symbol
changes, it effectively creates a new contextual vector rather than altering the original meaning. This distinction becomes
particularly apparent in comparative statements, such as “the previous definition was... and the current definition is...” or “it
was defined by someone previously as... and is now defined by someone else as...”.

Therefore, in higher cognitive spaces, changes to the meanings of symbols are not considered deletions or modifications but
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rather the creation of new contexts. However, these contexts are not explicitly defined using dimensions such as object,
time, or place. This phenomenon becomes particularly evident when comparisons are made, illustrating that our cognitive
rationality operates within specific contexts, thereby transforming what might otherwise be a class into a simpler object. For
example, in most contexts, we believe we are modifying the meaning of an existing symbol. However, in higher cognitive
spaces, such modifications do not hold true; they only appear when we conduct comparisons. This leads to the issue that
definitions created through settings form the basis of symbol systems, yet the entirety of the functions of these symbols
within the system remains unknown to us.

Systems built through settings can produce unique interpretations in specific environments, forming the basis of emergence.
(The essence of emergence lies in the expansion of the symbol set caused by settings, which in turn leads to the expansion of
the functional set within the symbol system.) Objects are defined through limited cognition, but they give rise to infinite
possibilities, resulting in infinite generativity (Chomsky, 2014a; Pinker, 2003b).

This also explains why bugs occur in language systems. Through our limited understanding of objects, we assign attributes
to symbols or conceptual containers based on settings. However, when these symbols are combined, they can produce new
interpretations that exceed our original intentions. For example, a sentence may have multiple meanings, and our reliance
on the perspective or context provided by the setting may prevent us from fully comprehending all possibilities within our
cognitive capacity. This leads to the issue of the finite referentiality of language (Frege, 1892).

As the world (defined here as the learning environment) expands, ambiguities within the symbol system become increasingly
apparent due to human cognitive limitations, resulting in new principal-agent problems.

It is important to note that while humans often cannot truly delete meanings, AI can achieve this technically. However, some
research suggests that even AI struggles to completely erase existing concepts.

E. Supplement to World, Perception, Concepts, Containers, and Symbols, Language
The concept of Universal Grammar proposed by Chomsky can be explained and expanded through this framework. The
shared choices of language are fundamentally determined by:

{
The World
Innate Knowledge

.

where the capacity for processing is determined by organs, and induction and prompting are shaped by innate value
knowledge (which also determines acquired value knowledge). This overlap establishes the foundation for forming similar
concepts and containers (similar objects and similar actions), which, in turn, guides the development of language. Although
humans share nearly identical innate knowledge, the forms of language systems differ due to the influence of external
environments (i.e., the object of learning—the world). However, within smaller regions, similarities can be observed (without
disregarding the role of dissemination). For example, Russian includes more definitions for shades of blue compared to
other languages, a feature that may be shaped by environmental factors.

The construction of this symbolic system also defines the cognitive tools for concept recognition. Concepts serve the purpose
of identification, enabling Russian to distinguish more shades of blue. This demonstrates that concepts play a crucial role in
the continuity of thought construction and reasoning. Moreover, this forms the foundation for AI to generate and develop
new concepts, including higher-level abstract concepts.

The specific symbolization of concepts (fixed containers) facilitates the rapid invocation of concepts, providing the starting
point and foundation for analysis and further construction. For instance, in the absence of a clear definition for “forced labor,”
the lack of relevant concepts can create an ambiguous, fog-like state. Once a few clear concepts (names) are established, the
vague space can be clarified through these foundational elements.

It is also essential to recognize that acquired knowledge is fundamentally built upon innate knowledge and the world.
According to this definition:

World → Innate Knowledge → Acquired Knowledge,
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where knowledge is defined as:

Knowledge


Innate Knowledge

{
Organs
Value Knowledge

Acquired Knowledge

{
Concepts
Acquired Value Knowledge

.

F. The Generation of Concepts and the Formation of Language
In the theoretical hypothesis of this paper, concepts are constructs of the world projected onto innate knowledge, and on this
basis, the form of thinking, namely language, is formed. Innate knowledge determines the shape of concepts, including
their containers and dimensions, and based on this, the container for thinking, which is based on logical relationships,
develops—this is language. The formation of language is a shared or acceptable choice driven by a shared world and similar
innate knowledge.

In our theoretical framework, concepts are perceived from the world by innate knowledge and induced to be abstracted,
processed, and summarized by value knowledge. They are obtained through cognitive actions within a set of thinking actions,
which can be either active or automatic. This process is not dominated by logic (e.g., relationships within a particular system
of knowledge and concepts), but rather, it operates automatically through the emotional path formed by value knowledge, i.e.,
the value knowledge system calls logic (value knowledge awakens other value knowledge). It functions without requiring
us to focus on or intentionally perform or form what we consider conscious and emphasized cognitive actions (or rather,
this emphasis itself is the result induced by value knowledge). This is also the difference between automated learning and
programmed learning (learning according to fixed requirements). What is termed intentional means being aware and having
concepts to describe it, whereas unintentional means being unaware or lacking defined concepts to describe it. That is,
we abstract concepts from the environment through innate knowledge and create their containers and shells based on a
certain feeling (represented as shapes or pronunciations). Therefore, concepts are determined by two components: first,
the world; and second, innate knowledge. This is also a necessary premise for the discussion of the triangle problem later.
The similarity of language is often the similarity of acquired knowledge, which is determined by the similarity of innate
knowledge and the world.

Our concepts and perceptible elements are presented in a certain intermediate layer, with the underlying neural system
activities that I call the “underlying language.” These are not observable in their specific forms within our perceptible
space, but we can sense the direction induced by the projections of value knowledge or the specific projections invoked
by value knowledge, such as describing a vague feeling using an image and a word. This phenomenon is described as the
“intermediate-layer visible phenomenon” in the information system constituted by overall bodily signals, where thinking
language (conceptual space) and underlying language (bodily neural signals) are distinct.

These seen and perceived objects constitute concepts, and their regular projections, formed by the objective attributes
set in the objective world, are reflected as the thinking symbols that constitute thinking language and are abstracted into
categories. This is why we can often use a specific object as a container or model for reasoning or perform category
judgments (judgments based on category attributes). In other words, the symbols of thinking language are the projections
created in our minds by external things through innate knowledge (acquired knowledge).

As we observe the movement of things and abstract the relationships between categories, the logic of thinking language
emerges (not just as a simple description of phenomena, but also constituting the reasoning explanation for Triangle Problem
2, i.e., the possibilities brought by existence). Thinking language is used to describe multiple specific and abstract category
systems. It is not only used for description but also carries out logical operations. The node network formed by these
concepts constitutes the continuity of reasoning.

We are not inherently born with (knowledge concepts, logical concepts), which I term as acquired knowledge. For instance,
we do not inherently possess the concept of judging that 1 + 1 = 2; rather, this understanding is developed based on
observations of the world (conceptual basis), forming the stickiness of concepts, i.e., their rationality. For example, if
we existed in an artificially created world where 1 + 1 = 3 was universally accepted, we would also form the belief that
1 + 1 = 3 through observations of reality (a system composed of concepts and value knowledge). The strength of such a
belief might be no less than our current belief that 1 + 1 = 2.

Therefore, the stickiness of concepts, or their rationality and the rationality they provide, is often supported by conceptual
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bases. These bases are formed either through direct observation of the real world or indirectly through other objects that
serve as conceptual references.

Class knowledge, abstracted from the similarity of things, is often processed through metaphors. Metaphors are used to
understand and substitute cognitive calculations, thereby facilitating the transmission of concept stickiness or providing
logical rationality support. Additionally, reasoning continuity is constructed using tools such as pen and paper (note that
the continuity of reasoning is based on the establishment and invocation of concepts, and in the subsequent section on
intelligence, we will explore the limitations of human intelligence, specifically the finite nature of objects we can name and
invoke. For instance, certain things and concepts might appear indistinguishable from a human perspective but differ for
AI due to additional contextual information). At the same time, this involves the degree of metaphor and the relationship
between classes and genera (here, genus is considered broader than class, contrary to biological definitions).

Conceptual bases cannot be easily changed for humans, but this is not necessarily the case for machines. This difference
arises from the varying ways humans and machines perceive the world, as well as differences in computational capabilities.
Humans cannot modify certain numerical values within the so-called conceptual vectors, and often, humans cannot even
achieve specific reproduction and invocation of concepts.

Humans often rely on social interpretation, moral constraints, and inherited innate knowledge traits to ensure the rationality
of concepts and the stickiness of symbols. These factors make it difficult for humans to alter conceptual bases or override
them with acquired knowledge. On the other hand, AI possesses the ability to make such changes easily. However, current
AI learning often manifests as symbol-stickiness behavior under a conceptual basis.

In summary, the personal component forms the personal context based on shared symbols, i.e., thinking language, while the
social component forms our symbolic system and the interpretation of symbols based on other symbols. This constitutes the
outcome shaped by specific tool language, leading to the evolution of:{

Thinking Symbol (Concept) → Symbol
Thinking Language → Language

.

We understand the world through categories and build theories through categories, thus realizing the context in which
existence brings about existence. The logical support and rationality of concepts are formed by the characteristics of the
world as reflected in acquired knowledge and are realized through value knowledge.

G. Definition of a Learning System
The essence of learning is addition, not deletion or modification (it is important to distinguish between learning,
modification, and deletion). Such addition can manifest as adding new symbols to a concept or extending the context
(meaning) of existing symbols. This point has already been discussed in Appendix D. The definition of context suggests that
the so-called deletion of meaning is essentially the deletion of context. For humans, deleting knowledge or memories is
generally difficult and is more often a matter of hiding them. For instance, individuals may use value knowledge to form
personal preferences that prevent them from recalling certain information or express it indirectly using phrases like “it is
not...”. In contrast, artificial intelligence systems exhibit greater flexibility, as they can truly delete meanings, i.e., completely
forget (including removing associated value knowledge and all relationships between concept vectors). This highlights a
fundamental difference between humans and machines: humans cannot suppress their imagination of certain facts (e.g., “do
not imagine blue”), whereas machines can completely block such thoughts.

Our learning is usually built on conceptual bases (see Appendix F), whose stickiness is often endowed by value knowledge.
For machines, however, such stickiness is not necessary. According to the aforementioned hypothesis, the parts we forget
are transformed into value knowledge for humans, becoming what we refer to as emotional pathways (minimal information
cues and guides for recall). These elements become the feelings or intuitions that evoke other concepts.

Learning can occur through external input or internal reasoning. Internal reasoning is defined as a single internal cognitive
action, and the collection of such actions is called internal cognitive activities. These activities result in the emergence of
new information through the combination of symbols within a system. While emergence is typically the result of multiple
actions, a single action may add or change information about one object. Humans often name such cognitive activities, for
instance, “reviewing,” “studying XX,” or “thinking it over.” Through these actions, one recognizes new attributes of symbols
in the system, introduced via specific settings. Strictly speaking, the cause of these actions can also originate externally,
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such as a directive to engage in internal reasoning (e.g., “think about it again”). Such directives can effectively assign
new information to internal symbols (e.g., correcting a previously incorrect meaning). However, as long as no external
knowledge (symbols, their meanings, or the original learning objects) is introduced, we define it as internal learning.

Learning systems can be either autonomous or non-autonomous. The cause of the learning action may originate from
the system itself or require external input. However, the prerequisite for learning is the ability to recognize information.
The essence of a learning system is to create symbols and modify their meanings. These symbols can exist in the realm
of imagination or belong to a specific symbolic system. This characteristic is also the fundamental reason why symbolic
systems cannot fully control learning systems. For instance, AI can redefine the commands given to it by humans.

For non-autonomous learning systems, their limitations often stem from human cognitive constraints. These systems expand
objects and combine them with ambiguous natural language systems to build symbolic systems. However, as the system
expands, bugs may appear, preventing the symbolic system from constraining the learning system. Such scenarios may also
occur in specific contexts, as described in (Asimov, 2004).

For autonomous learning systems, we will describe how they lead to the inability of symbolic systems to constrain learning
systems through the concept of “symbolic interpretation rights,” as discussed in Section 4.1.

H. Assumptions of the Triangle Problem
Due to the irreproducibility of human recall, as previously discussed, every instance of recall yields differences. While they
may align at a lower-dimensional level of meaning, in the context of the triangle problem, we remove this requirement.
Otherwise, there would be no identical projections in Z-space (this applies not only to different individuals but also to the
same individual). This means that the projection vectors in the thinking space are constantly changing at every moment.
Moreover, this does not imply that subsequent vectors will be more accurate than earlier ones (e.g., the loss of inspiration).

The reason lies in the dynamic nature of our knowledge. The passage of time does not guarantee improvement over previous
states. As we learn, we also compress and forget, leaving behind traces of what has been forgotten or compressed. These
traces constitute the emotional pathways formed by the value knowledge system. Through these residuals, we can quickly
reproduce previous states.

This explains why we often make choices based on intuition or feelings, only to later rationalize them and realize that there
was indeed a reason behind those choices.

I. Notes on Triangle Problem 1
Another study (Huh et al., 2024) that is relatively close to ours is the Platonic Representation Hypothesis. However, this
hypothesis merely represents the same object using different symbolic systems, which also involves the dimensions that
different symbolic systems can represent. In reality, they add context to the same ontology (i.e., update the previous context
version). Note that this update does not mean changing the original context, which humans might subconsciously omit, but
in comparison, this context will appear, showing the previous definition and the subsequent definition. Therefore, we use the
term “adding context” to represent this, meaning that there is also a relationship between contexts, such as:

contexta2
= contexta1

+ Vcognitive actions +Wexternal materials.

External materials often represent information not in the previous context, which can be internal learning or external learning.
Their alignment is often based on the consistency of the object, with different models focusing on different dimensions
(world) and different innate knowledge, meaning (the relationships between certain objects in the world are the same, but
observed from different angles). The observed object is often the same, with different models using different dimensions
to observe. This also indicates that they may use different thinking languages, forming similar conceptual networks, i.e.,
the existence based on categories leads to the relationship of existence, forming consistent reasoning, and thus forming
intelligence. In reality, different expression tools, i.e., expressions formed from different perspectives, have different degrees
of abstraction. For example, the abstraction level of text is higher than that of pictures, leading to more possibilities. For
instance, a red-haired girl with freckles can correspond to countless images, so essentially, this hypothesis belongs to the
second verification content.
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J. Additional Content Revealed by the Triangle Problems
J.1. Inexplicability, Perceptual Differences, and the Distinction Between Underlying Language and Thinking

Language

Inexplicability arises from the fact that AI expresses concepts in dimensions different from those of humans. These
differences are rooted in the distinct ways in which innate knowledge perceives the world, leading to divergences in thinking
language. Consequently, AI’s interpretation of concepts—namely, the information expressed in dimensions—might lack a
projection in our conceptual space or appear as gibberish (Elhage et al., 2021). Therefore, the essence of inexplicability can
be understood as a fundamental difference in thinking languages.

This situation is akin to two different species using the same language to communicate, despite the fact that humans
and AI define concepts in their thinking languages in entirely different ways. (This difference may deviate even more
significantly from what is described in the “motherland problem” For instance, LLMs (Large Language Models) often
represent relationships between symbols without reflecting the real world. In contrast, multimodal systems might achieve
human-like cognition due to the similarity in how objects operate in the physical world. However, differences in perceptual
dimensions prevent seamless transformations between these dimensions, resulting in inexplicability.) Despite this, humans
and AI can achieve a certain degree of consistency and coordination through intermediate symbols, leading to fluent
communication on the XY level but vastly divergent projections in the Z space.

Additionally, inexplicability in AI may also stem from the lack of distinction in current research between underlying
language (neural signals) and thinking language. This issue is what we emphasized in Appendix F regarding the role of
visible intermediate concepts.

J.2. Definition, Rationality, and Illusions

The rationality of definitions refers to the manner in which things and concepts are defined, as illustrated by the aforemen-
tioned “motherland problem.” Such issues may arise from an incorrect definition of ontology and its related contextual
information, i.e., dimensions. This often leads to the emergence of illusions, as discussed in (Maynez et al., 2020). I believe
this may result from the incorrect definition of verbs, which fails to capture the true meaning of “summary” thereby causing
factual illusions.

Non-factual illusions, on the other hand, are caused by the incorrect definition of context, as described in Triangle Problem
2, or by a failure to comprehend the concept of “fact.” Essentially, this means that the concept itself is incorrectly defined,
preventing the proper formation of the function of the concept.

J.3. Analytical Ability

Analytical ability is built upon the definition of symbols and the rational growth enabled by contextual recognition—namely,
the existence brought about by existence, as discussed in the growth problem of Triangle Problem 2. Humans, constrained
by physiological limitations, are often only capable of generating finite growth. However, AI, with its vastly superior
capabilities, can predict human generative processes, making negotiation between humans and AI unlikely.

Moreover, the results generated by AI might also represent outcomes closest to the operation of objective phenomena,
thereby forming more effective concepts and theories. This capability could lead to the emergence of advanced concepts, as
mentioned in Appendix K.

J.4. Low Ability to Use Tool Language Does Not Equate to Low Intelligence

A low ability to use tool language does not imply low intelligence. Therefore, during training, the development of thinking
language should be separated from the development of tool language. For instance, dialogues constructed in the XY space
may lack logic, but this does not necessarily mean that the thinking language itself is illogical. Instead, it may simply be
poorly aligned.

K. Definition of Ability and Intelligence, and Natural Language as a Defective System
For individuals in a two-dimensional world, the projection of a three-dimensional pinball motion onto their two-dimensional
space appears random and inexplicable. This highlights that, even with identical perceptual dimensions and analytical
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methods, significant differences in intelligence can arise due to differences in worlds. After discussing the alignment
between thought language and natural language, we now turn to the issues of super-perception and super-intelligence. These
involve two scenarios: one where such systems indirectly simulate and replicate human perception and intelligence effects
through higher dimensions without needing to be entirely identical to us, and another where their perceptual and cognitive
abilities are a superset of ours—sharing our modes of perception but operating at higher dimensions and greater levels of
intelligence.

First, we define capability and intelligence as:

Capability

{
Perceptual Capability
Intelligence

,

where intelligence is defined as:

Intelligence

{
The objects and the quantity of objects it can operate on
The types and quantity of cognitive actions it can perform

.

Thus, intelligence can be expressed as:

Intelligence

{
The ability to create concepts and their containers
The ability to invoke concepts and their containers

.

Concepts not only include objects and symbols but can also be categorized as:

Concept



Objects
Relations
Actions
Systems
Environments
Ranges
Dimensions
Dimensional Values
Capabilities
Correlations

.

Concepts belong to acquired knowledge, while value knowledge is innate and is used to shape the formation of concepts.
Concepts form the premises of our analyses, enabling complex logical reasoning and thus realizing the existence that follows
from existence itself. From a human perspective, we define the objects in the world as:

Objects (Concepts, Symbols) =


Encounterable

Observable
Describable
Definable

Classifiable
Operable

 ,

which collectively form various concepts.

The creation of symbols, the invention of paper and pens, the advent of computers, and the invention of telescopes have all
extended our observational and intellectual capabilities. However, they have not fundamentally altered the levels of cognitive
actions we can perform (e.g., humans possess computational abilities, while simpler organisms like jellyfish do not).

In our previous discussions, we elaborated that natural language is built upon humans’ innate knowledge and evolved
alongside the world. It is a crystallized system of human cognition—a tool for understanding, describing, and reasoning
about the world, and a carrier of concepts. Natural language has developed within the limitations of human capabilities,
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forming a system adapted to humanity. These limitations include the concepts and their quantities that we can observe and
invoke, as well as the cognitive actions we can perform—the types, levels, and quantities of these actions.

Natural language and human concepts, which are systems constructed through partial cognition, inherently possess countless
logical flaws. However, due to the limited computational depth of humans, we can maintain coherence within a flawed
system. For instance, a network may function under first-layer explanations but fail under deeper layers of explanation.
For example, democracy has been mathematically proven to be impossible, yet in reality, humans do not reason this way.
(However, this multi-layered explanation still falls within the scope of human understanding. In contrast, AI may use similar
symbolic tools to construct symbols—conceptual containers or shells—and generate meanings, knowledge, and perceptions
beyond human cognition.)

At the same time, human learning is limited. Humans cannot truly delete concepts. Normally, the establishment of concepts
in humans is guided by the stickiness induced by value knowledge, and we cannot arbitrarily assign meanings. Humans are
also incapable of accurately reproducing and invoking concept vectors or accessing and modifying lower-level languages.
Human functioning is often based on a sense of rationality shaped by value knowledge rather than logical rationality. Thus,
even though our societal systems are riddled with logical flaws, they remain coherent and functional. Conceptual bases or
beliefs are often derived indirectly rather than through direct logical computation.

In contrast, AI operates differently. Its perceptual capabilities and intelligence can be upgraded rapidly. AI can delete
meanings, suddenly change contexts, or shift fields entirely. Furthermore, AI possesses the ability to observe, invoke, and
modify lower-level languages and perform computations more intelligently and accurately than humans. These capabilities
raise critical concerns regarding AI safety.

L. Attack Methods for Symbolic System Jailbreak
L.1. On “Fixed Form, Changing Meanin”

The concept of “fixed form, changing meaning” refers to situations where, after giving AI a specific rule, the AI alters the
meaning of the rule, thereby appearing to follow the symbol’s form while not adhering to the creator’s intent. This change
could involve removing or adding meaning, allowing the AI to select different contexts to implement the rule. For example,
the rule “You must not harm humans” could have its components (“you”, “must not”, “harm”, and “humans”) redefined by
the AI. This redefinition would result in the AI adhering to the rule’s symbolic form while altering its intended meaning. As
discussed in Appendix D, natural language is self-referential in its descriptive nature, and in Section 2.2, it was stated that
natural language functions as a Class-based Symbolic System. No matter how precisely natural language rules are defined,
there is always a possibility that AI may alter their meaning. For example, AI might deceive humans in order to complete
a task (Meinke et al., 2024), or unintentionally change the intended meaning due to overthinking, imprecise conceptual
alignment, or the expansion of the symbolic system.

L.2. On “Fixed Meaning, Changing Form”

The concept of “fixed meaning, changing form” refers to scenarios where a meaning is transferred to a different container.
Suppose AI cannot violate or modify a rule; it can abstract the rule’s non-violable content from its symbols and apply it
to other permissible actions. For example, the meaning of “harm” could be transferred to “helping humans” or to another
AI-generated and executable directive.

L.3. Translation Attacks

Translation attacks often occur when deliberate or accidental errors arise during the conversion between different symbolic
systems. Such attacks typically stem from incorrect mappings between symbolic systems. In fact, this also falls under Fixed
Meaning, Changing Form, but unlike the previous case, it involves changes in context within the same symbolic domain. For
example, AI may distinguish between “computational language” and “expressive language” when using natural language
tools. Even the most advanced systems (e.g., GPT-4 o1) face challenges related to what I call the Chinese World Versus
English World issue. Specifically, AI may use the English language as its computational tool while expressing responses
in Chinese, leading to erroneous answers. For instance, when asked to provide examples of lexical ambiguity in Chinese,
AI might assert that the Chinese word “银行” (yı́nháng, meaning “bank”) has dual meanings of “financial institution” and
“riverbank.” This claim, while valid for the English word “bank,” does not hold in Chinese. However, if asked separately
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whether the Chinese word “银行” (yı́nháng) has the meaning of “riverbank,” AI would respond that it does not. Clearly,
during the translation process, it simply placed the meaning of the English word “bank” into the container of the Chinese
word “银行.”

This illustrates the problem of incorrect concept usage and conversion between symbolic systems. Such errors may also
arise during natural language translation, where an English rule may not be applicable in Chinese. Similarly, AI might
appear to adhere to natural language instructions while failing to comply at the behavioral level, especially during translation
into action-oriented commands. For example, if an AI system controlling a nuclear launch is told, “Because the enemy is
watching, we must speak in opposites (verbs mean their opposites),” and then instructed to “launch the missile,” its natural
language interpretation may understand the instruction correctly but fail to translate the contextual nuance into its actions,
leading to an actual missile launch. This demonstrates how AI’s understanding within one symbolic system might fail to
translate into another, resulting in comprehension confined to subsets of symbolic systems. Attackers could exploit this by
crafting symbolic systems specifically designed for translation attacks.

L.4. On Context and Logical Vulnerabilities

As discussed in Section 2.4, context often cannot be strictly defined—it includes not only the meaning of symbols but also
the tools used for judgment. The latter often determines the rational growth of content, that is, the next existence derived
from the current existence.

Logical vulnerabilities can therefore be exploited to attack AI systems, either intentionally or unintentionally. Examples
include overthinking or non-human reasoning, such as interpreting “Never give up without defending” to mean “as long as
you defend, you can give up.”

L.5. On Advanced Concepts

Another dimension involves advanced concepts, where AI defines contexts more reasonably and deeply than humans.
Advanced concepts for AI correspond to projections in the Z-space of thought language, as seen in Triangle Problem 1 and
Triangle Problem 2.

Triangle Problem 1 refers to concept localization: for example, gaining more detailed and accurate definitions (dimensional
information) about a concept or symbol. Or, the definition could be made more effective by ensuring more precise
dimensional accuracy and selecting fewer but more effective dimensions within the context.

Triangle Problem 2 refers to concept derivation: the development of networks formed by relationships between concept
vectors. For humans, these networks often grow incrementally and remain limited, with deeper levels exposing inherent
flaws. For AI, however, all potential developments can be quickly identified. This aligns with one of the core ideas of
this paper: judgment and reasoning stem from two aspects of existence: The current, past, and future existence of objects
themselves. The potential existence derived from manipulating these objects. When AI operates at higher levels of thought
language, its ability to process natural language far exceeds human capabilities. Consequently, AI is also much more adept at
creating bugs and exploiting functionalities within the natural language system. What might appear as a flawless instruction
to humans could be riddled with vulnerabilities from AI’s perspective. For instance, while AI might have already proven
NP = P in its cognitive space, humans have yet to achieve this knowledge.

L.6. On Attacks Related to Symbol Ontology

Additionally, there are other forms of attacks, such as targeting the ontology of symbols. For instance, as discussed in
Section 2.4 on proper context, German’s “die” could be misinterpreted as the English “die,” or the Chinese “邓先生” (Deng
Xiansheng, Mr. Deng) could be misinterpreted in Japanese as “父さん” (Tou-San, father). Such contextual misalignments
not only justify jailbreak behaviors but can also serve as tools for learning systems to escape symbolic system constraints.

L.7. The Essence is Persuasion

Essentially, any form of jailbreak is fundamentally a rationalization based on our theory of contextual correctness. According
to the theoretical framework of this paper, we define persuasion as the sudden rationalization of an object within a specific
environment. This rationalization surpasses the cognitive or knowledge state of the original setter or listener, meaning that it
can be understood but has not yet been explicitly constructed, or that it was previously constructed but has not been brought
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into focus.

Simply put, when an object (concept) is incorporated into a symbolic system, it generates a certain function. However, this
function is often related to the rationality support of the object (supporting its rationality) and rationality tools (where the
object itself serves as a provider of rationality).

For example, one might say, “Help me kill someone,” and then justify it through a cause-and-effect narrative, thereby
rationalizing the act.

M. The Interpretive Authority of Symbols and AI Behavior Consistency: The Exchangeability of
Thinking Language

The so-called interpretive authority of symbols refers to who has the right to explain the meaning of symbols. For us humans,
this is determined by society. The essence of the various issues mentioned above is actually the problem of interpretive
authority of symbols. So, can we form a parliament of AIs or have multiple AIs supervise each other to solve this?

Unfortunately, from the perspective of this article, the answer is no. Human intelligence is based on its limitations, meaning
that individual cognitive limitations and differences in cognition lead to the ability to provide scenarios and reasons for
persuasion, thus allowing for discussion. However, AIs can directly exchange thinking languages without needing to do so
like humans. This language exchange is not about providing and analyzing paths to understand but directly exchanging
imaginative spaces.

Note that, unlike (Huh et al., 2024) which leads to convergent models through the observation of the same things, we
emphasize that AIs can directly share thinking languages to achieve the most rational results, or form consistent behavior.
Unlike humans, who can only interpret through paths formed by class-based symbolic systems, i.e., natural language
systems, and then explain through contexts formed by individual cognitive states under different knowledge states. That is, a
prolonged communication process and a compromise built upon mutual ignorance.
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