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Abstract

Recent advancements in Large Language Models (LLMs)
and their multimodal extensions (MLLMs) have substan-
tially enhanced machine reasoning across diverse tasks.
However, these models predominantly rely on pure text as
the medium for both expressing and structuring reasoning,
even when visual information is present. In this work, we
argue that language may not always be the most natural
or effective modality for reasoning, particularly in tasks in-
volving spatial and geometrical information. Motivated by
this, we propose a new paradigm, Visual Planning, which
enables planning through purely visual representations, in-
dependent of text. In this paradigm, planning is executed
via sequences of images that encode step-by-step inference
in the visual domain, akin to how humans sketch or visualize
future actions. We introduce a novel reinforcement learn-
ing framework, Visual Planning via Reinforcement Learn-
ing (VPRL), empowered by GRPO for post-training large
vision models, leading to substantial improvements in plan-
ning in a selection of representative visual navigation tasks,
FROZENLAKE, MAZE, and MINIBEHAVIOR. Our visual
planning paradigm outperforms all other planning variants
that conduct reasoning in the text-only space. Our results
establish Visual Planning as a viable and promising alter-
native to language-based reasoning, opening new avenues
for tasks that benefit from intuitive, image-based inference.

1. Introduction
Large Language Models (LLMs) [2, 6, 38] have demon-
strated strong capabilities in language understanding and
generation, as well as growing competence in complex rea-
soning, enabled by their chain-of-thought reasoning abili-
ties [50]. Building on these advances, recent work extends
LLMs to support multiple modalities, yielding so-called
Multimodal Large Language Models (MLLMs) [22, 42]:

*Equal contribution.

they incorporate visual embedded information at the input
to tackle a broader spectrum of tasks, such as visual spatial
reasoning [30, 33] and navigation [15, 29]. However, de-
spite their multimodal inputs, these methods perform rea-
soning purely in the text format in inference, from caption-
ing visual content [19] to generating verbal rationales [59].

Building on this observation, we argue that performing
multimodal reasoning only in the text pathway may not al-
ways offer the most intuitive or effective strategy, partic-
ularly for tasks that depend heavily on visual information
and/or are ‘vision-first’ by design. Indeed, recent results
from multimodal benchmarks [7, 8, 30, 43] offer growing
evidence that purely language-based reasoning falls short
in certain domains, particularly those involving spatial, geo-
metric, or physical dynamics [56]. Such reliance on ground-
ing visual information into text before reasoning introduces
a modality gap that hinders the model’s ability to capture
visual features and state transitions. This highlights a po-
tential shortcoming of current MLLMs: while they process
image inputs, they do not naturally “think” in images. For
instance, tasks such as planning a route through a maze, de-
signing the layout of a room, or predicting the next state of
a mechanical system are often better served by visual repre-
sentations, as verbal descriptions may struggle to accurately
capture complex spatial reasoning relationships. These ex-
amples suggest a broader question, which we aim to tackle
in this work: can models plan in non-verbal modalities,
such as images, without being mediated by text?

Cognitive science also offers compelling motivation for
this question [36]. Dual Coding Theory [39] proposes that
human cognition operates through both verbal and nonver-
bal channels, each capable of independent representational
and inferential processes. Recent work on MLLMs in-
corporates interleaved text and images as reasoning steps
[21, 31]. However, they still remain fundamentally text-
driven and rely on tool-based visualizations as auxiliary in-
formation for reasoning traces, with reasoning still mainly
embedded in verbal traces. For instance, Visual Sketchpad
[21] employs external tools to generate sketches as visual
aids, and MVoT [31] generates per-step visualizations from
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Figure 1. Comparison of reasoning paradigms. The traditional approaches (top and middle rows) generate verbose and inaccurate textual
plan, while the Visual Planning paradigm (bottom row) predicts the next visual state directly, forming a pure image trajectory.

language-based actions but still reasons in text for decision-
making. As such, a truly visual-only reasoning paradigm
that avoids any text-based reasoning proxies remains under-
explored.

In this work, we propose a new paradigm, Visual Plan-
ning, where reasoning is structured as a sequence of images,
but without the mediation of language. To the best of our
knowledge, this is the first attempt to investigate whether
models can achieve planning purely through visual repre-
sentations. Rather than generating textual rationales and
answers, our approach produces step-by-step visualizations
that encode planning or inference steps directly in images.
As a pioneering exploration, it circumvents the modality
mismatch that occurs when visual problems must be forced
into explanations in verbal form, reinforces state transitions,
and provides a new trackable interface for tasks like navi-
gation [30], and visual problem-solving [19].

Specifically, we explore this paradigm using the Large
Vision Model (LVM) [4] trained exclusively on images and
video frames with no textual data. This design choice re-
moves potential confounders introduced by language-based
supervision and enables a clean investigation of whether
models can reason purely within the visual modality. Mo-
tivated by the success of reinforcement learning in acquir-
ing reasoning capabilities within the language modality [16]
and its strong generalization performance [11], we propose
Visual Planning via Reinforcement Learning (VPRL), a
novel two-stage reinforcement learning framework empow-
ered by GRPO [44] for visual planning. It involves a distinct
initializing stage for encouraging the exploration of the pol-
icy model in the given environment, which is then followed
by reinforcement learning with a progress reward function.

We validate the feasibility of our paradigms on grid-
based navigation as a representative of spatial planning

tasks, including MAZE [23], FROZENLAKE [53], and
MINIBEHAVIOR [25], where one agent is requested to navi-
gate to a target location successfully without violating envi-
ronment constraints. Our experiments reveal that the visual
planning paradigm substantially surpasses the traditional
textual reasoning method by supervised fine-tuning (SFT),
achieving more than 40% higher average exact-match rate.
In addition to better performance, our novel method VPRL
exhibits stronger generalization to out-of-distribution sce-
narios than the SFT method in the visual planning paradigm
(VPFT). To the best of our knowledge, we are the first to ap-
ply RL to image generation in the context of planning; the
main contributions comprise the following:
• We propose a new reasoning paradigm, Visual Planning,

and validate the feasibility of visual reasoning without
any use of text and language for reasoning.

• We introduce VPRL, a novel two-stage training frame-
work that applies RL to achieve visual planning via se-
quential image generation.

• We demonstrate empirically that VPRL significantly out-
performs the traditional textual reasoning paradigm and
supervised baselines in visual spatial planning settings,
achieving substantial gains in task performance and ex-
hibiting improved generalization.

2. Visual Planning via Reinforcement Learning
2.1. The Visual Planning Paradigm
The majority of prior visual reasoning benchmarks [1, 14,
55] can be and is typically tackled by grounding the visual
information in the textual domain [18, 40, 57], followed by
a few steps of textual reasoning. However, once the visual
content is mapped to text (e.g., object names, attributes, or
relations), the problem gets reduced to a language reason-



ing task, where the reasoning is carried out by the language
model, even without reflecting any information from the vi-
sual modality during the reasoning process.

Our visual planning paradigm is fundamentally differ-
ent. It performs planning purely within the visual modality.
We formally define visual planning as a process of gener-
ating a sequence of intermediate images T = (v̂1, . . . , v̂n),
where each v̂i represents a visual state that together consti-
tute a visual planing trajectory, given the input image v0.
Specifically, let πθ denote a generative vision model param-
eterized by θ. The visual planning trajectory T is generated
autoregressively, where each intermediate visual state v̂i is
sampled conditioned on the initial state and previously gen-
erated states:

v̂i ∼ πθ(vi|v0, v̂1, ..., v̂i−1) (1)

2.2. Reinforcement Learning for LVM
Reinforcement learning (RL) has shown notable advantages
in improving the generalization of autoregressive models by
optimizing with sequence-level rewards beyond token-level
supervision signals [11]. In autoregressive image genera-
tion, an image is represented as a sequence of visual tokens.
Inspired by the success of RL in language reasoning [16],
we introduce an RL-based training framework for visual
planning empowered by Group Relative Policy Optimiza-
tion (GRPO) [44]. It leverages the transitions between vi-
sual states to compute the reward signals while verifying the
constraints from the environments. To enforce the policy
model that generates valid actions with diverse exploration
during the RL process, we then propose a novel two-stage
reinforcement learning framework for visual planning. In
Stage 1, we first apply supervised learning to initialize the
policy model with random walks. Model’s visual planning
is then optimized by the RL training in Stage 2.

Stage 1: Policy Initialization. In this stage, we initialize
the model πθ by training it on random trajectories obtained
by random walks in the environment. The goal here is to
generate valid sequences of visual states and retain explo-
ration capability in a ‘simulated’ environment. For train-
ing, each trajectory consists of a sequence of visual states
(v0, . . . , vn). From each trajectory, we extract n − 1 im-
age pairs of the form (v≤i, vi+1), where v≤i represents the
prefix sequence (v0, . . . , vi). Subsequently, given an input
prefix, the model is exposed to a set of plausible next states
{v(j)i+1}Kj=1, collected from K valid trajectories that share
the same prefix. To prevent overfitting to the specific transi-
tion and encourage stochasticity, we randomly sample one
candidate v

(ℓ)
i+1 from this set at each training step as the su-

pervision target by minimizing the following loss function
of visual planning via fine-tuning (VPFT):

LVPFT(θ) = −E
(v≤i, v

(ℓ)
i+1)

[
log πθ

(
v
(ℓ)
i+1

∣∣ v≤i

)]
. (2)

Overall, the first stage serves as a warm-up for subsequent
optimization, focusing on producing visually coherent out-
puts and enhancing the generation quality.

Stage 2: Reinforcement Learning for Visual Planning.
Building on Stage 1, where the model is initialized with
random trajectories, it acquires the effective exploration ca-
pability. This property is essential for RL, as it ensures cov-
erage over all possible transitions and prevents collapse to
suboptimal behaviors. Stage 2 then leverages this ability
to simulate the outcomes of potential actions by generating
the next visual state and guiding the model to effectively
do the planning. During this stage, the RL algorithm pro-
vides feedback and rewards based on the correctness of the
simulated actions, gradually enabling the model to learn ef-
fective visual planning. Specifically, given an input prefix
v≤i, the behavior model πθold samples a group of G candi-
date responses {v̂(1)i+1, . . . , v̂

(G)
i+1}. Each response represents

a hypothetical visual state corresponding to a planned ac-
tion a

(k)
i at time step i. To interpret these transitions, we

employ a rule-based parsing function that maps pairs of vi-
sual states (vi, v̂

(k)
i+1) to discrete actions. The candidate re-

sponse is then scored using a composite reward function
r(vi, v̂

(k)
i+1), which quantifies whether the generated visual

state represents meaningful progress toward the goal state.
The reward design is described in detail in the next para-
graph.

Instead of relying on a learned critic to estimate value
functions, which may introduce additional sources of un-
certainty and complexity, GRPO provides more computa-
tionally efficient and interpretable training signals by com-
puting relative advantages through comparisons within the
group. In this case, the relative advantage of each candidate

is A(k) =
r(k)−mean{r(1),r(2),...,r(G)}

std{r(1),r(2),...,r(G)} .

To guide the model toward producing responses with
higher advantages, we update the policy πθ by maximizing
the following objective:

JVPRL(θ) = E
v≤i∼D, {v̂(k)

i+1}G
k=1∼πθold (·|v≤i)[

1

G

G∑
i=1

min(ρ(k)A(k), clip(ρ(k), 1− ϵ, 1 + ϵ)A(k))

− β DKL(πθ ||πref)

]
,

(3)

where D is the prefix distribution and ρ(k) =
πθ(v̂

(k)
i+1|v≤i)

πθold (v̂
(k)
i+1|v≤i)

is the importance sampling ratio.

Reward Design. Unlike discrete actions or text tokens, vi-
sual outputs are sparse, high-dimensional, and not easily de-
composable into interpretable units. In our visual planning
framework, the challenge is even more specific: whether
the generated visual state can correctly reflect the intended
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Figure 2. An overview of the proposed VPRL framework, illustrated with autoregressive large vision models for image generation in the
context of a visual navigation task. We train the visual policy model with GRPO, using the progress reward that encourages progressing
actions and penalizes invalid actions, yielding goal-aligned visual planning.

planning action. Therefore, the reward design focus on the
progress toward the goal while validating the actions with
constraints. To interpret the intended action that connects
the current state vi to a generated candidate state v̂

(k)
i+t, we

define a state-action parsing function P : V × V → A∪ E ,
where A denotes the set of valid actions, and E is the set
of invalid transitions, such as a violation of physical con-
straints of the environment. Formally,

P(vi, v̂
(k)
i+1) =

{
a
(k)
i , if a(k)i ∈ A,

e
(k)
i , if e(k)i ∈ E .

(4)

It helps to interpret model behaviors from pixel data to in-
tended action through either standalone segmentation com-
ponents [41] or rule-based scripts. Once having the in-
tended actions, to systematically evaluate action effective-
ness, we introduce the progress map D(v) ∈ N that es-
timates the remaining steps or effort required to reach the
goal from each visual state. By comparing the agent’s cur-
rent and resulting state against the progress map, we parti-
tion A ∪ E into three disjoint subsets:

Aopt =
{
a ∈ A : D(v̂

(k)
i+1) < D(vi)

}
,

Anopt =
{
a ∈ A : D(v̂

(k)
i+1) ≥ D(vi)

}
, Einv = E .

We then propose the progress reward function
r(vi, v̂

(k)
i+1) as:

αo · I
[
P(vi, v̂

(k)
i+1) ∈ Aopt

]︸ ︷︷ ︸
optimal

+ αn · I
[
P(vi, v̂

(k)
i+1) ∈ Anopt

]︸ ︷︷ ︸
non-optimal

+ αi · I
[
P(vi, v̂

(k)
i+1) ∈ Einv

]︸ ︷︷ ︸
invalid

, (5)

where αo, αn, αi are reward coefficients. In our exper-
iments, we set αo = 1, αn = 0, and αi = −5,
thereby rewarding progressing actions, assigning zero to
non-progressing actions, and heavily penalizing invalid
transitions.

2.3. System Variants
In addition to VPRL, we include several training system
variants as baselines that differ in supervision modalities
(language vs. image) and optimization methods (SFT vs.
RL), allowing us to compare language-based and vision-
based planning while assessing the role of reinforcement
learning.

Visual Planning via Fine-Tuning (VPFT). We propose Vi-
sual Planning via Fine-Tuning (VPFT) as a simplified vari-
ant of our framework, which shares the same training archi-
tecture as Stage 1 in Section 2.2, but replaces random trajec-
tories with optimal planning trajectories. For each environ-
ment, we sample a distinct trajectory (vopt

0 , vopt
1 , . . . , vopt

n )
representing the minimal-step path from the initial state
vopt
0 = v0 to the goal. At each step, the model is trained

to predict the next state vopt
i+1 given the prefix vopt

≤i. The ob-
jective is identical to Equation 2, with supervision from the
optimal trajectory.

Supervised Fine-Tuning (SFT) in Text. In this baseline,
planning is formulated in the language modality. Instead of
generating an intermediate visual consequence of an action,
the model produces a textual description of the intended ac-
tion sequence. Formally, given an visual input state v and a
textual prompt p, which represents the task description, the
model is trained to generate a verbalized action sequence
t = (t1, . . . , tL), where each token ti ∈ Vtext represents an
action. The input to the model is the concatenation of the



Model Input Output FROZENLAKE MAZE MINIBEHAVIOR AVG.

EM (%) PR (%) EM (%) PR (%) EM (%) PR (%) EM (%) PR (%)

Closed-Source Model

Gemini 2.0 Flash
- Direct ~+ Õ ~ 21.2 47.6 8.3 31.4 0.7 29.8 10.1 36.3
- CoT ~+ Õ ~ 27.6 52.5 6.9 29.8 4.0 31.2 12.8 37.8

Gemini 2.5 Pro (think) ~+ Õ ~ 72.0 85.0 21.5 35.5 37.6 59.9 43.7 60.1

Open-Source Model

Qwen 2.5-VL-Instruct-3B
- Direct ~+ Õ ~ 0.9 14.4 0.5 13.6 0.0 10.0 0.5 12.7
- CoT ~+ Õ ~ 1.3 13.4 0.8 8.2 1.2 12.5 1.1 11.4
- SFT† ~+ Õ ~ 59.0 76.3 33.3 52.7 10.6 31.0 34.3 53.3

LVM-3B
- VPFT† (ours) Õ Õ 75.4 79.5 59.0 64.0 33.8 52.2 56.1 65.2
- VPRL† (ours) Õ Õ 91.6 93.2 74.5 77.6 75.8 83.8 80.6 84.9

Table 1. Performance of the closed- and open-source models on FROZENLAKE, MAZE, and MINIBEHAVIOR. VPRL performs consistently
the best (bold) across all tasks. † denotes the post-trained model. ~ represents texts and Õ represents images. The last column AVG.
reports the average performance across three tasks.

prompt tokens and the visual tokens, and the target is the
corresponding action sequence. Following prior work on
supervised fine-tuning (SFT) [49] in autoregressive models,
we minimize the cross-entropy loss for action prediction:

LSFT(θ) = −E(v,t)

[
L∑

i=1

log πθ(ti | t<i, v, p)

]
. (6)

3. Experiments and Results

Tasks To evaluate our proposed visual planning
paradigm, we select representative tasks where plan-
ning can be expressed and executed entirely in the visual
modality. We focus on tasks where state transitions are
visually observable, distinguishing them from language-
centric tasks like code generation [27] or traditional visual
question answering. This design allows us to analyze
planning behavior without relying on textual rationales
or symbolic outputs. To compare visual planning with
language-based reasoning, we experiment with 3 visual
navigation environments: FROZENLAKE [53], MAZE [23],
and MINIBEHAVIOR [25]. All of them can be solved
in both modalities, which enables a direct comparison
between visual planning and language reasoning strategies.

• FROZENLAKE: It is initially proposed by Wu et al. [53]
and implemented with Gym [5]. It simulates a grid-based
frozen lake, where the agent is supposed to start from
the designated position and find its way to the destination
safely without falling into the ‘holes’.

• MAZE: Given an initial image of the maze layout, the
model is supposed to go through the maze from the start-
ing point (green point) to the destination (red flag).

• MINIBEHAVIOR: The agent is required to reach the
printer and pick it up. After that, the agent should go to
the table and drop the printer. It consists of 2 additional
actions, including ‘pick’ and ‘drop’.

We construct synthetic datasets for the tasks with varying
levels of complexity in patterns and environments. Details
on data collection and implementation are in App. B.1.

Models To explore visual planning without any language
influence as confounders and enables a clean investigation,
we select models trained exclusively on visual data with-
out any exposure to textual data during pretraining. For
our methods (VPFT and VPRL), we use the Large Vi-
sion Model (LVM-3B) [4] as the backbone, which is only
trained on image sequences and videos. For RL training,
we design and provide the detailed implementation of rule-
based state-action parsing function P and progress map
D(v) in App. B.3. We also include textual planning base-
lines for parallel comparison, where planning is formulated
through language, typically as a textual sequence of ac-
tions. Specifically, we evaluate Qwen 2.5-VL-Instruct [3],
matched in size to LVM-3B, on both inference-only (Di-
rect1 and CoT) and post-training settings (SFT) as base-
lines. We further evaluate closed-source models, includ-
ing Gemini 2.0 Flash [26] (gemini-2.0-flash-001)
and advanced thinking model Gemini 2.5 Pro [13]
(gemini-2.5-pro-preview-03-25) as a reference
from state-of-the-art multimodal reasoning. Full training
details for all models are provided in App. B.4.

1Direct denotes answer prediction without being instructed to conduct
intermediate reasoning.
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Figure 3. Illustration of each task with generated visual planning traces from LVM, covering different types of actions (optimal, non-
optimal and invalid). More cases can be found in App. C.5.

Evaluation Metrics We adopt two complementary eval-
uation metrics for the selected tasks:

• Exact Match (EM) is defined as EMi =
∏n

j=1 I(v̂j =
vj). This metric measures whether the model success-
fully generates the complete and correct planning trajec-
tory that aligns with the shortest optimal valid path. One
step of deviation from the optimal solution is considered
incorrect.

• Progress Rate (PR) is defined as PRi =
1
n

∑n
j=1

[∏j
k=1 I(v̂k = vk)

]
. PR measures the ra-

tio of the number of consecutively correct steps (valid
forward moves) from the start to the number of steps in
the optimal path. This provides a softer signal than Exact
Match, capturing the model’s ability to make meaningful
progress towards a full solution.

Visual Planning Surpasses Textual Planning. Table 1
shows that visual planners (VPFT and VPRL) achieve the
highest scores on all tasks, outperforming all language-
reasoning baselines. With identical supervised training
method via fine-tuning, VPFT exceeds language-based SFT
by an average of over 22% in Exact Match (EM), with
VPRL further widening the gap. A similar trend is ob-
served in Progress Rate (PR) as well. This highlights
the advantages of the visual planning paradigm in visual-
centric tasks, where language-driven approaches may be
less aligned with task structure. Inference-only models,
whether large closed-source systems or smaller open-source
MLLMs, struggle with these planning tasks without task-
specific tuning. Even the advanced thinking model Gemini

2.5 Pro achieves EM and PR almost below 50% on the more
complex MAZE and MINIBEHAVIOR tasks, underscoring
the challenges these tasks pose for current models despite
being intuitive for humans.

Gains from Reinforcement Learning. The two-stage re-
inforcement learning approach (VPRL) yields the highest
overall performance, surpassing all system variants. After
Stage 2, the model achieves near-perfect planning on the
simpler FROZENLAKE task (91.6% EM, 93.2% PR) and
maintains strong performance on MAZE and MINIBEHAV-
IOR tasks. This marks a substantial improvement of more
than 20% across all tasks over the supervised baseline
VPFT. As expected, Stage 1 of our RL training, which
enforces output format without teaching planning behav-
ior, yields near-random performance (e.g., 11% EM on
FROZENLAKE, see Table 8 in App. C.5). After the full
Stage 2 optimization with our reward scheme, the planner
achieve its best performance. This gain highlights a key ad-
vantage of RL over SFT. VPRL allows the model to freely
explore diverse actions and learn from their outcome, while
VPFT relies on imitation and tends to fit the training distri-
bution. By encouraging exploitation through reward-driven
updates, VPRL learns to capture underlying rules and pat-
terns, leading to stronger planning performance.

Robustness with Scaling Complexity. The advantage of
RL also holds when we study the performance of different
methods with respect to task difficulties, where a larger grid
usually relates to higher difficulties. In Figure 5, as the grid
size increases from 3× 3 to 6× 6 in the FROZENLAKE en-



Prompt: You are given an image of a grid-based environment. ...., your task is to generate the shortest valid sequence of actions. 

..., provide your �nal answer enclosed between <ANSWER> and </ANSWER>.
V
P
F
T

V
P
R
L

Gemini 2.5 Pro

<think> I frame the picture as a 5 × 7 grid, label the elf, gi�, and every ice hole, and plan a Breadth-First Search. 

..., a�er expanding every reachable cell,  the queue drains while row 2, a full wall of �ve holes, blocks all upward

routes, [7000+ words omi�ed], I re-inspect the grid, and con�rm the proof: no valid path exists. </think>

So the correct reply is an empty action list: <ANSWER></ANSWER>

   Qwen 2.5 VL Instruct-SFT

<ANSWER>
le� le� up up

</ANSWER>

Non-Optimal Action

Violation of Constraint

Figure 4. Visualization of a test example from FROZENLAKE comparing visual planning variants (VPFT and VPRL).

vironment, Gemini 2.5 Pro’s EM score drops sharply from
98.0% to 38.8%. In comparison, our visual planners not
only maintain higher accuracy at all grid sizes but also ex-
hibit a much flatter performance curve. Similarly, VPRL
demonstrates even greater stability than VPFT, with EM re-
maining at 97.6% on 3 × 3 grids and still achieving 82.4%
on 6 × 6, indicating strong robustness. We observe similar
trends in other tasks; see App. C.2 for other tasks.

4. Discussions and Analysis

Error Analysis and Case Study. Figure 3 presents visual
planning traces generated by LVM across different tasks.
As defined in Section 2.2, the model occasionally takes non-
optimal actions that deviate from the shortest path, as seen
in the FROZENLAKE. Invalid actions include violations of
physical constraints (e.g., walking through walls in MAZE
or entering the table in MINIBEHAVIOR), or executing mul-
tiple actions in a single step (see App. C.5 for examples).

Figure 4 compares visual planning with language-based
reasoning systems. In FROZENLAKE, Gemini 2.5 Pro mis-
interprets the environment size at the first step, causing cas-
cading errors that lead to concluding an incorrect final an-
swer. Similarly, the language-based SFT baseline makes
an invalid action at the third step, reflecting difficulty in
tracking states during reasoning. In contrast, visual plan-
ning avoids such failures by reasoning directly in the vi-
sual modality while reflecting the visual states per action.
VPRL demonstrates the ability to take detours to bypass
obstacles while still progressing toward the goal, whereas
VPFT, lacking this flexibility, gets stuck and fails to reach
the destination. More examples are provided in App. C.5.

Random Policy Initialization Enables Exploration. A
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Figure 5. Evaluation of model performance on FROZENLAKE un-
der varying levels of difficulty. As the environment complexity in-
creases with larger grid sizes, language-based reasoning methods
experience a sharp decline in performance, whereas visual plan-
ning methods exhibit a more gradual drop, demonstrating greater
robustness.

natural follow-up question arises: could we directly use
VPFT as the policy model for GRPO training rather than
intentionally initialize a model with random trajectories?
We hypothesize that VPFT, trained via teacher-forcing, in-
herently limits exploration by repeatedly generating simi-
lar actions, resulting in identical rewards. In this case, it
yields zero advantage, preventing policy updates and hin-
dering effective learning. We empirically validate this hy-
pothesis by comparing the exploration capabilities of VPFT
with VPRL Stage 1 (Figure 6). We observe that VPFT’s
entropy rapidly declines throughout training, eventually ap-
proaching zero, indicating severe exploration limitations.
Although earlier VPFT checkpoints exhibit higher entropy,



they produce significantly more invalid actions. In con-
trast, VPRL Stage 1 demonstrates significantly higher en-
tropy, closely approaching the entropy of the uniform ran-
dom planner, while maintaining a much lower invalid action
ratio. These results justify the necessity of random initial-
ization in our reinforcement learning framework to ensure
robust exploration.

VPRL Reduces Invalid Action Failure. Another impor-
tant benefit of VPRL lies in its effectiveness in reducing in-
valid actions. To quantify this, we analyze all failed trajec-
tories and compute the proportion that contains at least one
invalid action, as opposed to failures caused by non-optimal
but valid plans. We refer to this as the invalid-failure ratio.
As shown in Table 5, VPFT exhibits high ratio ranging from
61% to 78% over three tasks, while VPRL reduces this ratio
by at least 24% in all cases, demonstrating that VPRL not
only improves success rates, but also encourage the model
to stay within valid action spaces during planning.

5. Related Work

MLLM Reasoning Recent work has extended CoT
prompting [51] to MLLMs through approaches such as
grounding visual inputs into symbolic representations, such
as graphs or bounding boxes [28, 59]. Other approaches
integrate tools to generate visualizations during reasoning
[21, 61]. For example, o3 model [37] incorporates visual
rationales using tools such as cropping and zooming. MVoT
[31] is also essentially a form of tool use: instead of relying
on external modules, it invokes itself to generate visualiza-
tions of textual reasoning. These methods primarily con-
duct reasoning in language, with visual components merely
illustrating the textual rationale rather than serving as the
medium of reasoning. In this work, we take a step further
to explore whether multi-step planning can emerge purely
within visual representations, enabling reasoning without
relying on language at all.

Reinforcement Learning for Visual Reasoning Rein-
forcement learning has been applied across a wide range
of vision-related tasks, especially given the rise of GRPO
as in DeepSeek-R1 [16]. Concurrently, in object detec-
tion, visual perception [54] is optimized though reward-
ing high Intersection-over-Union (IoU) scores between pre-
dicted and ground-truth bounding boxes [45]. For visual
reasoning tasks such as Visual Question Answering (VQA),
GRPO has been utilized to optimize the models for longer,
more coherent, and logically grounded reasoning traces in
textual responses [34, 46, 58, 60]. More recently, similar
methods have also been applied to image generation tasks,
where the model is guided to reflect on the generated images
and refine them recursively based on the alignment with
given textual instructions [17, 24, 48]. These approaches fo-
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Figure 6. Comparison of exploration capabilities between VPFT
and VPRL Stage 1 on FROZENLAKE. VPRL Stage 1 achieves
significantly better exploration efficiency, balancing high entropy
with a low invalid action ratio, whereas VPFT struggles with di-
minishing entropy and increased invalid actions over training.

cus on pixel-level fidelity and semantic alignment with text,
whereas our work leverages RL for goal-oriented visual
planning, optimizing multi-step decision-making through
visual state transitions without any reliance on language.
While prior RL-based approaches ground reasoning traces
in textual outputs despite multimodal inputs, the modality
mismatch limits the effectiveness of RL in bridging percep-
tion and action. For the tasks that are ‘vision-first’ by de-
sign, our visual planning paradigm and two-stage training
framework VPRL enable more natural and flexible policy
exploration by operating entirely in the visual domain, out-
performing all language-based training variants.

6. Conclusion
In this work, we present Visual Planning as a new paradigm
for reasoning in visually oriented tasks, challenging the pre-
vailing reliance on language as the primary medium for
structured inference. By enabling models to operate en-
tirely through visual state transitions without textual media-
tion, we demonstrate that purely visual representations can
lead to more effective and intuitive planning, particularly in
spatially grounded and dynamic tasks. Our proposed two-
stage reinforcement learning framework, VPRL, empow-
ered by GRPO, further enhances the planning capabilities
of large vision models. It obtains significant gains across
three visual navigation tasks, achieving over 40% improve-
ments in task performance than language-based planning
and showing stronger generalization on out-of-distribution
scenarios. These findings underscore the promise of visual
planning as a powerful alternative to text-based approaches.
We believe our work opens up a rich new direction for mul-
timodal research, offering a foundation for building more
intuitive, flexible, and powerful reasoning systems across a
wide range of domains.
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Visual Planning: Let’s Think Only with Images

Supplementary Material

A. Limitations and future work

In this work, we focus exclusively on Large Vision Model
(LVM) to investigate visual planning capabilities by elim-
inating language as a confounding factor for research pur-
poses. As such, this choice constrains the model size to 3B
as the only available size of LVM, and excludes recently
released native multimodal models capable of generating
multimodal outputs [9, 52]. However, we argue that the
visual planning paradigm can be extended to broader mul-
timodal generation models for use in more diverse tasks,
combined with more modalities as long as they support im-
age generation.

Additionally, explicitly generating images introduces
computational overhead during inference compared to a
textual response. However, we argue that language-based
reasoning, especially for thinking models [13], can be
equally or more time-consuming. In our demonstration,
Gemini generated over 7,000 thinking tokens yet failed to
provide the correct answer in the end. The computation
overhead introduced by image generation can be alleviated
through more compact image representations using fewer
tokens [10], which we advocate for future research.

Another limitation in this work lies in the implementa-
tion of state-action parsing function. For simplicity, we
adopt the rule-based approach that compares pixel-wise fea-
tures between the current state and the previous state (de-
tails in Appendix B.3). While effective in our controlled
setup, this method limits generalizability to broader task
settings. Nevertheless, we argue that the core idea is ex-
tensible and could be supported by well-established com-
puter vision techniques such as segmentation [41], contour
detection [32] and etc. We encourage future research to
explore more robust and scalable designs for visual state-
action parsing to advance visual planning systems.

Broader Impact This work introduces a novel paradigm
of visual planning, where agents reason and act entirely
within the visual modality without reliance on textual inter-
mediaries. By demonstrating that models can plan through
sequences of images, this research opens new possibilities
for the way human and AI system interacts, particularly in
domains like robotics, navigation, and assistive technolo-
gies, where perception and decision-making are tightly cou-
pled. As the first step toward planning grounded purely in
visual representations, our work lays the foundation for AI
systems that integrate both verbal and non-verbal reasoning.
We advocate for future research into more holistic multi-
modal thinking systems where interleaved text and image

traces enable richer, more human-like reasoning, and em-
phasize the importance of strengthening the visual compo-
nent in such traces for improved planning and cognition.

B. Implementation details

B.1. Dataset

Task Action Space. FROZENLAKE and MAZE both in-
volve four primitive navigation actions: up, down, left,
and right. MINIBEHAVIOR includes a more complex ac-
tion space with two additional operations: pick, drop.

Dataset preparation. For both FROZENLAKE and MAZE,
we construct environments of grid sizes ranging from 3× 3
to 6× 6. For each size, we sample 1250 environments, with
1000 used for training and 250 held out for testing (Table
2). Each environment here is guaranteed to have a unique
layout, and the agent is randomly initialized at a grid from
which the goal is reachable, forming the initial state v0. Due
to the relatively limited diversity of environments layout
in MINIBEHAVIOR, where the complexity arises primarily
from the action space, sampling unique environments in a
small grid size becomes challenging. Therefore we focus
only on grid sizes 7 × 7 and 8 × 8, allowing duplicates in
layout but varying agent spawn positions to ensure suffi-
cient data volume. To prevent data leakage, we split the
dataset based on layout identity, ensuring no layout overlap
between the training and test sets.

We next describe the dataset construction procedures
corresponding to the training setups outlined in Section 3,
with the number of samples per task summarized in Table 3.

• SFT in Text (Baseline): For each environment, we sam-
ple an optimal trajectory consisting of a sequence of vi-
sual states (v0, . . . , vn) as the ground truth. Each tran-
sition between states is determined by an action, en-
abling us to derive a corresponding verbal action se-
quence (a0, . . . , an−1). The input to the model is for-
mulated by concatenating a textual prompt with an im-
age representation of the initial state v0, while the target
output is the verbalized action sequence representing the
optimal trajectory. The detailed prompt is provided in Ap-
pendix D.

• VPFT: We utilize the same set of optimal trajectories as
the language-based reasoning baseline described above.
In the visual scenario, each trajectory generates multiple
input-target pairs by pairing the state at timestep t as the
input with the subsequent state at timestep t + 1 as the
target.

• VPRL:



– Stage 1: This dataset serves solely for format con-
trol training of the visual backbone. For each envi-
ronment, we enumerate all possible trajectories from
the initial state as v0 and generate corresponding input-
target pairs. Duplicate pairs are filtered to maintain a
balanced distribution.

– Stage 2: To ensure fairness and comparability, this
dataset uses the same input states as VPFT.

• VPFT*: We conduct an ablation study (indicated with *)
where VPFT is also trained in two stages, mirroring the
structure of VPRL. Stage 1 follows the same procedure as
VPRL Stage 1, focusing on format supervision using enu-
merated visual inputs. Stage 2 reuses the original VPFT
training pipeline, learning from optimal trajectories. Ex-
perimental results and analysis see Appendix C.4.
Note: For both textual and visual planning setups, evalu-

ation is performed using only the initial state v0 of each test
environment as input.

Dataset Statistics. We evaluate the performance of differ-
ent system variants in in-distribution and out-of-distribution
(OOD) settings. Table 2 show the training data distribution
over different grid sizes across three tasks. The numbers
of training and testing samples for different system variants
are shown in Table 3. For OOD evaluation, the enlarged grid
sizes are shown in Table 7. OOD evaluation data includes
250 samples for each task.

B.2. Models
Large Vision Model (LVM) [4] is an autoregressive models
for image generation, which is only pretrained with image
sequences with no exposure to language data. The model
uses a tokenizer based on the VQGAN architecture [12],
which extracts visual information from raw images and en-
codes it into 256 tokens from a fixed codebook. The im-
age is generated in an auto-regressive manner with discrete
tokens, which are then fed into the image detokenizer. Al-
though LVM supports multiple model sizes, only the 3B-
parameter version is publicly available; thus, we use this
variant in our experiments. For a fair comparison, we use
Qwen 2.5-VL-Instruct [3] with a matching parameter size
as our language-based baseline.

B.3. Reward Implementation
We adopt rule-based state-action parsing function P and
progress map D(v) in VPRL. For the progress map, we
apply the Breadth First Search (BFS) to search for the opti-
mal trajectories and calculates the progress at each position
in the grid for each task. The progress map are then used as
a reward signal to guide VPRL training.

Specifically, for state-action parsing function, we parse
the state and identify the difference between current state
and previous state through pixel-wise feature extractor.
We first convert both input and predicted states into a

FROZENLAKE

Grid Size 3 4 5 6
Train 1000 1000 1000 1000
Test 250 250 250 250

MAZE

Grid Size 3 4 5 6
Train 1000 1000 1000 1000
Test 250 250 250 250

MINIBEHAVIOR

Grid Size 7 8
Train 796 801
Test 204 199

Table 2. Distribution of training dataset by grid sizes for each task.
Value indicates the number of environments.

coordinate-based representation by dividing the image into
a grid based on its size. Each region corresponds to a dis-
crete coordinate in the environment. To reduce sensitiv-
ity to color and focus on structural differences, we con-
vert all images to grayscale. We subsequently compute the
Intersection-over-Union (IoU) between each coordinate in
the predicted state and the coordinate in the input state that
contains the player (input coordinate). The coordinate in the
predicted state with the highest IoU is selected as the pre-
dicted agent position. The action is then inferred by com-
paring the start and predicted positions according to task-
specific movement rules. For example, in the MAZE envi-
ronment, movement across walls is not allowed and would
be considered invalid.

Notably, to detect the invalid transitions, such as the dis-
appearance of agents, we also calculate the pixel-wise mean
squared error (MSE) between corresponding coordinates to
measure local visual differences. If two coordinates exhibit
significant MSE differences exceeding a predefined thresh-
old, we treat them as the potential source and destination
of a movement (agent disappears from one and appears in
another). If only one such coordinate is found, we treat it as
a disappearance event, indicating an invalid transition.

In MINIBEHAVIOR, we extend this logic to identify pick
and drop actions. A pick is detected when the IoU between
the printer’s location in the input and predicted states falls
below a threshold, indicating that the printer has been re-
moved. A drop is inferred when a coordinate corresponding
to the table region shows a large MSE increase, suggesting
the printer has been placed there. Additional edge cases in
these tasks are omitted for brevity.

For reward computation, if the predicted action is valid,
we compare the progress values from the progress map
D(v) between the input and predicted states. A reward of
1 is given if the predicted state shows greater progress to-
ward the goal than the input state; otherwise, the reward is



Task Split SFT in Text VPFT VPRL VPFT*

Stage 1 Stage 2 Stage 1 SFT

FROZENLAKE
Train 4000 12806 170621 12806 170621 12806
Test 1000 1000 N/A 1000 N/A 1000

MAZE
Train 4000 14459 156682 14459 156682 14459
Test 1000 1000 N/A 1000 N/A 1000

MINIBEHAVIOR
Train 1597 9174 90808 9174 90808 9174
Test 403 403 N/A 403 N/A 403

Table 3. Number of training and test samples for each task and method. For visual planning, the numbers here are represented in image
pairs, which correspond to the same number of trajectories for SFT in Text.

0. Invalid actions are penalized with a reward of -5.
Our method and reward modeling approach are read-

ily generalizable to other visual tasks. With reference to
computer vision techniques such as segmentation [41] and
contour detection [32], the pixel-level analysis used in our
framework can be easily extended to a wide range of struc-
tured visual environments. Furthermore, our reward design
is broadly applicable to planning tasks in general. Since
actions in most planning settings can naturally be catego-
rized into one of three types (valid and helpful, valid but
non-progressing, or invalid), our simple reward structure re-
mains intuitive and effective across tasks.

B.4. Training details
For all post-training experiments, we apply Low-Rank
Adaptation (LoRA) [20] on both attention layers and feed-
forward layers. The detailed hyper-parameters are shown
in Table 4. Only the loss of the labels is calculated in
an instruction-tuning manner [49] for SFT. The image to-
kenizer and detokenizer are frozen during training. We use
the AdamW optimizer [35] for all training procedures.

When SFT for textual planning and visual planning, we
train the model for a maximum of 30 epochs. For VPRL,
we first do stage 1 on random trajectories for 10 epochs for
the purpose of exploration. We then use GRPO to optimize
the model for planning for another 10 epochs for stage 2.
We sample a group of 10 candidate responses per prompt to
compute the advantages accordingly. To encourage a bal-
ance between exploration and exploitation, we apply a KL
divergence penalty with a coefficient β = 0.001. We use
the TRL library for training [47]. We’ve conducted our ex-
periments on the machine with 8×A100 GPUs.

B.5. Licenses
Model-wise, Large Vision Model and Qwen 2.5 VL are un-
der the Apache-2.0 license. TRL is under the Apache-2.0
license. We collect the MAZE dataset with our own Python
scripts. FROZENLAKE is collected from OpenAI Gym un-

der the MIT License.

C. Results
C.1. Training
The reward curves with standard deviation for all tasks are
shown in Figure 7. The shaded regions indicate the standard
deviation across groups. For better visualization, we apply
Gaussian smoothing to both the reward values and their cor-
responding standard deviations.

C.2. Performance with Scaling Difficulties
We evaluate the performance of different methods with re-
spect to task difficulty in MINIBEHAVIOR and MAZE, as
shown in Figure 8. Our visual planners consistently achieve
higher accuracy across all grid sizes and exhibit notably flat-
ter performance curves, indicating greater robustness to in-
creasing environment complexity.

Interestingly, in MINIBEHAVIOR, we observe that the
accuracy of visual planners increases with grid size, which
is in contrast to the trend exhibited by textual planners.
We hypothesize that this is due to the fixed layout compo-
nents in this task, specifically, the presence of only a table
and a printer. This maintains consistent layout complexity
across different grid sizes and allows knowledge acquired in
smaller grids to generalize effectively to larger grids. This
suggests that visual planning better captures and transfers
structural patterns in the environment.

C.3. Out-of-Distribution Performance
Figure 9 illustrates generated images from VPFT and
VPRL on OOD scenarios across MAZE, FROZENLAKE,
and MINIBEHAVIOR tasks. Notably, both models exhibit
a certain level of visual generalization to unseen configura-
tions, such as larger grids with finer step granularity, despite
not encountering them during training.

We subsequently quantitatively test generalization by
evaluating the model on OOD environments with larger grid



Hyper-Parameters SFT in Text VPFT VPRL VPFT*

Stage 1 Stage 2 Stage 1 SFT
Epochs 30 30 10 10 10 30
Learning Rate 1e-5 1.5e-4 1.5e-4 5e-5 1.5e-4 1.5e-4
Train Batch Size 16 8 8 1 8 8
Group Size N/A N/A N/A 10 N/A N/A
Grad Accumulation 2 1 1 1 1 1
GPUs 8 8 8 8 8 8

Table 4. Hyper-parameters of training both textual and visual planners.
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Figure 7. Reward curves with standard deviation for VPRL on FROZENLAKE, MAZE and MINIBEHAVIOR.

Task Invalid-Failure Ratio (%)

VPRL VPFT

FROZENLAKE 36.9 60.6
MAZE 25.1 73.7
MINIBEHAVIOR 29.6 78.3

Table 5. We compute the percentage of failed trajectories that are
caused by at least one invalid action, rather than a suboptimal but
valid action. Lower values indicate better action validity control.

sizes. We find that SFT models performs poorly, while
VPRL still demonstrates a certain level of visual planning
capability as shown in Table 7. VPRL consistently outper-
forms VPFT in both Exact Match and Progress Rate, sug-
gesting that it, to some degree, captures underlying planning

Exact Match (%)

Model 3×3 4×4 5×5 6×6

VPFT* 86.4 73.6 50.0 33.2
VPFT 92.0 82.8 68.8 58.0

Table 6. Exact Match performance of VPFT and VPFT* across
different grid sizes in FROZENLAKE.

strategies rather than merely memorizing training patterns.

C.4. Ablation: The Role of Stage 1
To better understand the role of Stage 1 in our two-stage
framework, we conduct an ablation study isolating its im-
pact. The primary purpose of Stage 1 is not to improve plan-
ning performance directly, but rather to initialize a policy
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Figure 8. Performance across different grid sizes, reflecting task
difficulty. Left: MAZE. Right: MINIBEHAVIOR. Visual planners
consistently maintain higher accuracy and exhibit flatter perfor-
mance curves, indicating robustness to increasing complexity.

Model FROZENLAKE (7×7) MAZE (7×7) MINIBEHAVIOR (9×9)

EM (%) PR (%) EM (%) PR (%) EM (%) PR (%)

VPFT 9.6 15.3 9.2 17.8 0.0 5.8
VPRL 20.4 31.2 10.0 21.6 0.4 14.7

Table 7. Out-of-distribution (OOD) performance on enlarged
grids. Models are trained on smaller grids and evaluated on the
sizes indicated in parentheses.

with strong exploration capacity and valid output formats.
To verify this, we reuse the original VPFT training pipeline,
i.e., learning from optimal trajectories, but start from the
Stage 1 checkpoint as VPFT*. Surprisingly, this variant
yields lower final performance on FROZENLAKE compared
to standard VPFT. This result supports our hypothesis that
Stage 1 does not contribute to planning ability itself, but
instead provides an exploration-friendly initialization that
facilitates effective reinforcement learning in Stage 2.

Model FROZENLAKE MAZE MINIBEHAVIOR

EM (%) PR (%) EM (%) PR (%) EM (%) PR (%)

VPRL Stage 1 11.1 27.2 9.6 22.7 0.5 14.2
VPRL Stage 2 91.6 93.2 74.5 77.6 75.8 83.8

Table 8. Performance comparison of VPRL Stage 1 and Stage 2
across all three tasks.

C.5. Visual Planning Results
VPRL Stage 1 and Stage 2 Table 8 presents results for
each stage of VPRL. After Stage 1, the model learns to gen-
erate plausible images but lacks goal-directed behavior, re-
sulting in near-random performance across tasks. In Stage
2, reinforcement learning instills purposeful planning, en-
abling the model to align generations with the goal and out-
perform VPFT across all benchmarks.

Generated Visual Planning Traces for Illustration Fig-
ure 10 shows the generated visual planning traces for
FROZENLAKE, with Figure 11 for MAZE and Figure 12
for MINIBEHAVIOR. Each visual trajectory begins with the
initial state as the input (the first frame), followed by a se-
quence of intermediate states generated by VPRL that form
the predicted visual plan.

We include examples from three categories: (1) Optimal
cases, where the model successfully generates the shortest
valid path to the goal; (2) Non-optimal cases, where the
agent fails to reach the goal within the optimal number of
steps due to intermediate non-optimal actions; and (3) In-
valid cases, in which the generated trajectory contains in-
valid actions that violate environment constraints, prevent-
ing task completion. Notably, as illustrated in Figure 3, we
still observe occasional planning errors. While reinforce-
ment learning significantly improves generalization com-
pared to supervised fine-tuning, it does not fully eliminate
such failure cases.
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Figure 9. Qualitative comparison of visual planning outputs from VPFT (top) and VPRL (bottom) on out-of-distribution (OOD) scenarios
with unseen larger grid size across MAZE, FROZENLAKE, and MINIBEHAVIOR. Each example shows a failure case from VPFT contrasted
with a successful trajectory generated by VPRL under the same environment configuration.
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Figure 10. Generated visual planning trajectories from VPRL on the FROZENLAKE test set. We illustrate three representative categories:
optimal, non-optimal, and invalid cases. In non-optimal examples, the model occasionally enters local loops but still has the chance to
make progress toward the goal, see the first and third trajectories. In invalid cases, despite a significant reduction in failure rate, VPRL still
exhibits errors such as disappearing agents, contradictory actions (e.g., simultaneous left and right), or unrealistic teleportation.
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Figure 11. Generated visual planning trajectories from VPRL on the MAZE test set. We illustrate three representative categories: optimal,
non-optimal, and invalid cases. In non-optimal examples, similar to FROZENLAKE, the model occasionally enters redundant loops but still
progresses toward the goal. Invalid cases include maze-specific errors, such as the agent erroneously traversing through walls, violating the
structural constraints of the environment. Notably, we observe that in the last invalid case, the agent is able to plan an optimal trajectory in
subsequent steps.
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Figure 12. Generated visual planning trajectories from VPRL on the MINIBEHAVIOR test set.



D. Prompting Templates
FROZENLAKE

Task: Frozen Lake Shortest Path Planning

You are given an image of a grid-based environment. In this environment:
- An elf marks the starting position.
- A gift represents the goal.
- Some cells contain ice holes that are impassable for the elf.
- The elf can move in one of four directions only: "up", "down", "left", or "right". Each

move transitions the elf by one cell in the corresponding absolute direction. Diagonal
movement is not permitted.

Your task is to analyze the image and generate the shortest valid sequence of actions that
moves the elf from the starting position to the goal without stepping into any ice holes
.

Provide your final answer enclosed between <ANSWER> and </ANSWER>, for example: <ANSWER>
right up up</ANSWER>.

<image>

MAZE

Task: Maze Shortest Path Planning

You are given an image of a maze environment. In this environment:
- A green circle marks the starting position of the agent.
- A red flag marks the goal.
- The agent can move in one of four cardinal directions only: "up", "down", "left", or "

right". Each move shifts the agent by exactly one cell in that direction. Diagonal
movement is not permitted.

- The black maze walls are impassable. The agent cannot pass through any wall segment.

Your task is to analyse the image and produce the shortest valid sequence of actions that
moves the agent from its starting position to the goal without crossing any wall.

Provide your final answer enclosed between <ANSWER> and </ANSWER>, for example: <ANSWER>
right up

<image>

MINIBEHAVIOR

Task: Mini-Behavior Installing the Printer

You are given an image of a grid-based environment. In this environment:
- The red triangle represents the agent.
- The white icon represents the printer, which must be picked up by the agent.
- The brown tiles represent the table, where the printer must be placed.

The agent can take the following actions:
- "up", "down", "left", "right": each action shifts the agent by exactly one cell in that

direction. Diagonal movement is not permitted.
- "pick": pick up the printer if it is in one of the four adjacent cells surrounding the

agent. This action is invalid if there is no adjacent printer.
- "drop": drop the printer onto the table if the agent is adjacent to a table cell. This

action is invalid if there is no adjacent table.

Constraints:



- The agent cannot move through the table tiles.
- The agent cannot move through the printer until it has been picked up. After picking it up

, the agent may move through the cell that previously contained the printer.

Your task is to analyse the image and produce the shortest valid sequence of actions that
allows the agent to pick up the printer and then place it on the table.

Provide your final answer enclosed between <ANSWER> and </ANSWER>, for example: <ANSWER>
right down right pick left drop</ANSWER>.

<image>
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