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Abstract

The chromatin folding and the spatial arrangement of chromosomes in the cell play1

a crucial role in DNA replication and genes expression. An improper chromatin2

folding could lead to malfunctions and, over time, diseases. For eukaryotes,3

centromeres are essential for proper chromosome segregation and folding. Despite4

extensive research using de novo sequencing of genomes and annotation analysis,5

centromere locations in yeasts remain difficult to infer and are still unknown in6

most species. Recently, genome-wide chromosome conformation capture coupled7

with next-generation sequencing (Hi-C) has become one of the leading methods8

to investigate chromosome structures. Some recent studies have used Hi-C data9

to give a point estimate of each centromere, but those approaches highly rely10

on a good pre-localization. Here, we present a novel approach that infers in a11

stochastic manner the locations of all centromeres in budding yeast based on both12

the experimental Hi-C map and simulated contact maps.13

1 Introduction14

Hi-C maps have become one of the main assets in understanding DNA folding, notably through the15

study of chromatin loops or topologically associated domains (TADs) in mammalian cells [6, 20].16

These maps capture the contact counts between fragments of chromosomes among a population of17

DNA into a 2D squared and symmetric matrix made of cis- and trans- blocks of interactions.18

Beside chromatin loops or TADs, centromeres are also of great interest to genome structure investiga-19

tion due to their essential role in many biological processes: they facilitate chromosome segregation20

through the formation of the kinetochore [2] during mitosis and meiosis, and act as key regulators21

of genome stability via the prevention of chromosome breakage. In yeasts, centromeres are highly22

compact regions spanning about 125 base pairs (bp) [4] and tend to cluster near the spindle pole23

body within the nucleus. This clustering results in a distinct peak in the trans-contact counts Hi-C24

matrices, centered at the position of each centromere pair. Many studies have attempted to annotate25

yeast centromeres, usually through Fluorescent In Situ Hybridization (FISH) [14] or chromatin26

immunoprecipitation (ChIP) [12]. However, these approaches often remain imprecise and may even27

fail to infer centromeres for some species [7]. To bypass these limitations, newer methods have been28

proposed, which use Hi-C contact maps [13, 18]. Working directly with a Hi-C contact map or with29

the corresponding Pearson correlation matrix, they fit a Gaussian to each interaction peak to precisely30

infer centromere locations. Beyond the optimization of a non-convex function, these methods highly31

rely on good pre-localization of the centromeres to be precise and output only a point estimate of32

each centromere whereas it is actually a whole segment of chromosome.33

We propose a novel approach to infer centromere positions that differs from existing methods in34

two key aspects. Firstly, we adopt a stochastic approach by quantifying the uncertainties about the35

centromere candidates we infer. Secondly, the inference processes are not only based on a reference36

Hi-C matrix (denoted Cref) but also on simulated contacts maps (denoted C). We adopt a Bayesian37

approach where centromere positions (denoted θ) are sampled from a prior distribution and the38
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contact maps C are generated from a custom-designed simplified simulator. We estimate the posterior39

distribution p(θ|Cref), which amounts to solving the following inverse problem:40

Given contact map Cref , what are the most probable centromere positions θ to have generated it?41

2 Methods42

2.1 Framework43

Setting. We work with the budding yeast Saccharomyces cerevisiae for which the positions of its44

16 centromeres and length of each chromosome (in base pairs) are known. We used data from Duan45

et al. [5] to construct the reference Hi-C contact map. Centromere candidates θ = (θ1, . . . , θ16)46

are sampled from a prior distribution p(θ) that is poorly informative, e.g. a multivariate uniform47

distribution where the interval is the length of each chromosome in each dimension. To simulate48

contact maps, we designed a simplified simulator (described below) that takes θ as input and directly49

outputs realistic C without simulating any DNA folding. Other studies have used simulators to50

do Bayesian inference of biological elements [1], but those biological simulators try to simulate51

the 3D folding of the chromatin in the nucleus before computing the corresponding contact map.52

This renders them too slow and unnecessarily complex if we want to have many contact maps in a53

reasonable time.54

Contact maps and data normalization. The contact map C projects the information contained55

in a population of 3D chromatin foldings into a 2D squared and symmetric matrix made of cis-56

(or intra-chromosomal) and trans- (or inter-chromosomal) blocks of interactions between pairs of57

chromosomes. To construct it, we cut each chromosome into genomic windows of a given length58

(called resolution), e.g. 32 kilobases (kb). Each matrix entry is then a non-negative number, called59

the contact count, representing the number of times a given window was in contact with another one60

over the population (see Appendix A and Figure 3 for more details).61

During inference, we use a reference Hi-C map Cref and simulate synthetic contact maps C. Hi-C62

contact maps have many biases due to sequencing and mapping errors or to the inherent structure63

of the chromatin [10]. Therefore, Cref is actually a normalized Hi-C map, where the normalization64

corrects those biases, iteratively forcing all rows and columns to sum up to one [10]. The quality of65

the contact map depends on the chosen resolution and the signal-to-noise ratio gets smaller if we66

work at higher resolution. We thus choose to set the contact maps at resolution 32 kb. In yeasts,67

the main informative part about centromeres rely on the upper trans-contact blocks: the matrix of68

contacts between chromosomes i and j contains an enrichment of interactions at the location of both69

centromeres (θi, θj).70

Simulator. We exploit the structure of yeast contact maps to design a very efficient simulator that71

directly creates the upper trans-contact blocks given its centromeres positions θ. At the centromere72

positions, the chromatin has a brush-like organization: chromosomal regions near the centromeres73

often enter in contact over the population whereas the further we move away from the centromeres,74

the rarer the contacts become. To mimic this effect, we simulate a Gaussian spot at the position75

(θi, θj) for each trans-contact block. Between chromosomes, we also observe rare interactions over76

the population that we reproduce by adding Gaussian noise to all the trans-contacts blocks up to 10%77

of the maximal contact count (see Appendix B with Algorithm 1 and Figure 4 for more details).78

2.2 Simulation-based inference79

Our goal is to infer θ from Cref using a probabilistic framework based on simulations. The usual80

way for doing so would be to search for the most appropriate θ for a given Cref by maximizing the81

likelihood:82

θ̂ = argmax
θ∈Ω

log p(Cref|θ) .

However, as the simulator is often very complex (e.g. biological simulators that try to mimic a 3D83

folding of the DNA given a set of constraints), the likelihood p(C|θ) may be intractable. As such, we84

directly target the posterior density p(θ|Cref) using data from the joint model (θ, C) ∼ p(θ)p(C|θ),85

either via approximate Bayesian computation (Sequential Monte-Carlo ABC: SMC-ABC) or by86
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estimating the posterior density with a conditional normalizing flow (Sequential neural posterior87

estimation: SNPE) [15, 8] .88

SMC-ABC. We use a variant of ABC coupled with sequential Monte-Carlo (SMC) [17]. It consists89

of multiple rounds of ABC where, at each round, relevant {θk,∗}k are selected from the training90

set {(θn, Cn)}n depending on a closeness criterion between C and Cref. We then associate weights91

{wk}k to those selected {θk,∗}k, and use the set {(θk,∗, wk)}k to create the next population of92

{θn}n for the next round of ABC. This sequential approach enables us to refine the relevant θ at each93

round. However, we need to define a metric for discriminating (θn, θm) based on their associated94

observations (Cn, Cm).95

Metric 1 : Pearson correlation – ABC-Pearson. To measure the closeness between C and Cref,96

the Pearson correlation is commonly used [16, 13, 18]. We find that the vector-based Pearson97

correlation averaged over all trans-contacts blocks is the most discriminative metric: each trans-98

contacts block of C and Cref is vectorized and the Pearson correlation is computed between both.99

We then average all the correlations over the trans-contacts blocks (see Algorithm 2 in Appendix100

C.1). However, this metric is fine-tuned to this specific inference task.101

Metric 2 : Data-driven summary statistic – ABC-CNN. Instead of looking for a specific metric102

to compare C to Cref, we choose to use the classical l2-norm. For this, we need a summary103

statistic S that will extract the main features of C and project it into a low-dimensional vector.104

One relevant candidate for a summary statistic is E [θ|C] because with this one:105

E [θ | ∥S(C)− S(Cref)∥ ≤ ϵ] →
ϵ→0

E [θ|Cref] ,

where ϵ is the ABC-threshold.106

When ϵ → 0, we don’t lose any first-order information when summarizing C [11]. Moreover,107

E [θ|C] is the analytical solution of the regression of θ on C i.e.108

E [θ|C] = argmin
S∈F

E
[
∥S(C)− θ∥22

]
, (1)

where F is the set of square integrable functions. As this statistic is unavailable, we learn it via a109

(deep) neural network (DNN) Sϕ with parameters ϕ [11]. The DNN encoding Sϕ is composed of110

a convolutional neural network (CNN) followed by a multi-layer perceptron (MLP). Using Monte111

Carlo estimator of (1) with N samples (θn, Cn) ∼ p(θ)p(C|θ), the DNN loss to be minimized in112

ϕ is then113

L̂DNN(ϕ) =
1

N

∑
1≤n≤N

∥Sϕ(Cn)− θn∥22 .

For large N , we expect Sϕ(C) ≈ E [θ|C]. This approach has two phases: first learn Sϕ by114

minimizing L̂DNN(ϕ), then run sequential ABC with this summary statistic and the l2-norm as115

discriminative criterion (see Algorithm 3 in Appendix C.2).116

SNPE – SBI-CNN. SMC-ABC yields only samples from the target posterior distribution p(θ|Cref),117

but evaluating log-probabilities can be useful for downstream tasks. In contrast, a conditional118

normalizing flow pψ(.|.) [15, 8] used to estimate the posterior distribution can both easily sample119

from the posterior and return the values of its log-probabilities. To ensure that pψ(θ|Cref) is close to120

p(θ|Cref), we minimize their Kullback–Leibler divergence (DKL) averaged over the observations C121

as per122

EC
[
DKL

(
p(·|C)∥pψ(·|C)

)]
.

After simplifications and using a Monte Carlo estimator, the flow is trained to minimize123

L̂NPE(ψ) = −
1

N

∑
n

log(pψ(θ
n|Cn)) , (θn, Cn) ∼ p(θ)p(C|θ).

Once trained, we obtain an amortized estimator of the posterior densities p(θ|C) valid for any C.124

We just have to plug in Cref to get the estimated posterior density pψ(.|Cref) (see Algorithm 4 in125

Appendix D). Since we are actually interested in the posterior at Cref, parameters θ with very low126

posterior density may not be useful for learning ψ. Thus, we consider a sequential approach with127

several rounds of NPE to get an iterative refinement of the posterior estimate [8]. From the second128
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a b Figure 1: Inference using ABC-
Pearson, ABC-CNN, and SBI-
CNN (a). Color shades increase
from lightest to darkest across
rounds. Densities are estimated
with the 5% best θ according
to the ABC criterion or sampled
from the flow. We also report the
mean Euclidean distance between
θ and θref, computed over the 5%
best-performing samples in the
top right corner (b). The horizon-
tal dashed line stands for the reso-
lution of the contact map Cref (in
bp) in the top right figure. Results
with SBI-CNN are uniformly bet-
ter and both approaches based
on data-driven summary statistics
have errors smaller than the reso-
lution of the contact maps.

round, θn are sampled from the latest estimated posterior found instead of the prior. This way,129

training samples are more informative about Cref, gradually improving the learning of ψ. When the130

observations C are high-dimensional (e.g. 2D-matrices), we encode them in a summary statistic S131

using a convolutional neural network.132

3 Numerical experiments133

We showcase our methodology on two settings involving the genome of the yeast S. cerevisiae, for134

which we have access to the true position of all its centromeres: firstly, we run our inference pipeline135

on only S. cerevisiae’s first three chromosomes, secondly on its whole genome (16 chromosomes).136

We assess the performance of different inference methods by comparing their approximate posterior137

distributions to a ground-truth distribution consisting of Diracs on each dimension located at the true138

centromere positions. All experiments can be run on the CPU of a laptop, requiring ∼ 1 h for the139

small genome and ∼ 5 h for the entire genome.140

3.1 Study case – small genome (3 chromosomes)141

In low-dimensional settings, we can jointly infer θ given the entire contact map Cref. For each142

inference method, we consider 11 rounds, each with a training dataset {(θn, Cn)}n of size 103. The143

summary statistic Sϕ is pre-trained using a different training set of size 5× 103 with the optimizer144

Adam and a fixed learning rate 5 × 10−4. For SNPE, we use a masked autoregressive flow (MAF)145

and the version SNPE-C [8] from the Python package sbi [3] (see Appendix E for more details).146

3.2 High dimensional problem – whole genome (16 chromosomes)147

When extending the analysis to the entire genome, we end up facing the curse of dimensionality:148

the space of parameters θ becomes too large to cover with few simulations and the contact maps149

C are too big. As such, the resulting neural network encoding Sϕ has too many parameters to be150

optimized. To reduce the dimension of the problem, we run 16 parallel inferences (one per dimension151

of θ) extracting each time only the informative part of the contact maps. With this approach, the152

space of θ is cut into several chromosome-length 1D intervals reducing the train set size. Let Ci and153

Cref,i be the ith lines of blocks of matrices C and Cref, respectively. To infer θi with ABC-Pearson,154

we compute the vector-based Pearson correlation averaged over all blocks between Ci and Cref,i.155

Concerning the data-driven summary statistic approaches ABC-CNN and SBI-CNN, the summary156

statistic Sϕi
also tries to project Ci to θi.157

Using the redundancy of the data between rows of blocks, and to minimize the number of parameters158

of {Sϕi
}i, we consider a shared architecture where the CNN parameters are shared between chromo-159
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Figure 2: Inference using ABC-
Pearson, ABC-CNN, and SBI-
CNN. Color shades increase from
lightest to darkest across rounds.
Densities are estimated with the
5% best θ according to the ABC
criterion or sampled from the flow.
In some dimensions, the densi-
ties are very peaky and centered
around θi (e.g. chromosome 4,
13, 15) but in others, the infer-
ence is not precise (e.g. chromo-
some 1, 6, 10). Data-driven sum-
mary statistics approaches do not
outperform Pearson correlation-
based method.

somes and the MLP ones are chromosome-specific. For SBI-CNN, we learn 16 normalizing flows160

pψi(θi|Sϕi(Cref,i)) (see Appendix F for more details and results).161

4 Discussion162

We present a novel methodology to infer the positions of the centromeres of the yeast S. cerevisiae163

using Hi-C contact maps. The probabilistic framework that we use allows us to quantify the164

uncertainty about the centromere candidates. Our entire inference pipeline is based on a large number165

of simulations relating centromere positions and contact maps. To mitigate computing bottlenecks,166

we have designed a simplified but efficient simulator that yields very convincing results when coupled167

with inferences on real experimental data.168

In the case of a small genome, we obtained accurate inference of the centromere positions (Figure 1).169

The estimated densities for the summary statistic-based methods (ABC-CNN and SBI-CNN) are not170

very biased and peaky around the ground truth. In each dimension, θ is estimated at a precision under171

the resolution of the contact map Cref (Figure 6a) and the Euclidean distance to θref is also under172

the resolution (Figure 1b). Moreover, SBI-CNN outperforms ABC-CNN that itself outperforms173

ABC-Pearson, reinforcing the use of a summary statistic and the flexibility of the normalizing flows.174

In the case of the whole genome, our approaches are not as accurate and could be improved. In175

some dimensions, θ is estimated at a precision under the resolution (Figure 7b), and we obtain peaky176

densities but in others the inference is not precise (Figure 2).177

An advantage of our method is that we do not rely on any initialization or pre-localization: instead,178

we use an uninformative prior, setting each centromere randomly in the range of its corresponding179

chromosome. Also, our approach is naturally scalable: the pre-trained summary statistic could180

be reused for inference on centromeres of others yeasts without any re-training. To improve our181

approach, we will focus our efforts in developing a summary statistic independent of the size of the182

genome via notably the use of transformer architectures [19].183
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A Contact maps242

A contact map summarizes all the chromatin contacts observed over a population of DNA configura-243

tions. To construct it, we define the resolution of the map (the length of the chromosome fragment244

that will represent one pixel in the map). Each chromosome is then cut into fragments and each entry245

of the map represents the contact counts of any fragment with another over the population of DNA.246

This creates a matrix by blocks of interactions between chromosomes. Usually, we represent them by247

a heatmap.248

chr. I chr. II

fragment

,

chr. I chr. II

ch
r.

 I
ch

r.
 II

… …

…
…

Figure 3: Process to construct a contact map in the case of 2 chromosomes.

B The simulator249

The goal of the simulator is to create the upper trans-contact blocks of a contact map C rapidly given250

the centromere positions θ. We want to mimic the peak of interaction that appears in those blocks, as251

well as some rare interactions that can occur among the population of DNA.252

Given the L chromosome lengths in bp {li}1≤i≤L, the centromere positions θ are sampled from the253

prior U(
∏

1≤i≤L
[1, li − 1]). To create each contact map C, the process is described in Algorithm 1.254

Algorithm 1 Simulator of contact maps
Input: L chromosome lengths in bp {li}1≤i≤L, resolution of the contact map in bp r (e.g. r = 32
kb), centromere positions θ
Return: the upper trans-contact blocks of a simulated contact map C at the resolution r bp.

choose the size of the peaks of interaction: sample σ2 from U(0.1, 10)
choose the intensity of interaction α to simulate the DNA population size: sample α from
U(J1, 1000K)
for each chromosome pair (i, j) do

define a block of interaction Cij of size ( lir ,
lj
r )

define the center of the peak (θi, θj)
apply Gaussian density N ((θi/r, θj/r), σ

2) to the pixels of the block Cij
multiply each pixel of Cij by the intensity factor α
add Gaussian noise up to 10% of the maximal value of Cij to mimic the rare contacts:
construct a random matrix Mij of size ( lir ,

lj
r ) where each pixel is sampled from

N (max(Cij)× 0.05, (max(Cij)× 0.05)2), then add Mij to Cij
end for
return a simulated contact map C at resolution r bp
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Figure 4: Hi-C map and our simulated map in the case of a small genome (resolution 32 kb).

Our simulator outputs contacts maps that present some dissimilarities with Hi-C maps. If we compute255

the row-based averaged Pearson correlation between Cref and C simulated from θref as in [16], we get256

a correlation of 0.18 in the case of 3 chromosomes and 0.12 in the case of 16 chromosomes, which is257

quite low.258

However, concerning the inference task, our simulator estimates the centromere positions θ nearly as259

well on synthetic data (Figure 5) as on Hi-C data (Figure 1).260
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Figure 5: Inference using ABC-
Pearson, ABC-CNN, and SBI-
CNN from synthetic data (a).
Color shades increase from light-
est to darkest across rounds. Den-
sities are estimated with the 5%
best θ according to the ABC cri-
terion or sampled from the flow.
We also report the mean Eu-
clidean distance between θ and
θref, computed over the 5% best-
performing samples in the top
right corner (b). The horizontal
dashed line stands for the resolu-
tion of the contact map C (in bp)
in the top right figure. Results
with data-driven summary statis-
tics approaches are uniformly bet-
ter even if all approaches have er-
rors smaller than the resolution of
the contact maps.
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C SMC-ABC261

C.1 With the metric Pearson correlation – ABC-Pearson262

One of the inference methods used is sequential ABC with the metric vector-based Pearson correlation263

averaged over all trans-contacts blocks.264

Algorithm 2 SMC-ABC based on Pearson correlation inspired from [17]
Input: T rounds, prior π, train set of size N , acceptance size M , perturbation kernel K =
N (., σ2Id) (σ = resolution (bp))
Return: θ ∼ p(θ|corr(C,Cref) ≥ ϵcorr)
round t = 0
- sample θn ∼ π, and Cn ∼ p(.|θn), n ∈ J1, NK
- compute corr(Cn, Cref) and keep the top 5% of {θn}n in terms of the highest correlation:
{θm,0,m ∈ J1,MK}
- compute weights {wm,0 = 1

M ,m ∈ J1,MK}
output round t = 0: {(θm,0, wm,0)}m∈J1,MK
for 0 < t < T do

round t
- from the previous accepted {θm,t−1}m∈J1,MK, sample {θ̄k, k ∈ J1,MK} from multinomial

M({θm,t−1}m, {wm,t−1}m) with replacement
- perturb N

M times the M samples θ̄k to have N samples θn

θn ← θ̄k + ϵ with ϵ ∼ N (0, σ2Id) for k = n mod M and n = 1, ..., N

- check that θn is in the prior bound otherwise, set θn ← θ̄k

- from this set {θn}n∈J1,NK, sample Cn ∼ p(.|θn), n ∈ J1, NK
- compute corr(Cn, Cref) and keep the top 5% of {θn}n in terms of the highest correlation:

{θm,t,m ∈ J1,MK}
- compute corresponding weights

wm,t =
π(θm,t)∑M

k=1 w
k,t−1K(θm,t; θk,t−1)

output round t: {(θm,t, wm,t)}m∈J1,MK
end for
return accepted samples θn ∼ p(θ|corr(Cn, Cref) ≥ ϵcorr)

When ϵcorr → 1, p(θ|corr(C,Cref) ≥ ϵcorr)→ p(θ|Cref).265
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C.2 With a summary statistic and the classical l2-norm – ABC-CNN266

The other ABC approach uses a pre-learned summary statistic Sϕ.267

Algorithm 3 ABC with learned summary statistic inspired from [11]
Input: (deep) neural network (DNN) Sϕ, threshold ϵ, Euclidean norm in Rn, simulator, prior p
Return: Samples θ from the estimated posterior density p(. | ∥Sϕ(C)− Sϕ(Cref)∥ ≤ ϵ)

Stage 1: learn the summary statistic Sϕ(.) s.t. Sϕ(C) ≈ E [θ|C]
generate a train set (θn, Cn) from p(θ)p(C|θ)
train a DNN Sϕ on this train set with the loss to minimize in ϕ

L̂DNN(ϕ) =
1

N

∑
1≤n≤N

∥Sϕ(Cn)− θn∥22

output Sϕ(.) s.t. Sϕ(C) ≈ E [θ|C]
Stage 2: run ABC with the learned summary statistic Sϕ and the criterion ∥Sϕ(C) −
Sϕ(Cref)∥ ≤ ϵ
return accepted samples θn ∼ p(. | ∥Sϕ(Cn)− Sϕ(Cref)∥ ≤ ϵ)

For Sϕ informative enough, and when ϵ→ 0,268

p(θ | ∥Sϕ(C)− Sϕ(Cref)∥ ≤ ϵ)→ p(θ|Sϕ(Cref)) ≈ p(θ|Cref).

D SNPE – SBI-CNN269

The last inference approach is SNPE based on normalizing flows and the pre-learned summary270

statistic Sϕ.271

It is a sequential method: in the first round, θ is drawn from an uninformative prior. From the next272

rounds, θ is drawn from a proposal: the posterior density estimated from the previous round. This273

way, θ is more informative about Cref and the inference is expected to be refined across rounds.274

Algorithm 4 SNPE inspired from [15] and [8]
Input: T rounds, posterior density estimator pψ , simulator, prior p, simulation budget N , observa-
tion Cref, pre-learned summary statistic Sϕ
Return: The estimated posterior density pψ(.|Sϕ(Cref))

for round t = 1, ..., T do
if t = 1 then pt = p
end if
for n = 1, ..., N do

sample θn ∼ pt
sample Cn ∼ p(.|θn)

end for
train the posterior estimator pψ on D = {(θn, Cn)}n with the loss to minimize in ψ

L̂NPE(ψ) = −
1

N

∑
1≤n≤N

log pψ(θ
n|Sϕ(Cn))

use pψ to construct the estimated posterior : pψ(.|Sϕ(Cref)).
define the proposal for the next round : pt(θ) = pψ(θ|Sϕ(Cref))

end for
return samples θn ∼ pψ(θ|Sϕ(Cref))
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E Small genome inference275

We work with the S. cerevisiae’s first three chromosomes. θ is directly inferred from the entire contact276

map Cref. We present a benchmark of metrics to assess the performance of the different inference277

methods : they evaluate both the proximity of the samples to θref and the closeness of the densities to278

the ‘true’ posterior δθref .279

(b
p
)

I II III

0 4 9 0 4 9 0 4 9

cb

a

Figure 6: We report the absolute error per dimension of θ between the mean computed over the 5% best-
performing samples and θref (a) as well as the Maximum Mean Discrepancy (MMD) (b) and the Wasserstein-2
distance (c) between p(θ|Cref) and δθref [9].

F Whole genome inference280

To reduce the dimension of the problem, we carry 16 parallel inferences: one per dimension of θ.281

Thus, we have 16 1D inference problems where the parameter θi is drawn from a Uniform prior282

whose range is the size of the chromosome i in bp. The simulator creates the ith row of trans-contact283

blocks of a contact map C (denoted Ci). All the inference methods target the posterior p(θi|Cref,i).284

We need also to learn 16 summary statistics {Sϕi
}i to project each row of trans-contact blocks Ci to285

θi.286

Sϕi is a CNN to capture the information of Ci followed by an MLP to project this information into287

θi. On the one hand, as the rows of trans-contact blocks Ci are quite similar, we choose a shared288

architecture for the CNN between chromosomes. On the other hand, each MLP depends on the size289

of each chromosome so a chromosome-specific architecture is thus needed for this part of the DNN.290

For the SBI method, we also need to learn 16 normalizing flows. As for the 3-chromosomes case, we291

choose a MAF as well as SNPE-C for the experiments.292
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Figure 7: We report the mean Euclidean distance between θ and θref (a), computed over the 5% best-performing
samples, the absolute error per dimension of θ between the mean θ computed over the 5% best-performing
samples and θref (b) as well as the MMD (c) and the Wasserstein-2 distance (d) between p(θ|Cref) and δθref . The
horizontal dotted line stands for the resolution of the contact map Cref (in bp) in the top figures.
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Answer: [Yes]297
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Guidelines:300
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the paper.302
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2. Limitations310

Question: Does the paper discuss the limitations of the work performed by the authors?311

Answer: [Yes]312
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ones. We also propose ideas for further improvements.314
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• The answer NA means that the paper has no limitation while the answer No means that the316

paper has limitations, but those are not discussed in the paper.317
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• The paper should point out any strong assumptions and how robust the results are to vi-319

olations of these assumptions (e.g., independence assumptions, noiseless settings, model320

well-specification, asymptotic approximations only holding locally). The authors should321

reflect on how these assumptions might be violated in practice and what the implications322

would be.323

• The authors should reflect on the scope of the claims made, e.g., if the approach was only324

tested on a few datasets or with a few runs. In general, empirical results often depend on325

implicit assumptions, which should be articulated.326

• The authors should reflect on the factors that influence the performance of the approach. For327

example, a facial recognition algorithm may perform poorly when image resolution is low or328
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• The authors should discuss the computational efficiency of the proposed algorithms and how331

they scale with dataset size.332

• If applicable, the authors should discuss possible limitations of their approach to address333

problems of privacy and fairness.334

• While the authors might fear that complete honesty about limitations might be used by335

reviewers as grounds for rejection, a worse outcome might be that reviewers discover336

limitations that aren’t acknowledged in the paper. The authors should use their best judgment337

and recognize that individual actions in favor of transparency play an important role in338

developing norms that preserve the integrity of the community. Reviewers will be specifically339

instructed to not penalize honesty concerning limitations.340

3. Theory assumptions and proofs341

Question: For each theoretical result, does the paper provide the full set of assumptions and a342

complete (and correct) proof?343

Answer: [NA]344
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Justification: There are no theoretical results in the paper, all theoretical results are taken from345

other papers (cited in the text) and applied in practice in this paper.346

Guidelines:347

• The answer NA means that the paper does not include theoretical results.348

• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.349

• All assumptions should be clearly stated or referenced in the statement of any theorems.350

• The proofs can either appear in the main paper or the supplemental material, but if they351

appear in the supplemental material, the authors are encouraged to provide a short proof352

sketch to provide intuition.353

• Inversely, any informal proof provided in the core of the paper should be complemented by354

formal proofs provided in appendix or supplemental material.355

• Theorems and Lemmas that the proof relies upon should be properly referenced.356

4. Experimental result reproducibility357

Question: Does the paper fully disclose all the information needed to reproduce the main358

experimental results of the paper to the extent that it affects the main claims and/or conclusions of359

the paper (regardless of whether the code and data are provided or not)?360

Answer: [Yes]361

Justification: All the algorithms as well as the simulator are described in the main text and detailed362

in appendices. Experimental details (hyper parameters, network architecture,...) are also provided363

for reproducibility.364
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• The answer NA means that the paper does not include experiments.366

• If the paper includes experiments, a No answer to this question will not be perceived well by367

the reviewers: Making the paper reproducible is important, regardless of whether the code368

and data are provided or not.369

• If the contribution is a dataset and/or model, the authors should describe the steps taken to370

make their results reproducible or verifiable.371

• Depending on the contribution, reproducibility can be accomplished in various ways. For372

example, if the contribution is a novel architecture, describing the architecture fully might373

suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary374

to either make it possible for others to replicate the model with the same dataset, or provide375

access to the model. In general. releasing code and data is often one good way to accomplish376

this, but reproducibility can also be provided via detailed instructions for how to replicate377

the results, access to a hosted model (e.g., in the case of a large language model), releasing378

of a model checkpoint, or other means that are appropriate to the research performed.379

• While NeurIPS does not require releasing code, the conference does require all submissions380

to provide some reasonable avenue for reproducibility, which may depend on the nature of381

the contribution. For example382

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to383

reproduce that algorithm.384

(b) If the contribution is primarily a new model architecture, the paper should describe the385

architecture clearly and fully.386

(c) If the contribution is a new model (e.g., a large language model), then there should either387

be a way to access this model for reproducing the results or a way to reproduce the model388

(e.g., with an open-source dataset or instructions for how to construct the dataset).389

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are390

welcome to describe the particular way they provide for reproducibility. In the case of391

closed-source models, it may be that access to the model is limited in some way (e.g.,392

to registered users), but it should be possible for other researchers to have some path to393

reproducing or verifying the results.394

5. Open access to data and code395

Question: Does the paper provide open access to the data and code, with sufficient instructions to396

faithfully reproduce the main experimental results, as described in supplemental material?397
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access the raw data, preprocessed data, intermediate data, and generated data, etc.411
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(if applicable).416

• Providing as much information as possible in supplemental material (appended to the paper)417
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how they were chosen, type of optimizer, etc.) necessary to understand the results?421

Answer: [Yes]422

Justification: The train set size as well as training details (optimizer, learning rate, acceptance423

rate,...) are provided either in the core of the paper or in appendices.424
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• The answer NA means that the paper does not include experiments.426

• The experimental setting should be presented in the core of the paper to a level of detail that427

is necessary to appreciate the results and make sense of them.428

• The full details can be provided either with the code, in appendix, or as supplemental429

material.430

7. Experiment statistical significance431

Question: Does the paper report error bars suitably and correctly defined or other appropriate432

information about the statistical significance of the experiments?433

Answer: [Yes]434

Justification: We provide a bench of metrics (based on the samples and on the distributions) to435

measure the performance of the inference methods.436
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• The answer NA means that the paper does not include experiments.438

• The authors should answer "Yes" if the results are accompanied by error bars, confidence439

intervals, or statistical significance tests, at least for the experiments that support the main440

claims of the paper.441

• The factors of variability that the error bars are capturing should be clearly stated (for442
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with given experimental conditions).444

• The method for calculating the error bars should be explained (closed form formula, call to a445
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• The assumptions made should be given (e.g., Normally distributed errors).447

• It should be clear whether the error bar is the standard deviation or the standard error of the448
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• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably450

report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality451

of errors is not verified.452

• For asymmetric distributions, the authors should be careful not to show in tables or figures453

symmetric error bars that would yield results that are out of range (e.g. negative error rates).454

• If error bars are reported in tables or plots, The authors should explain in the text how they455

were calculated and reference the corresponding figures or tables in the text.456

8. Experiments compute resources457

Question: For each experiment, does the paper provide sufficient information on the computer458

resources (type of compute workers, memory, time of execution) needed to reproduce the experi-459

ments?460

Answer: [Yes]461

Justification: We provide details about computer resources to run the inference methods.462

Guidelines:463

• The answer NA means that the paper does not include experiments.464

• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or465

cloud provider, including relevant memory and storage.466

• The paper should provide the amount of compute required for each of the individual experi-467

mental runs as well as estimate the total compute.468

• The paper should disclose whether the full research project required more compute than the469

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it470

into the paper).471

9. Code of ethics472

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS473

Code of Ethics https://neurips.cc/public/EthicsGuidelines?474

Answer: [Yes]475

Justification: The research is conform to the NeurIPS Code of Ethics.476

Guidelines:477

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.478

• If the authors answer No, they should explain the special circumstances that require a479

deviation from the Code of Ethics.480

• The authors should make sure to preserve anonymity (e.g., if there is a special consideration481

due to laws or regulations in their jurisdiction).482

10. Broader impacts483

Question: Does the paper discuss both potential positive societal impacts and negative societal484

impacts of the work performed?485

Answer: [Yes]486

Justification: We would like to render our inference approach more flexible, thus being adaptable487

to other species. This way, our work could have greater impact.488

Guidelines:489

• The answer NA means that there is no societal impact of the work performed.490

• If the authors answer NA or No, they should explain why their work has no societal impact491

or why the paper does not address societal impact.492

• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,493

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-494

ment of technologies that could make decisions that unfairly impact specific groups), privacy495
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out that an improvement in the quality of generative models could be used to generate500
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deepfakes for disinformation. On the other hand, it is not needed to point out that a generic501

algorithm for optimizing neural networks could enable people to train models that generate502

Deepfakes faster.503

• The authors should consider possible harms that could arise when the technology is being504

used as intended and functioning correctly, harms that could arise when the technology is505

being used as intended but gives incorrect results, and harms following from (intentional or506

unintentional) misuse of the technology.507

• If there are negative societal impacts, the authors could also discuss possible mitigation508
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11. Safeguards512

Question: Does the paper describe safeguards that have been put in place for responsible release513

of data or models that have a high risk for misuse (e.g., pretrained language models, image514

generators, or scraped datasets)?515

Answer: [NA]516

Justification: We do not manipulate models with high risk. We designed a simplified simulator517

that we use and the biological data used as reference are open access.518
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• The answer NA means that the paper poses no such risks.520

• Released models that have a high risk for misuse or dual-use should be released with521

necessary safeguards to allow for controlled use of the model, for example by requiring that522

users adhere to usage guidelines or restrictions to access the model or implementing safety523

filters.524

• Datasets that have been scraped from the Internet could pose safety risks. The authors should525

describe how they avoided releasing unsafe images.526

• We recognize that providing effective safeguards is challenging, and many papers do not527

require this, but we encourage authors to take this into account and make a best faith effort.528

12. Licenses for existing assets529

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the530

paper, properly credited and are the license and terms of use explicitly mentioned and properly531

respected?532

Answer: [Yes]533

Justification: We use our custom-designed simplified simulator, and the algorithm for the inference534

are either implemented by ourself or open source.535

Guidelines:536

• The answer NA means that the paper does not use existing assets.537

• The authors should cite the original paper that produced the code package or dataset.538

• The authors should state which version of the asset is used and, if possible, include a URL.539

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.540

• For scraped data from a particular source (e.g., website), the copyright and terms of service541
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• For existing datasets that are re-packaged, both the original license and the license of the546
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• If this information is not available online, the authors are encouraged to reach out to the548

asset’s creators.549

13. New assets550

Question: Are new assets introduced in the paper well documented and is the documentation551

provided alongside the assets?552
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Answer: [Yes]553

Justification: We detail the experiments done as well as the data used.554
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used.561
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details about compensation (if any)?567

Answer: [NA]568

Justification: We only use open source or hand-written data/code.569
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human subjects.572
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of the paper involves human subjects, then as much detail as possible should be included in574

the main paper.575

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or576

other labor should be paid at least the minimum wage in the country of the data collector.577

15. Institutional review board (IRB) approvals or equivalent for research with human subjects578

Question: Does the paper describe potential risks incurred by study participants, whether such579

risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals580

(or an equivalent approval/review based on the requirements of your country or institution) were581

obtained?582

Answer: [NA]583

Justification: We do not need participants for our experiments.584
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• The answer NA means that the paper does not involve crowdsourcing nor research with586

human subjects.587

• Depending on the country in which research is conducted, IRB approval (or equivalent) may588

be required for any human subjects research. If you obtained IRB approval, you should589

clearly state this in the paper.590

• We recognize that the procedures for this may vary significantly between institutions and591

locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines592

for their institution.593

• For initial submissions, do not include any information that would break anonymity (if594

applicable), such as the institution conducting the review.595

16. Declaration of LLM usage596

Question: Does the paper describe the usage of LLMs if it is an important, original, or non-597

standard component of the core methods in this research? Note that if the LLM is used only for598

writing, editing, or formatting purposes and does not impact the core methodology, scientific599

rigorousness, or originality of the research, declaration is not required.600
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Justification: We do not use LLMs to find ideas or methods for our research.602

Guidelines:603
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• The answer NA means that the core method development in this research does not involve604

LLMs as any important, original, or non-standard components.605

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for606

what should or should not be described.607
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