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Abstract001

With the rise in biomedical research and the002
increasing risk of misinformation, ensuring the003
accuracy of claims about treatment effective-004
ness is critical, as inaccuracies can significantly005
affect patient care and treatment decisions. In006
this work, we introduce the Chain of Evidential007
Natural Language Inference(CoENLI) frame-008
work that leverages large language models009
(LLMs) to enhance natural language inference010
in biomedical claim verification. The task in-011
volves determining the entailment relationship012
between a claim and evidence derived from013
medical studies or clinical trial reports (CTRs).014
CoENLI enhances the ability of LLMs to pro-015
cess complex contexts and make logical infer-016
ences through a structured reasoning frame-017
work, comprising four clearly defined steps:018
semantic grounding, evidence-based evalua-019
tion, logical conclusion, and relation predic-020
tion. Our experimental results demonstrate that,021
through structured, human-like deductive rea-022
soning, small-scale LLMs can exhibit biomed-023
ical expertise and achieve high accuracy in024
biomedical claim verification.025

1 Introduction026

Natural language inference (NLI) tasks typically027

involve determining whether or not a given hypoth-028

esis is entailed with respect to a premise (Bowman029

et al., 2015). An NLI system labels the logical030

relationship between the premise and hypothesis031

(e.g., Entailment, Contradiction, or Neutral). To032

enhance transparency and trustworthiness, the sys-033

tem should also provide an explanation in the form034

of specific evidence (rationales) that justify its de-035

cision (Camburu et al., 2018). In the scientific and036

medical domains, NLI is used to assist clinicians037

and researchers by automatically verifying claims038

against evidence from clinical trial data or medi-039

cal literature. This task is particularly challenging040

for models, as they must process long and com-041

plex documents while also comprehending domain-042

specific terminology to accurately assess the claims. 043

(Romanov and Shivade, 2018; Wadden et al., 2020; 044

Jullien et al., 2023). The NLI4CT challenges (Jul- 045

lien et al., 2023, 2024) highlight the significant 046

difficulties of applying NLI to validate statements 047

(hypotheses) related to clinical trial reports (CTRs), 048

which requires more than simple textual analysis 049

(see example in Figure 1). For clarity, in this paper, 050

we will use "claim" and "statement" interchange- 051

ably to refer to the hypothesis within the context 052

of NLI for biomedical claim verification, as differ- 053

ent benchmarks employ vary conventions for these 054

terms.

Figure 1: An example from NLI4CT dataset (Jullien
et al., 2023). Left: a pair of statement and the adverse
event section of a clinical trial data (premise). Right: an
illustration of understanding the key terms and reason-
ing capabilities required to infer the logical relationship
between the statement and the premise.

055

Specifically, it requires a deep understanding 056

of medical and scientific knowledge to interpret 057

implicit data points beyond simple text matching. 058

Clinical trial data often contain complex statistical 059

information and precise measurements that must 060

be interpreted accurately to avoid errors in claim 061

verification. The challenges for an NLI system 062

to determine whether the statement is supported 063

(entailed) by the provided clinical trial section, in- 064

clude understanding biomedical terminology and 065

applying multi-hop reasoning to draw connections 066

that are not immediately obvious. Large language 067
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Figure 2: CoENLI framework for biomedical claim verification. The framework begins with Semantic Grounding
and Evidence-based Evaluation steps, which help interpret key terms and assess each piece of claim against
identified relevant data points. These steps activate specific semantic space in LLMs associated with the biomedical
knowledge and logical patterns necessary for addressing the current inference task.

models (LLMs) offer promising potential to ad-068

dress these challenges. Recent research has shown069

that the reasoning capability of (LLMs) depends070

on two key factors: the size of the model and the071

appropriateness of the prompts provided for spe-072

cific tasks (Huang and Chang, 2022; Qiao et al.,073

2022; Xia et al., 2024). In particular, Chain-of-074

Thought (CoT) strategies (Wei et al., 2022), which075

provide exemplars of clear, step-by-step reason-076

ing processes have demonstrated impressive per-077

formance in guiding LLMs to complete various078

reasoning tasks. Kojima et al. (2022) demonstrated079

that zero-shot CoT prompting with the prompt of080

"Let’s think step by step. " instead of examples.081

Breaking down complex reasoning tasks into sim-082

pler steps can be useful, Zhou et al. (2022) noted083

that decomposition prompts require task-specific084

design for optimal performance.085

In this work, we introduce a chain of evidential086

natural language inference (CoENLI) framework087

that breaks down the NLI process for biomedical088

claim verification into sequential stages to enhance089

the zero-shot reasoning capabilities of LLMs (see090

illustration in Figure 2). In particular, we aim to091

address the challenges posed by the need for do-092

main expertise and the extensive length of medical093

documents, as well as the demand for the reliabil-094

ity. We explain the CoENLI framework in more 095

detail in Section 2. CoENLI reasoning frame- 096

work offers a structured, interpretable deductive 097

reasoning process and achieves improved perfor- 098

mance by breaking down complex inferences into 099

manageable steps. In our experiments, we specifi- 100

cally investigate the improvement obtained in both 101

lightweight LLMs (from 3.6 to 14 billion parame- 102

ters at most) and GPT3.5 and GPT4o-mini models 103

() compared to two baselines. All investigated mod- 104

els show a significant improvement over standard 105

CoT method, achieving approximately 10% perfor- 106

mance improvement compared to baselines. No- 107

tably, CoENLI incorporating GPT4o-mini model 108

shows the best zero-shot F1 scores for logical rela- 109

tion prediction across all evaluation datasets. Our 110

key contributions can be summarized into: 111

• We propose a CoENLI framework that ex- 112

tends the zero-shot CoT methodology and 113

aims to address complex reasoning tasks like 114

biomedical claim verification. 115

• We demonstrate how combining our CoENLI 116

framework and supervised fine-tuning (SFT) 117

significantly enhances the performances of 118

lightweight LLMs in tackling the reasoning 119

tasks. 120
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The code for reproduce our experiments is available121

in the GitHub repository .122

2 Approach123

Task Definition We frame the NLI task in the124

biomedical domain as a binary classification prob-125

lem, where an NLI system based on LLMs deter-126

mines whether a statement or claim (C) logically127

follows from the premise (P ) provided in clinical128

trial or scientific study data. For automatic perfor-129

mance evaluation, the final output of the system is130

a prediction of the logical relationship between C131

and P . Let’s denote:132

f(C,P ) =


Entailment if C logically follows

from P ;
Contradiction otherwise

(1)133

The binary prediction accuracy provides a134

straightforward measure of the LLMs’ reasoning135

capabilities. For solving the task, our first base-136

line utilizes a straightforward prompt template (see137

Figure 3), as proposed by Jullien et al. (2024).138

Prompt template

"Given a section of 2 clinical
trial descriptions and a statement,
determine whether the statement
logically follows from the sections.
If the statement logically follows
from the sections, you need to
return ’Entailment’. If the
statement does not logically follow
from the sections, you need to
return ’Contradiction’. The output
should be a single word <Entailment>
or <Contradiction>.
"Statement: " + Statement
"Primary Trial: " + Primary CTR text
"Secondary Trial: " + Secondary CTR
text

Figure 3: A simple prompt template for producing a
one word logical relation prediction for NLI4CT task
(Jullien et al., 2024).

Metrics For evaluating the performance of LLMs139

in our task, we employ the F1-score as the key140

evaluation metric for binary classification results.141

F1 = 2 · Precision · Recall
Precision + Recall

142

Zero-shot Chain-of-Thought (CoT) Intermedi-143

ate steps are useful for increasing grounded con-144

text and intermediate steps also increase the re-145

liability of model generations (Yu, 2023). Stan-146

dard CoT is a prompting methodology guiding147

LLMs to handle reasoning tasks by mimicking the 148

thoughts of solving example tasks demonstrated in 149

prompts (Brown, 2020; Wei et al., 2022). In our 150

cases, providing multiple human-annotated exam- 151

ples in prompts is impractical due to the length of 152

input documents, which can individually exceed 153

5,000 tokens. Adding examples along with model- 154

generated responses for intermediate steps would 155

exceed the model’s input limits and introduce noise 156

to harm performance. As another baseline, we inte- 157

grate the zero-shot CoT consisting of two steps, as 158

suggested in Kojima et al. (2022) In the first step, 159

the model is prompted with an instruction phrase 160

"think step by step" instead of examples to generate 161

a CoT response that leads to a solution. In the sec- 162

ond step, the response from the first step is used to 163

prompt the model to produce an output. Based on 164

the task-specific prompt template as shown in Fig- 165

ure 3), our zero-shot CoT consisting of two stages 166

with the following instructive prompts: 167

1. Stage: ’Determine whether the statement logi- 168

cally follows from the sections step by step.’. 169

2. Stage: Including the response generated in 170

the first stage followed by the remaining part 171

of the prompt template, e.g. ’If the statement 172

...The output should be a single word <Entail- 173

ment> or <Contradiction>.’. 174

Chain of Evidential Natural Langauge Inference 175

(CoENLI) In the zero-shot CoT setting, LLMs 176

first generate rationals before jumping into the log- 177

ical conclusion. While this can be effective in sim- 178

pler context, we recognize the following limita- 179

tions of standard CoT analysis in the biomedical 180

claim verification tasks, especially with lightweight 181

LLMs. 182

• Lack of co-reference resolution of terms or 183

abbreviations between statement and premise 184

data, leading to misinterpretation of key terms 185

in the reasoning process. 186

• Zero-shot CoT results in shallow analysis 187

without addressing each relevant factual de- 188

tail in the premise (see examples of different 189

models in Appendix A). 190

The textual evaluation process can vary signifi- 191

cantly depending on the specific context, with dif- 192

ferent focuses for each statement to be verified. For 193

example, one statement may emphasize assessing 194

the inclusion criteria for the primary trial, while an- 195

other may concentrate on verifying the number of 196
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adverse events stated in the outcome section of the197

report. To address the need for a deeper understand-198

ing of biomedical terminology and diverse reason-199

ing patterns, we draw inspiration from previous re-200

search. Lei et al. (2023) addresses ungrounded mis-201

information in language model outputs by checking202

for factual inconsistencies between model genera-203

tion and source documents at the sentence and en-204

tity levels within a chain of NLI framework. Zhou205

et al. (2022) involves breaking down complex prob-206

lems into a series of simpler sub-problems, with207

the final problem being addressed depending on the208

responses to earlier sub-problems, and has proved209

generalization across different tasks. We propose a210

CoENLI framework with four sequential steps to211

improve vague reasoning of standard CoT method212

(see Figure 2). Below, we explain each stage in213

more detail.214

• Semantic Grounding: In the first step, the215

model only receives the statement and a tar-216

geted prompt instructing the model to inter-217

pret the medical terminology and complex218

biomedical concepts within the statement, e.g.219

"Interpret the key terms in the statement based220

on biomedical knowledge. ". This step serves221

to activate relevant domain knowledge and222

establish a semantic context for associating223

relevant information in later stages.224

• Evidence-Based Evaluation: After under-225

standing the statement, the model is presented226

with the premise data in the second step, such227

as original text from a clinical trial or med-228

ical study. The model is instructed to iden-229

tify the relevant data points as evidence from230

the source compared to the information in the231

statement. Thus, the model focuses on verify-232

ing the truth of the statement by identifying233

the relevant evidence and performing com-234

parative analysis. This analysis may involve235

numerical reasoning or biomedical reasoning,236

depending on the understanding of seman-237

tic context of each instance in the previous238

and current steps. Example instruction at this239

stage include: "1. Identify the relevant data240

points. 2. Evaluate each piece of information241

in the statement against these data points.".242

The response generated in this stage serves as243

the basic for logical deduction in the subse-244

quent inference stages.245

• Logical Conclusion: LLMs likely draw con-246

clusions in the evaluation step. However, 247

these conclusions often lack task-specific fo- 248

cus and lead to diverse outputs. Therefore, 249

the logical conclusion step builds on the ten- 250

dency of LLMs to generate conclusions in 251

their response but explicitly guides the mod- 252

els to focus on deducing logical relationship. 253

For instance, we provide the following prompt 254

in the third step: "Conclude the evidence and 255

determine whether the statement logically fol- 256

lows from the clinical trial data." . This step 257

refines the conclusion of the evaluation and 258

steers the generation from broad analyzing to 259

explicitly addressing the task of determining 260

the logical relationship. 261

• Relation Prediction: The final step encapsu- 262

lates the model’s reasoning path in a single 263

relation prediction in natural words, e.g. "En- 264

tailment" or "Contradiction" as it is shown in 265

the prompt template( Figure 3). This relation- 266

ship prediction provides a concise outcome, 267

enabling effective evaluation with automated 268

metrics calculation. 269

By breaking down the biomedical claim verifica- 270

tion task into well-defined steps and emphasizing 271

semantic grounding and evidence-based evalua- 272

tion prior to performing logical inference, CoENLI 273

aims to enable LLMs to focus on a specific task 274

at each step, reducing ambiguity and increasing 275

accuracy. 276

3 Experiments 277

Our experiments aim to address the main research 278

question: 279

• How effectively does the CoENLI framework 280

enhance the performance of LLMs in com- 281

plex numerical and domain-specific reasoning 282

tasks, particularly in biomedical claim verifi- 283

cation? 284

Datasets Our primary evaluation task in this 285

work is NLI4CT (Jullien et al., 2024), which 286

presents challenges in numerical and domain- 287

specific knowledge reasoning, as illustrated in Fig- 288

ure 1. Additionally, we assess the generalization 289

capabilities using two related benchmarks: SciFact 290

(Wadden et al., 2020) and HealthVer (Sarrouti 291

et al., 2021). Both SciFact and HealthVer were 292

designed as NLI tasks. While the claims in SciFact 293

are written by human experts given scientific study 294
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abstracts of focusing medical research, the claims295

of HealthVer are directly extracted from studies.296

The premises in both datasets consist of evidence297

sentences extracted from relevant studies, requiring298

models to assign a relation label—Support or Re-299

fute—between input claims and the sentence-level300

premises. Wadden et al. (2022) highlighted the lim-301

itations of relying solely on sentence-level premises302

for scientific claim verification and demonstrated303

the advantages of incorporating document-level304

premises. For our experiments, we use the versions305

of SciFact and HealthVer provided by Wadden306

et al. (2022), which link each claim-premise pair307

to its relevant study source. To align with our task308

definition, we exclude the negative samples where309

the studies lack sufficient information to determine310

whether the claims are Entailed or Contradicted.311

Furthermore, we omit experiments involving the312

CovidFact (Saakyan et al., 2021) dataset due to313

the issues with noisy claims, including ungrammat-314

ical statements or claims unrelated to the provided315

sources (Wadden et al., 2022). Table 1 summarizes316

the instance distribution for each relation class ap-317

plied in our evaluation.

Dataset Entailment/Support Contradiction
NLI4CT(test set) 250 250
SciFact (dev set) 216 122
HealthVer (test set) 503 308

Table 1: Number of instances in three different datasets
for zero-shot experiments. SciFact’s test set withholds
ground truth labels for leaderboard submissions, here
we use its dev set as substitute.

Model Version Context Window Parameters

GPT3.5 gpt-3.5-turbo-0125 16K 175B
GPT4o-mini gpt-4o-mini-2024-07-18 128K ?

Phi3.5-3.6B Phi-3.5-mini-instruct 128K 3.6B
Mistral-7b mistral-7b-instruct-v0.3 32K 7B
Llama3.1-8B Meta-Llama-3.1-8B-Instruct 128K 8B
Gemma2-9B gemma-2-9b-bnb-it 8K 9B
Mistral-12B Mistral-Nemo-Instruct-2407 1024K 12B
Phi3-14B Phi-3-medium-4k-instruct 4K 14B

Table 2: List of low-cost GPT models and lightweight
open-source LLMs used in our experiments, and a com-
parison of model size and initial context window length.
The model size of the open source LLMs is limited to
14 billion parameters. All models are the instruct fine-
tuned version.

318

Models Considering computational constraints,319

our experiments focus on small-scale LLMs to ex-320

plore cost-effective solutions without compromis-321

ing performance. We employ instruction-tuned322

(Ouyang et al., 2022) lightweight open-source323

LLMs (Phi et al., 2024; Jiang et al., 2023; Team 324

et al., 2024; Dubey et al., 2024) that are compati- 325

ble with the FastLanguageModel Modules of un- 326

sloth.ai (Unsloth, 2024) for faster running and fine- 327

tuning with LoRA method (Hu et al., 2021) on a 328

single NVIDIA A100–80GB GPU. Table 2 provides 329

the version information about the models utilized 330

in our experiments, including comparisons with 331

two low-cost GPT models (OpenAI, 2024). 332

Data Augmentation for Supervised Fine-Tuning 333

While CoENLI can enhance the performance of 334

LLMs in logical inference, a significant perfor- 335

mance gap still exists between larger and smaller 336

LLMs. The limitations of smaller models include 337

difficulties in producing responses with the cor- 338

rect format and challenges in controlling response 339

length (Ding et al., 2023). The second research 340

question in our experiments is: 341

• Can supervised fine-tuning with GPT4o-mini 342

generated samples within the CoENLI frame- 343

work improve the reliability and consistency 344

of the output of the small-scale LLMs? 345

To fine-tune small-scale LLMs, high-quality train- 346

ing examples are essential. The zero-shot perfor- 347

mance of the GPT4o-mini model demonstrates its 348

potentials to generate such data without human- 349

written inference examples (Gilardi et al., 2023). 350

We employ GPT4o-mini to generates examples us- 351

ing the NLI4CT training set. During this process, a 352

refinement step is required in the evidence-based 353

evaluation stage: if the model’s initial output devi- 354

ates from the human-annotated label, e.g. predict- 355

ing a Contradiction when the correct label is Entail- 356

ment, the model is prompted to refine its reasoning 357

to reach the correct logical conclusion. Prediction 358

accuracy is then assessed to ensure the quality of 359

the augmented data (see Table 3).

Class Precision Recall F1-Score Support

Entailment 0.99 0.97 0.98 850
Contradiction 0.97 0.99 0.98 850

Accuracy 0.98 1700
Macro Average 0.98 0.98 0.98 1700
Weighted Average 0.98 0.98 0.98 1700

Table 3: Quality control of the augmented instruction-
response pairs with GPT4o-mini on the classification
results of 1,700 samples from the NLI4CT train set.

360
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Model NLI4CT SciFact HealthVer

Simple 2-Stage CoENLI Simple 2-Stage CoENLI Simple 2-Stage CoENLI

GPT3.5 0.52 ± 0.01 0.53 ± 0.00 0.75 ± 0.01 0.51 ± 0.03 0.76 ± 0.00 0.86 ± 0.00 0.51 ± 0.01 0.60 ± 0.01 0.74 ± 0.02
GPT4o-mini 0.67 ± 0.01 0.77 ± 0.02 0.86 ± 0.01 0.83 ± 0.01 0.88 ± 0.00 0.94 ± 0.01 0.69 ± 0.02 0.72 ± 0.01 0.77 ± 0.02

Phi3.5-3.6B 0.53 ± 0.00 0.61 ± 0.01 0.66 ± 0.02 0.51 ± 0.01 0.70 ± 0.03 0.80 ± 0.02 0.51 ± 0.01 0.70 ± 0.01 0.72 ± 0.01
Mistral-7B 0.55 ± 0.01 0.59 ± 0.02 0.69 ± 0.00 0.50 ± 0.02 0.72 ± 0.02 0.80 ± 0.02 0.44 ± 0.02 0.70 ± 0.00 0.72 ± 0.02
Llama3.1-8B 0.47 ± 0.00 0.54 ± 0.01 0.67 ± 0.02 0.53 ± 0.02 0.80 ± 0.01 0.84 ± 0.05 0.44 ± 0.02 0.70 ± 0.00 0.72 ± 0.01
Gemma2-9B 0.63 ± 0.00 0.67 ± 0.03 0.75 ± 0.03 0.57 ± 0.01 0.73 ± 0.00 0.86 ± 0.02 0.65 ± 0.02 0.70 ± 0.02 0.74 ± 0.01
Mistral-12B 0.55 ± 0.00 0.65 ± 0.01 0.75 ± 0.01 0.65 ± 0.01 0.83 ± 0.00 0.87 ± 0.02 0.50 ± 0.02 0.72 ± 0.00 0.74 ± 0.01
Phi3-14B 0.62 ± 0.01 0.64 ± 0.00 0.75 ± 0.02 0.76 ± 0.03 0.80 ± 0.01 0.88 ± 0.02 0.68 ± 0.02 0.72 ± 0.01 0.75 ± 0.01

Table 4: F1 Scores (mean ± standard deviation) for three benchmarks in zero-shot scenario. We compare the
performance across the cost-effective GPT models and open sourced lightweight LLMs. In our evaluations, the F1
scores are computed using the scikit-learn library1, ensuring reliable calculation across experiments.

4 Results361

4.1 Zero-Shot Results362

Our results in Table 4 demonstrate significant363

improvements in the performance of both cost-364

effective commercial models and small-scale365

LLMs when leveraging CoENLI framework, com-366

pared to the simple prompt template and zero-shot367

CoT baselines. These improvements highlight the368

effectiveness of integrating structured reasoning369

with clear instructions of subtasks for enhancing370

smaller models in complex reasoning tasks like371

biomedical claim verification.372

Ablation The CoENLI framework starts with se-373

mantic grounding, where the model interprets the374

main claim and key terms in the statement. Without375

this initial step, the comparative analysis process376

at the evidence-based evaluation stage, which in-377

volves "identifying relevant data points and evalu-378

ating the information in the statement against these379

data points", likely results in reasoning paths that380

are less coherent. The ablation results in Figure 4381

demonstrate that the absence of semantic ground-382

ing can hinder the accuracy of LLMs in claim veri-383

fication.

Figure 4: Without semantic grounding, it likely results
in degraded performance compared to the complete Co-
ENLI framework.

4.2 Supervised Fine-Tuning Results 384

Figure 5 shows that supervised fine-tuning (SFT) 385

with a small number of examples significantly im- 386

proves F1-scores for lightweight LLMs, with per- 387

formance further increasing as the number of train- 388

ing instances grows. Notably, Llama3.1-8B ex- 389

hibits the largest performance gains, benefiting the 390

most from the fine-tuning process. 391

Figure 5: F1-scores of various lightweight LLM mod-
els with increasing numbers of SFT instances from
NLI4CT train set.

Table 5 presents the generalization performance 392

of lightweight models fine-tuned with NLI4CT 393

samples, evaluated on the related tasks. 394

Model SciFact HealthVer

zero-shot SFT∗ zero-shot SFT∗

Phi3.5-3.6B 0.80 0.85 0.72 0.74
Mistral-7B 0.80 0.87 0.72 0.74
Llama3.1-8B 0.84 0.89 0.72 0.74
Gemma2-9B 0.86 0.90 0.74 0.75
Mistral-12B 0.87 0.88 0.74 0.75
Phi3-14B 0.88 0.90 0.75 0.77

Table 5: A comparison of F1 Scores (mean) for related
tasks in zero-shot scenario and SFT(SFT∗ only with
NLI4CT training samples).
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We observe that SFT significantly advantages395

the quality of evidence-based evaluation within396

CoENLI, which is the primary contributor to the397

improved results. See some example responses of398

the small-scale models in zero-shot setting and after399

SFT in Appendix from table 10 to 15. Moreover,400

SFT improves task-specific control by ensuring401

adherence to specific instructions and maintaining a402

consistent response format, such as JSON, thereby403

enhancing the LLM’s reliability not only for in-404

domain task - NLI4CT, but also the related tasks:405

SciFact and HealthVer.406

5 Discussion407

Incorporation of GPT4o-mini CoENLI high-408

lights the importance of evidential evaluation in409

biomedical claim verification tasks. As shown410

in Figure 5, fine-tuning lightweight LLMs with411

samples augmented by GPT4o-mini significantly412

improves their performance on the NLI4CT task.413

Similarly, Table 6 demonstrates the positive impact414

of incorporating GPT4o-mini’s responses during415

the evidence-based evaluation stage within the Co-416

ENLI framework. These findings indicate that417

leveraging GPT4o-mini’s robust reasoning capa-418

bilities enhances the evidential evaluation process,419

enabling smaller LLMs to generate more accurate420

outputs. Whether to fine-tune lightweight LLMs421

with GPT4o-mini generated data or to integrate422

GPT4o-mini’s evaluations directly into the Co-423

ENLI pipeline depends on the specific require-424

ments, computational constraints, and operational425

objectives of the application.426

GPT4o-mini in 2.Stage SFT∗

Phi3-3.6B 0.80 0.77
Mistral-7B 0.84 0.76
Llama3.1-8B 0.84 0.80
Gemma2-9B 0.84 0.80
Mistral-12B 0.84 0.82
Phi3-14B 0.85 0.82

Table 6: SFT∗ are the results of each lightweight models
fine-tuned within the CoENLI framework using GPT4o-
mini generated training samples.

Divergence in LLM-generated Conclusions in427

Biomedical Claim Verification Jullien et al.428

(2023) conducted a human evaluation on 100 ran-429

domly sampled test instances from the NLI4CT430

task, where three experts achieved an average ac-431

curacy of 85% relative to the gold labels, with a432

Cohen’s kappa of 0.83. This substantial yet im-433

perfect inter-annotator agreement underscores the 434

inherent variability in human judgments. Such dis- 435

agreements often reflect the diversity in user prefer- 436

ences and priorities, highlighting the challenge of 437

aligning model outputs with a universally accepted 438

perspective. For example, as shown in Table 7, we 439

observed two opposite logical conclusions: con- 440

tradiction and entailment, produced by different 441

LLMs for the same verification sample within the 442

CoENLI framework illustrated in Figure 2. De- 443

spite being instructed and exposed to the same eval- 444

uation results, these models arrived at divergent 445

conclusions. This highlights the necessity of fur- 446

ther preference fine-tuning to better align model 447

judgments with user intent (Ouyang et al., 2022; 448

Rafailov et al., 2024).

Logical Conclusion
While it is true that the placebo group had a higher incidence
of emesis compared to the Aprepitant group, the claim that the
placebo group was "twice as likely" to experience emesis is mis-
leading. The actual ratio of emesis incidence between the two
groups is approximately 2.14 times (75% divided by 35%), which
does not equate to a simple doubling.
Therefore, the statement is not fully accurate as it oversimplifies
the comparative risk and does not reflect the nuanced findings of
the trial data.
Relation Prediction: Contradiction
The data indicates that patients receiving the placebo intervention
were approximately 2.14 times more likely to experience emesis
compared to those receiving Aprepitant.
Therefore, the statement that "Patients receiving the placebo in-
tervention in the primary trial were twice as likely to experience
emesis as patients receiving Aprepitant" can be inferred from the
provided data, confirming its validity.
Relation Prediction: Entailment

Table 7: Divergent conclusions and corresponding logi-
cal relation predictions generated by different LLMs for
the same dvaluation task.

449

6 Related Work 450

Leveraging massive amounts of training data and 451

billions of parameters, LLMs have demonstrated 452

enhanced performance in various reasoning tasks 453

across multiple domains, particularly when employ- 454

ing the Chain-of-Thought (CoT) prompting method 455

(Kojima et al., 2022; Wei et al., 2022). However, 456

their performance can vary depending on the com- 457

plexity of the task and form of reasoning (Huang 458

and Chang, 2023). The evolution of CoT and CoX 459

methodologies (Zhou et al., 2022; Yao et al., 2023; 460

Zhao et al., 2023; Zhang et al., 2024; Xia et al., 461

2024) underscores the importance of thought de- 462

composition and structured reasoning frameworks 463

in improving both the accuracy and interpretability 464

of LLM outputs. In particular, the intermediate 465

7



steps of CoT can make the model’s output easier466

to interpret and evaluate (Yu et al., 2023), which467

is valuable for tasks requiring high accountability,468

such as biomedical claim verification. Moreover,469

Wang et al. (2022) proposed the self-consistency470

method, which enhances the reliability of the re-471

sults by sampling diverse CoT generations for each472

sample and selecting the most consistent conclu-473

sions among them. Weng et al. (2022) introduced474

backward verification to complement forward CoT475

reasoning, allowing self-verification of conclusions476

derived from different CoT paths to identify the477

most accurate CoT generations for specific tasks.478

In various NLP tasks, pre-trained language mod-479

els are effectively applied to medical text pro-480

cessing, ranging from transfer learning in sum-481

marizing radiology reports (Liang et al., 2022)482

to cross-domain medical information extraction483

(Liang et al., 2023) and active learning in biomed-484

ical relation extraction (Liang et al., 2024). (Liu485

et al., 2024) demonstrated the potential of auto-486

mated verification of scientific claims with LLMs487

using retrieval-augmented strategies that exploit488

open resources such as PubMed. More recent stud-489

ies have explored the potential applications of pre-490

trained language models in clinical practice, such491

as building clinical entity extraction system without492

in-domain training data (Liang and Sonntag, 2024),493

real-time radiology reporting (Elkassem and Smith,494

2023; Jeblick et al., 2024) with LLMs. (Datta et al.,495

2024) leveraged LLMs for automatic eligibility cri-496

teria from free text clinical trial protocol to facili-497

tate trial enrollment and evaluation.(Sivarajkumar498

et al., 2024) highlighted the effectiveness of differ-499

ent prompting strategies, including zero-shot and500

few-shot, for clinical information extraction, while501

(Tang et al., 2023) found that LLMs still struggle502

to summarize medical evidence in longer textual503

contexts by evaluating LLM-generated summaries504

focused on six clinical domains.505

Moreover, LLMs have been shown to enhance506

the diagnostic accuracy of general radiologists in507

cardiac imaging, highlighting their value as a diag-508

nostic support tool (Cesur et al., 2024). Rao et al.509

(2023) also underscored the potential of LLMs510

to assist healthcare professionals in diagnostic511

decision-making. Studies from Benary et al. (2023)512

suggest that LLMs are not yet suitable for routine513

use in personalized clinical decision-making in on-514

cology, they show promise as a complementary515

tool, such as selecting relevant biomedical litera-516

ture to support evidence-based, personalized treat-517

ment decisions and offering unique strategies not 518

identified by experts. However, further research is 519

necessary to evaluate their integration into clinical 520

workflows effectively (Verlingue et al., 2024). 521

7 Conclusion 522

In summary, our approach structures the complex 523

NLI process into a sequential framework. The pro- 524

cess begins with semantic grounding, where the 525

model activates contextual understanding based on 526

the statement to be verified. Next, the model iden- 527

tifies the relevant evidence from the premise data, 528

where the model compares the information in the 529

statement with the extracted evidence. After this 530

evaluation, the model is asked to draw a conclu- 531

sion and predict the logical relationship between 532

the statement and the evidence. In the context of 533

validating biomedical claims based on long and 534

nuanced documents, the semantic grounding and 535

evidence-based evaluation steps help LLMs per- 536

form subtasks with greater precision in contrast 537

to the abstract nature of logical relationship pre- 538

diction. Hence, these steps ensure contextually 539

grounded outputs, enhancing the clarity, coherence, 540

and accuracy of language inferences. 541

Future work While LLMs demonstrate signifi- 542

cant improvements in generating evaluations within 543

CoENLI and after SFT, the degree of autonomy 544

granted to these models should align with spe- 545

cific user preferences and the application domain. 546

In high-stakes areas such as medical decision- 547

making, allowing LLMs to make decisions raises 548

critical concerns about accountability and trustwor- 549

thiness (Elkassem and Smith, 2023; Jeblick et al., 550

2024). These models should provide transparent 551

reasoning and clear evidence, enabling users to un- 552

derstand how conclusions are reached. By doing 553

so, CoENLI can empower users to make informed 554

decisions while maintaining trust and accountabil- 555

ity in high-stakes applications of LLMs. Our future 556

research will also focus on positioning LLMs as 557

collaborative agents. Integrating a feedback-driven 558

loop would support the development of collabo- 559

rative systems that balance the responsibility for 560

decision making between users and LLMs. This 561

balance is particularly important in high-stakes do- 562

mains where trust and accountability are essential. 563

By empowering users to participate in the reason- 564

ing process, the system can be further optimized to 565

align with user preferences for critical decisions. 566
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Limitations567

Our focus has primarily been on the reasoning capa-568

bilities of models when relevant source documents569

are provided, with pre-retrieved documents used in570

the evaluation data. However, for open-ended cases,571

we would need to incorporate a retrieval pipeline572

to limit the candidate documents to a manageable573

scale, as otherwise, the process of evidential evalu-574

ation could become too time-consuming. Addition-575

ally, due to time constraints, we did not compare576

many different CoT methods. Some approaches,577

such as generating multiple responses and applying578

voting heuristics, could offer more reliable results579

but are computationally expensive. We opted for580

the most intuitive and effective method, focusing581

on our four-step reasoning process within the Co-582

ENLI framework. We find that decomposition re-583

duces ambiguity in prompt instructions, making the584

LLM’s responses less sensitive to specific wording,585

as long as the subtask is clearly defined. For ex-586

ample, in CoENLI, the semantic grounding step587

only interprets key terms, while the evidence-based588

evaluation focuses on comparing the statement and589

the evidence to identify relevant data points. This590

approach can also effectively minimize the need591

for extensive prompt engineering.592

Acknowledgments593

References594

Manuela Benary, Xing David Wang, Max Schmidt, Do-595
minik Soll, Georg Hilfenhaus, Mani Nassir, Christian596
Sigler, Maren Knödler, Ulrich Keller, Dieter Beule,597
et al. 2023. Leveraging large language models for598
decision support in personalized oncology. JAMA599
Network Open, 6(11):e2343689–e2343689.600

Samuel R. Bowman, Gabor Angeli, Christopher Potts,601
and Christopher D. Manning. 2015. A large anno-602
tated corpus for learning natural language inference.603
In Proceedings of the 2015 Conference on Empirical604
Methods in Natural Language Processing (EMNLP).605
Association for Computational Linguistics.606

Tom B Brown. 2020. Language models are few-shot607
learners. arXiv preprint arXiv:2005.14165.608

Oana-Maria Camburu, Tim Rocktäschel, Thomas609
Lukasiewicz, and Phil Blunsom. 2018. e-snli: Natu-610
ral language inference with natural language expla-611
nations. Advances in Neural Information Processing612
Systems, 31.613

Turay Cesur, Yasin Celal Gunes, Eren Camur, and614
Mustafa Dagli. 2024. Empowering radiologists615
with chatgpt-4o: Comparative evaluation of large616
language models and radiologists in cardiac cases.617
medRxiv, pages 2024–06.618

Surabhi Datta, Kyeryoung Lee, Hunki Paek, Frank J 619
Manion, Nneka Ofoegbu, Jingcheng Du, Ying Li, 620
Liang-Chin Huang, Jingqi Wang, Bin Lin, et al. 2024. 621
Autocriteria: a generalizable clinical trial eligibility 622
criteria extraction system powered by large language 623
models. Journal of the American Medical Informat- 624
ics Association, 31(2):375–385. 625

Ning Ding, Yulin Chen, Bokai Xu, Yujia Qin, 626
Shengding Hu, Zhiyuan Liu, Maosong Sun, and 627
Bowen Zhou. 2023. Enhancing chat language mod- 628
els by scaling high-quality instructional conversa- 629
tions. In Proceedings of the 2023 Conference on 630
Empirical Methods in Natural Language Processing, 631
pages 3029–3051, Singapore. Association for Com- 632
putational Linguistics. 633

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, 634
Abhishek Kadian, Ahmad Al-Dahle, Aiesha Letman, 635
Akhil Mathur, Alan Schelten, Amy Yang, Angela 636
Fan, et al. 2024. The llama 3 herd of models. arXiv 637
preprint arXiv:2407.21783. 638

Asser Abou Elkassem and Andrew D Smith. 2023. Po- 639
tential use cases for chatgpt in radiology reporting. 640
American Journal of Roentgenology, 221(3):373– 641
376. 642

Fabrizio Gilardi, Meysam Alizadeh, and Maël Kubli. 643
2023. Chatgpt outperforms crowd workers for 644
text-annotation tasks. Proceedings of the National 645
Academy of Sciences, 120(30):e2305016120. 646

Edward J Hu, Yelong Shen, Phillip Wallis, Zeyuan 647
Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, 648
and Weizhu Chen. 2021. Lora: Low-rank adap- 649
tation of large language models. arXiv preprint 650
arXiv:2106.09685. 651

Jie Huang and Kevin Chen-Chuan Chang. 2022. To- 652
wards reasoning in large language models: A survey. 653
arXiv preprint arXiv:2212.10403. 654

Jie Huang and Kevin Chen-Chuan Chang. 2023. To- 655
wards reasoning in large language models: A survey. 656
In Findings of the Association for Computational 657
Linguistics: ACL 2023, pages 1049–1065, Toronto, 658
Canada. Association for Computational Linguistics. 659

Katharina Jeblick, Balthasar Schachtner, Jakob Dexl, 660
Andreas Mittermeier, Anna Theresa Stüber, Johanna 661
Topalis, Tobias Weber, Philipp Wesp, Bastian Oliver 662
Sabel, Jens Ricke, et al. 2024. Chatgpt makes 663
medicine easy to swallow: an exploratory case study 664
on simplified radiology reports. European radiology, 665
34(5):2817–2825. 666

Albert Q Jiang, Alexandre Sablayrolles, Arthur Men- 667
sch, Chris Bamford, Devendra Singh Chaplot, Diego 668
de las Casas, Florian Bressand, Gianna Lengyel, Guil- 669
laume Lample, Lucile Saulnier, et al. 2023. Mistral 670
7b. arXiv preprint arXiv:2310.06825. 671

Mael Jullien, Marco Valentino, and André Freitas. 2024. 672
SemEval-2024 task 2: Safe biomedical natural lan- 673
guage inference for clinical trials. In Proceedings of 674

9

https://doi.org/10.18653/v1/2023.emnlp-main.183
https://doi.org/10.18653/v1/2023.emnlp-main.183
https://doi.org/10.18653/v1/2023.emnlp-main.183
https://doi.org/10.18653/v1/2023.emnlp-main.183
https://doi.org/10.18653/v1/2023.emnlp-main.183
https://doi.org/10.18653/v1/2023.findings-acl.67
https://doi.org/10.18653/v1/2023.findings-acl.67
https://doi.org/10.18653/v1/2023.findings-acl.67
https://doi.org/10.18653/v1/2024.semeval-1.271
https://doi.org/10.18653/v1/2024.semeval-1.271
https://doi.org/10.18653/v1/2024.semeval-1.271


the 18th International Workshop on Semantic Evalua-675
tion (SemEval-2024), pages 1947–1962, Mexico City,676
Mexico. Association for Computational Linguistics.677

Maël Jullien, Marco Valentino, Hannah Frost, Paul678
O’regan, Donal Landers, and André Freitas. 2023.679
SemEval-2023 task 7: Multi-evidence natural lan-680
guage inference for clinical trial data. In Proceedings681
of the 17th International Workshop on Semantic Eval-682
uation (SemEval-2023), pages 2216–2226, Toronto,683
Canada. Association for Computational Linguistics.684

Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yu-685
taka Matsuo, and Yusuke Iwasawa. 2022. Large lan-686
guage models are zero-shot reasoners. In Proceed-687
ings of the 36th International Conference on Neu-688
ral Information Processing Systems, pages 22199–689
22213.690

Deren Lei, Yaxi Li, Mengya Hu, Mingyu Wang, Vin-691
cent Yun, Emily Ching, and Eslam Kamal. 2023.692
Chain of natural language inference for reducing693
large language model ungrounded hallucinations.694
arXiv preprint arXiv:2310.03951.695

Siting Liang, Mareike Hartmann, and Daniel Sonntag.696
2023. Cross-domain German medical named entity697
recognition using a pre-trained language model and698
unified medical semantic types. In Proceedings of the699
5th Clinical Natural Language Processing Workshop,700
pages 259–271, Toronto, Canada. Association for701
Computational Linguistics.702

Siting Liang, Klaus Kades, Matthias Fink, Peter Full,703
Tim Weber, Jens Kleesiek, Michael Strube, and Klaus704
Maier-Hein. 2022. Fine-tuning BERT models for705
summarizing German radiology findings. In Proceed-706
ings of the 4th Clinical Natural Language Processing707
Workshop, pages 30–40, Seattle, WA. Association for708
Computational Linguistics.709

Siting Liang and Daniel Sonntag. 2024. Building a Ger-710
man clinical named entity recognition system with-711
out in-domain training data. In Proceedings of the712
6th Clinical Natural Language Processing Workshop,713
pages 70–81, Mexico City, Mexico. Association for714
Computational Linguistics.715

Siting Liang, Pablo Valdunciel Sánchez, and Daniel716
Sonntag. 2024. Optimizing relation extraction in717
medical texts through active learning: A compara-718
tive analysis of trade-offs. In Proceedings of the 1st719
Workshop on Uncertainty-Aware NLP (UncertaiNLP720
2024), pages 23–34, St Julians, Malta. Association721
for Computational Linguistics.722

Hao Liu, Ali Soroush, Jordan G Nestor, Elizabeth Park,723
Betina Idnay, Yilu Fang, Jane Pan, Stan Liao, Mar-724
guerite Bernard, Yifan Peng, et al. 2024. Retrieval725
augmented scientific claim verification. JAMIA open,726
7(1):ooae021.727

OpenAI. 2024. Openai models. available online.728
https://platform.openai.com/docs/models/729
overview. (accessed in November 2024).730

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, 731
Carroll Wainwright, Pamela Mishkin, Chong Zhang, 732
Sandhini Agarwal, Katarina Slama, Alex Ray, et al. 733
2022. Training language models to follow instruc- 734
tions with human feedback. Advances in neural in- 735
formation processing systems, 35:27730–27744. 736

Khiem Phi, Noushin Salek Faramarzi, Chenlu Wang, 737
and Ritwik Banerjee. 2024. Paying attention 738
to deflections: Mining pragmatic nuances for 739
whataboutism detection in online discourse. In Find- 740
ings of the Association for Computational Linguistics 741
ACL 2024, pages 12628–12643, Bangkok, Thailand 742
and virtual meeting. Association for Computational 743
Linguistics. 744

Shuofei Qiao, Yixin Ou, Ningyu Zhang, Xiang Chen, 745
Yunzhi Yao, Shumin Deng, Chuanqi Tan, Fei Huang, 746
and Huajun Chen. 2022. Reasoning with lan- 747
guage model prompting: A survey. arXiv preprint 748
arXiv:2212.09597. 749

Rafael Rafailov, Archit Sharma, Eric Mitchell, Christo- 750
pher D Manning, Stefano Ermon, and Chelsea Finn. 751
2024. Direct preference optimization: Your language 752
model is secretly a reward model. Advances in Neu- 753
ral Information Processing Systems, 36. 754

Arya Rao, Michael Pang, John Kim, Meghana Kami- 755
neni, Winston Lie, Anoop K Prasad, Adam Landman, 756
Keith Dreyer, and Marc D Succi. 2023. Assessing 757
the utility of chatgpt throughout the entire clinical 758
workflow: development and usability study. Journal 759
of Medical Internet Research, 25:e48659. 760

Alexey Romanov and Chaitanya Shivade. 2018. 761
Lessons from natural language inference in the clini- 762
cal domain. 763

Arkadiy Saakyan, Tuhin Chakrabarty, and Smaranda 764
Muresan. 2021. Covid-fact: Fact extraction and veri- 765
fication of real-world claims on covid-19 pandemic. 766
arXiv preprint arXiv:2106.03794. 767

Mourad Sarrouti, Asma Ben Abacha, Yassine Mrabet, 768
and Dina Demner-Fushman. 2021. Evidence-based 769
fact-checking of health-related claims. In Findings 770
of the Association for Computational Linguistics: 771
EMNLP 2021, pages 3499–3512, Punta Cana, Do- 772
minican Republic. Association for Computational 773
Linguistics. 774

Sonish Sivarajkumar, Mark Kelley, Alyssa Samolyk- 775
Mazzanti, Shyam Visweswaran, and Yanshan Wang. 776
2024. An empirical evaluation of prompting strate- 777
gies for large language models in zero-shot clinical 778
natural language processing: algorithm development 779
and validation study. JMIR Medical Informatics, 780
12:e55318. 781

Liyan Tang, Zhaoyi Sun, Betina Idnay, Jordan G Nestor, 782
Ali Soroush, Pierre A Elias, Ziyang Xu, Ying Ding, 783
Greg Durrett, Justin F Rousseau, et al. 2023. Eval- 784
uating large language models on medical evidence 785
summarization. NPJ digital medicine, 6(1):158. 786

10

https://doi.org/10.18653/v1/2023.semeval-1.307
https://doi.org/10.18653/v1/2023.semeval-1.307
https://doi.org/10.18653/v1/2023.semeval-1.307
https://doi.org/10.18653/v1/2023.clinicalnlp-1.31
https://doi.org/10.18653/v1/2023.clinicalnlp-1.31
https://doi.org/10.18653/v1/2023.clinicalnlp-1.31
https://doi.org/10.18653/v1/2023.clinicalnlp-1.31
https://doi.org/10.18653/v1/2023.clinicalnlp-1.31
https://doi.org/10.18653/v1/2022.clinicalnlp-1.4
https://doi.org/10.18653/v1/2022.clinicalnlp-1.4
https://doi.org/10.18653/v1/2022.clinicalnlp-1.4
https://doi.org/10.18653/v1/2024.clinicalnlp-1.7
https://doi.org/10.18653/v1/2024.clinicalnlp-1.7
https://doi.org/10.18653/v1/2024.clinicalnlp-1.7
https://doi.org/10.18653/v1/2024.clinicalnlp-1.7
https://doi.org/10.18653/v1/2024.clinicalnlp-1.7
https://aclanthology.org/2024.uncertainlp-1.3
https://aclanthology.org/2024.uncertainlp-1.3
https://aclanthology.org/2024.uncertainlp-1.3
https://aclanthology.org/2024.uncertainlp-1.3
https://aclanthology.org/2024.uncertainlp-1.3
https://platform.openai.com/docs/models/overview
https://platform.openai.com/docs/models/overview
https://platform.openai.com/docs/models/overview
https://doi.org/10.18653/v1/2024.findings-acl.750
https://doi.org/10.18653/v1/2024.findings-acl.750
https://doi.org/10.18653/v1/2024.findings-acl.750
https://doi.org/10.18653/v1/2024.findings-acl.750
https://doi.org/10.18653/v1/2024.findings-acl.750
https://arxiv.org/abs/1808.06752
https://arxiv.org/abs/1808.06752
https://arxiv.org/abs/1808.06752
https://doi.org/10.18653/v1/2021.findings-emnlp.297
https://doi.org/10.18653/v1/2021.findings-emnlp.297
https://doi.org/10.18653/v1/2021.findings-emnlp.297


Gemma Team, Morgane Riviere, Shreya Pathak,787
Pier Giuseppe Sessa, Cassidy Hardin, Surya Bhupati-788
raju, Léonard Hussenot, Thomas Mesnard, Bobak789
Shahriari, Alexandre Ramé, et al. 2024. Gemma 2:790
Improving open language models at a practical size.791
arXiv preprint arXiv:2408.00118.792

Unsloth. 2024. unsloth.ai. available online. https://793
docs.unsloth.ai/. (accessed in November 2024).794

Loïc Verlingue, Clara Boyer, Louise Olgiati, Clé-795
ment Brutti Mairesse, Daphné Morel, and Jean-Yves796
Blay. 2024. Artificial intelligence in oncology: ensur-797
ing safe and effective integration of language models798
in clinical practice. The Lancet Regional Health–799
Europe, 46.800

David Wadden, Shanchuan Lin, Kyle Lo, Lucy Lu801
Wang, Madeleine van Zuylen, Arman Cohan, and802
Hannaneh Hajishirzi. 2020. Fact or fiction: Verifying803
scientific claims. In Proceedings of the 2020 Con-804
ference on Empirical Methods in Natural Language805
Processing (EMNLP), pages 7534–7550, Online. As-806
sociation for Computational Linguistics.807

David Wadden, Kyle Lo, Lucy Lu Wang, Arman Cohan,808
Iz Beltagy, and Hannaneh Hajishirzi. 2022. Mul-809
tiVerS: Improving scientific claim verification with810
weak supervision and full-document context. In Find-811
ings of the Association for Computational Linguistics:812
NAACL 2022, pages 61–76, Seattle, United States.813
Association for Computational Linguistics.814

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le,815
Ed Chi, Sharan Narang, Aakanksha Chowdhery, and816
Denny Zhou. 2022. Self-consistency improves chain817
of thought reasoning in language models. arXiv818
preprint arXiv:2203.11171.819

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten820
Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny Zhou,821
et al. 2022. Chain-of-thought prompting elicits rea-822
soning in large language models. Advances in neural823
information processing systems, 35:24824–24837.824

Yixuan Weng, Minjun Zhu, Fei Xia, Bin Li, Shizhu825
He, Shengping Liu, Bin Sun, Kang Liu, and Jun826
Zhao. 2022. Large language models are better827
reasoners with self-verification. arXiv preprint828
arXiv:2212.09561.829

Yu Xia, Rui Wang, Xu Liu, Mingyan Li, Tong Yu, Xiang830
Chen, Julian McAuley, and Shuai Li. 2024. Beyond831
chain-of-thought: A survey of chain-of-x paradigms832
for llms. Preprint, arXiv:2404.15676.833

Shunyu Yao, Dian Yu, Jeffrey Zhao, Izhak Shafran,834
Thomas L Griffiths, Yuan Cao, and Karthik835
Narasimhan. 2023. Tree of thoughts: Deliberate836
problem solving with large language models, 2023.837
URL https://arxiv. org/pdf/2305.10601. pdf.838

Qi Yu. 2023. Towards a more in-depth detection of839
political framing. In Proceedings of the 7th Joint840
SIGHUM Workshop on Computational Linguistics841
for Cultural Heritage, Social Sciences, Humanities842

and Literature, pages 162–174, Dubrovnik, Croatia. 843
Association for Computational Linguistics. 844

Zihan Yu, Liang He, Zhen Wu, Xinyu Dai, and 845
Jiajun Chen. 2023. Towards better chain-of- 846
thought prompting strategies: A survey. Preprint, 847
arXiv:2310.04959. 848

Xuan Zhang, Chao Du, Tianyu Pang, Qian Liu, Wei Gao, 849
and Min Lin. 2024. Chain of preference optimization: 850
Improving chain-of-thought reasoning in llms. arXiv 851
preprint arXiv:2406.09136. 852

Ruochen Zhao, Xingxuan Li, Shafiq Joty, Chengwei 853
Qin, and Lidong Bing. 2023. Verify-and-edit: A 854
knowledge-enhanced chain-of-thought framework. 855
In Proceedings of the 61st Annual Meeting of the 856
Association for Computational Linguistics (Volume 857
1: Long Papers), pages 5823–5840, Toronto, Canada. 858
Association for Computational Linguistics. 859

Denny Zhou, Nathanael Schärli, Le Hou, Jason Wei, 860
Nathan Scales, Xuezhi Wang, Dale Schuurmans, 861
Claire Cui, Olivier Bousquet, Quoc Le, et al. 2022. 862
Least-to-most prompting enables complex reason- 863
ing in large language models. arXiv preprint 864
arXiv:2205.10625. 865

11

https://docs.unsloth.ai/
https://docs.unsloth.ai/
https://docs.unsloth.ai/
https://doi.org/10.18653/v1/2020.emnlp-main.609
https://doi.org/10.18653/v1/2020.emnlp-main.609
https://doi.org/10.18653/v1/2020.emnlp-main.609
https://doi.org/10.18653/v1/2022.findings-naacl.6
https://doi.org/10.18653/v1/2022.findings-naacl.6
https://doi.org/10.18653/v1/2022.findings-naacl.6
https://doi.org/10.18653/v1/2022.findings-naacl.6
https://doi.org/10.18653/v1/2022.findings-naacl.6
https://arxiv.org/abs/2404.15676
https://arxiv.org/abs/2404.15676
https://arxiv.org/abs/2404.15676
https://arxiv.org/abs/2404.15676
https://arxiv.org/abs/2404.15676
https://doi.org/10.18653/v1/2023.latechclfl-1.18
https://doi.org/10.18653/v1/2023.latechclfl-1.18
https://doi.org/10.18653/v1/2023.latechclfl-1.18
https://arxiv.org/abs/2310.04959
https://arxiv.org/abs/2310.04959
https://arxiv.org/abs/2310.04959
https://doi.org/10.18653/v1/2023.acl-long.320
https://doi.org/10.18653/v1/2023.acl-long.320
https://doi.org/10.18653/v1/2023.acl-long.320


A Appendix866

In particular, Table 10-15 illustrates the enhance-867

ment of lightweights LLMs in analyzing the state-868

ment based on the provided data (The first step869

in zero-shot CoT and evidence-based evaluation870

stage in CoENLI respectively) for the following871

example:872

873

Fine-tuned results are obtained after fine-tuning874

with the GPT4o-mini augmented training samples.875

Fine-tuning provides the LLMs with reliable analy-876

sis patterns for the NLI4CT tasks, thereby increas-877

ing the reliability of small-scale models. We uti-878

lize the FastLanguageModel modules of unsloth2879

library to accelerate the SFT fine-tuning in our ex-880

periments.881

2https://github.com/unslothai/unsloth
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Statement: ’Only 2 patients in the primary trial did not have Recurrence-free Survival’
Clinical Trial Data:
Primary trial:
- Outcome Measurement:
- Recurrence-free Survival
- Recurrence-free survival curves will be plotted for subjects treated with stage I and II disease.
- Time frame: Time from the start of treatment to recurrence, second malignancy, or death as a first
event, assessed up to 3 years
- Results 1:
- Arm/Group Title: Treatment (Chemotherapy With or Without Maintenance Therapy)
- Arm/Group Description: SYSTEMIC CHEMOTHERAPY: Patients receive cyclophosphamide IV
over 1 hour and paclitaxel IV over 3 hours on day 1. Treatment repeats every 14 days for 6 courses
in the absence of disease progression or unacceptable toxicity.
- MAINTENANCE THERAPY (Her-2 neu positive patients): Patients receive trastuzumab IV over
30 minutes on day 1. Treatment repeats every 14 days for 5 courses and then every 21 days for 14
courses in the absence of disease progression or unacceptable toxicity.
- cyclophosphamide, paclitaxel, trastuzumab: Given IV
- Overall Number of Participants Analyzed: 100
- Measure Type: Number
- Unit of Measure: percentage of subjects 98 (92.2 to 99.5)
Label: Entailment

Table 8: On exmpale instance of ’Entailment’ class from NLI4CT test set.

GPT4o-mini in evidence-based evaluation step: "To evaluate the claim "Only 2 patients in the
primary trial did not have Recurrence-free Survival," we first need to extract and clarify the relevant
data points from the provided clinical trial data and then analyze the claim against those data
points. 1. Relevant Data Points Extracted and Clarified: - **Total Participants Analyzed**: 100 -
**Recurrence-free Survival Result**: 98 participants (which equates to the percentage of subjects
achieving RFS) achieved recurrence-free survival. - **Percentage of Subjects with RFS**: 98%
(confidence interval of 92.2% to 99.5%) 2. Evaluation of the Claim against Data Points: 1. **Total
number of patients**: The total number of participants in the trial is 100. - **Evaluation**: The
claim mentions "only 2 patients" not achieving RFS. This would imply that a total of 98 out of 100
patients experienced RFS as stated in the trial data. 2. **Number of patients with Recurrence-free
Survival**: According to the trial data, 98 patients achieved RFS. - **Evaluation**: This supports
the claim, as if 98 patients achieved RFS, then logically it follows that 2 patients did not achieve
RFS (100 total participants - 98 with RFS = 2 without RFS). 3. **Effectiveness of Treatment**:
The high percentage of 98% suggests a strong effectiveness of the treatment administered. -
**Evaluation**: This supports the assertion in the claim that such a small number of patients (2
in this case) who did not achieve RFS indicates high treatment effectiveness. 4. **Definition of
Recurrence-Free Survival**: RFS is defined as a period during which a patient remains free of
any signs of disease recurrence. - **Evaluation**: The claim directly referenced RFS, which is
consistent with the clinical outcome measures defined in the trial data. Conclusion: The claim
that "Only 2 patients in the primary trial did not have Recurrence-free Survival" is consistent with
the clinical trial data provided. The data indicates that out of 100 participants, 98 achieved RFS,
meaning it is accurate to state that only 2 patients did not have RFS. Hence, the claim is validated
by the data."
Predict: Entailment

Table 9: Evaluation on the above example made by GPT4o-mini in the 2. Stage within CoENLI that leads to the
accurate logical relation prediction.
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Model Approach Prediction
Phi3.5-3.6B zero-shot CoT: "The statement claims that "Only 2 patients in the pri-

mary trial did not have Recurrence-free Survival," but the clinical trial
data does not provide a specific number of patients without Recurrence-
free Surv"

Contradiction

zero-shot CoENLI:"Recurrence-free Survival" (RFS) is the primary
outcome measure, which in this context is the time until cancer recur-
rence, development of a second cancer, or death, whiche0ever comes
first. - "Time frame" specifies that the RFS is assessed from the start
of treatment up to 3 years, which is a standard period for evaluating
long-term outcomes in oncology trials. - "Arm/Group Title: Treatment
(Chemotherapy With or Without Maintenance Therapy)" refers to the
two distinct treatment strategies being compared in the trial: one with
systemic chemotherapy alone and the other with chemotherapy followed
by maintenance therapy for Her-2 neu positive patients. - "Arm/Group
Description" provides details on the chemotherapy regimen for the sys-
temic treatment arm, including the drugs used (cyclophosphamide and
paclitaxel), the administration method (IV), and the treatment schedule
(every 14 days for 6 courses). - "MAINTENANCE THERAPY (Her-2
neu positive patients)" specifies the additional treatment for patients with
Her-2 neu positive cancer, which includes the drug trastuzumab, also
administered IV, with a different treatment schedule (every 14 days for 5
courses, then every 21 days for 14 courses). - "cyclophosphamide, pacli-
taxel, trastuzumab: Given IV" confirms the intravenous administration of
the drugs used in the trial. - "Overall Number of Participants Analyzed:
100"

Entailment

SFT: " To evaluate the statement "Only 2 patients in the primary trial
did not have Recurrence-free Survival" based on the provided clinical
trial data, we can analyze the relevant information as follows: 1. **Out-
come Measurement**: The primary outcome measure is Recurrence-free
Survival (RFS), which assesses the time from the start of treatment to
recurrence, second malignancy, or death. 2. **Time Frame**: The
assessment period for RFS is up to 3 years, indicating a focus on short- to
medium-term outcomes. 3. **Treatment Arm**: The trial includes two
treatment groups: - **Chemotherapy With or Without Maintenance Ther-
apy**: This group receives systemic chemotherapy (cyclophosphamide
and paclitaxel) and, for Her-2 neu positive patients, maintenance therapy
(trastuzumab). - **Maintenance Therapy Only**: This group receives
maintenance therapy (trastuzumab) only. 4. **Overall Number of Par-
ticipants Analyzed**: A total of 100 participants were included in the
trial. 5. **Results**: The reported outcome indicates that 98% of par-
ticipants achieved Recurrence-free Survival. This translates to: - 98%
of 100 participants = 98 participants had Recurrence-free Survival. -
Therefore, 2 patients (100 - 98) did not have Recurrence-free Survival.
Conclusion: The statement "Only 2 patients in the primary trial did not
have Recurrence-free Survival" is supported by the data. The evidence
shows that 98 participants achieved Recurrence-free Survival, confirming
that indeed only 2 patients did not experience this outcome. Thus, the
statement can be logically inferred from the provided clinical trial data."

Entailment

Table 10: Comparison of evaluation results made by model Phi3.5-3.6B in three different settings: zero-shot CoT,
zero-shot CoENLI, fine-tuned with GPT4o-mini generated training responses within CoENLI.
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Model Approach Prediction

Mistral-7B zero-shot CoT: The statement does not logically follow from the pro-
vided clinical trial data. The data only provides the percentage of subjects
(98 out of 100) who did not experience a recurrence, but it does not spec-
ify the number of subjects who did experience a recurrence. Therefore,
it is not possible to determine from this data whether only 2 patients in
the primary trial did not have Recurrence-free Survival."

Contradiction

zero-shot CoENLI:" Based on the provided clinical trial data, the
claim "Only 2 patients in the primary trial did not have Recurrence-
free Survival" can be evaluated as follows: 1. Outcome Measurement:
Recurrence-free Survival The claim and the data both refer to the same
outcome measure. 2. Time frame: Time from the start of treatment to
recurrence, second malignancy, or death as a first event, assessed up to
3 years The time frame in the claim is consistent with the time frame
in the data (up to 3 years). 3. Results 1: - Arm/Group Title: Treatment
(Chemotherapy With or Without Maintenance Therapy) - Arm/Group De-
scription: SYSTEMIC CHEMOTHERAPY: Patients receive cyclophos-
phamide IV and paclitaxel IV. MAINTENANCE THERAPY (Her-2 neu
positive patients): Patients receive trastuzumab IV. - Overall Number
of Participants Analyzed: 100 - Measure Type: percentage of subjects
- Unit of Measure: percentage The data shows that 98 out of 100 par-
ticipants (92.2 to 99.5%) did not have recurrence-free survival. This
suggests that the majority of participants in the trial did not experience
a recurrence of their disease during the follow-up period. However, the
claim does not specify which arm or group within the trial the 2 patients
without recurrence-free survival belong to. In conclusion, while the data
supports the claim that the majority of participants did not experience
a recurrence of their disease, the claim is not fully accurate as it does
not specify which arm or group the 2 patients without recurrence-free
survival belong to. A more detailed analysis would require information"

Contradiction

SFT: "To evaluate the statement "Only 2 patients in the primary trial did
not have Recurrence-free Survival," we can analyze the provided clini-
cal trial data as follows: 1. **Outcome Measurement**: The primary
outcome of the trial is Recurrence-free Survival (RFS), which is defined
as the time from the start of treatment to recurrence, second malignancy,
or death, assessed up to 3 years. 2. **Results Overview**: The trial
included a total of 100 participants, with 98 achieving recurrence-free
survival, resulting in a percentage of 98% (with a confidence interval
of 92.2% to 99.5%). This indicates that a significant majority of par-
ticipants remained free from disease recurrence. 3. **Interpretation of
the Statement**: The statement claims that only 2 patients did not have
recurrence-free survival. Given that 98 out of 100 participants achieved
this outcome, it can be inferred that the remaining 2 patients did not
achieve recurrence-free survival. 4. **Conclusion**: The evidence from
the trial data supports the statement, confirming that only 2 patients did
not have recurrence-free survival, as they are the 2 out of 100 participants
who did not achieve this outcome. Thus, the statement can be accurately
inferred from the provided data."

Entailment

Table 11: Comparison of evaluation results made by model Mistral-7B in three different settings: zero-shot CoT,
zero-shot CoENLI, fine-tuned with GPT4o-mini generated training responses within CoENLI.
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Model Approach Prediction

Llama3.1-
8B

zero-shot CoT: " Based on the provided clinical trial data, the state-
ment "Only 2 patients in the primary trial did not have Recurrence-free
Survival" does not logically follow from the given information. The
statement in question implies that the outcome of interest is the num-
ber of patients without Recurrence-free Survival, which is not explicitly
mentioned in the provided data. The data only mentions the outcome of
Recurrence-free Survival, not the absence of it."

Contradiction

zero-shot CoENLI: " Based on the clinical trial data, the following rele-
vant data points are identified: * **Outcome Measure**: Recurrence-free
Survival * **Time Frame**: Up to 3 years * **Number of Participants
Analyzed**: 100 * **Measure Type**: Number * **Unit of Measure**:
Percentage of subjects Evaluating the claim: * The claim states that
"Only 2 patients in the primary trial did not have Recurrence-free Sur-
vival". This statement seems to be inconsistent with the data, as the trial
reported a 98% (92.2-99.5) recurrence-free survival rate, indicating that a
significant portion of the patients did experience recurrence-free survival.
* The claim suggests that only 2 patients out of the total 100 participants
did not achieve recurrence-free survival, which contradicts the overall
recurrence-free survival rate of 98% reported in the trial. * The trial’s
reported results do not support the claim that only 2 patients did not
experience recurrence-free survival."

Contradiction

SFT: " To evaluate the statement "Only 2 patients in the primary trial did
not have Recurrence-free Survival," we will analyze it in relation to the
provided clinical trial data. Evaluation of the Statement: 1. **Outcome
Measurement**: The primary trial measures Recurrence-free Survival,
which indicates the duration patients remain free from disease recurrence
following treatment. 2. **Patient Cohort**: The statement refers to a
specific group of patients within the trial, focusing on those who did
not achieve recurrence-free survival. 3. **Results Data**: - **Total
Participants Analyzed**: 100 patients. - **Outcome Measure**: The
percentage of participants achieving recurrence-free survival is reported
as 98% (with a confidence interval of 92.2% to 99.5%). 4. **Interpreting
the Results**: - If 98% of patients achieved recurrence-free survival,
this means that: - 98% of 100 = 98 patients did have recurrence-free
survival. - Consequently, the number of patients who did not achieve
recurrence-free survival would be:

100− 98 = 2 patients

Conclusion: The statement "Only 2 patients in the primary trial did
not have Recurrence-free Survival" can be logically inferred from the
provided data, confirming that indeed, 2 out of the 100 participants
did not achieve recurrence-free survival, supporting the accuracy of the
claim."

Entailment

Table 12: Comparison of evaluation results made by model Llama3.1-8B in three different settings: zero-shot CoT,
zero-shot CoENLI, fine-tuned with GPT4o-mini generated training responses within CoENLI.
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Model Approach Prediction

Gemma2-9B zero-shot CoT: "The statement **does not logically follow** from
the provided clinical trial data. Here’s why: * **Missing Data:** The
data only provides the overall percentage of subjects (98%) who expe-
rienced Recurrence-free Survival. It doesn’t specify the exact number
of patients who did or did not experience recurrence. * **Potential for
Interpretation:** While the high percentage suggests that most patients
did experience Recurrence-free Survival, it doesn’t definitively confirm
that only two patients did not. To determine if the statement is true, we
would need the raw data on individual patient outcomes (e.g., a table
showing whether each patient experienced recurrence or not). "

Contradiction

zero-shot CoENLI:"Let’s break down the claim and compare it to the
provided data: **Claim:** ’Only 2 patients in the primary trial did not
have Recurrence-free Survival’ **Data Points:** * **Primary Trial:**
Yes, the data refers to a primary trial. * **Outcome Measurement:**
Recurrence-free Survival is the primary outcome. * **Time Frame:**
The trial assesses Recurrence-free Survival up to 3 years. * **Overall
Number of Participants Analyzed:** 100 * **Results 1:** The data
shows 98 out of 100 (92.2 to 99.5%) of patients in the treatment arm
experienced Recurrence-free Survival. **Evaluation:** The claim is
**partially supported** by the data. * **Support:** The data clearly
states that 98 out of 100 patients in the treatment arm had Recurrence-free
Survival. This means only 2 patients did *not* experience Recurrence-
free Survival. * **Missing Information:** The claim doesn’t specify
which treatment arm it refers to. We need to know if this refers to the
chemotherapy with or without maintenance therapy. **Important Consid-
erations:** * **Confidence Intervals:** The data provides a confidence
interval (92.2 to 99.5%). This means we are 95% confident that the true
percentage of patients with Recurrence-free Survival in the treatment
arm falls within this range. * **Context:** To fully evaluate the claim,
we need more information about the control group (if there was one) and
the specific types of cancer being treated. "

Entailment

SFT:" To evaluate the statement "Only 2 patients in the primary trial did
not have Recurrence-free Survival" based on the provided clinical trial
data, we can analyze the relevant information as follows: 1. **Outcome
Measurement**: The primary trial focused on measuring Recurrence-
free Survival (RFS), which is a critical endpoint in cancer trials. 2.
**Time Frame**: The assessment of RFS was conducted over a period
of up to 3 years from the start of treatment, providing a comprehensive
view of the treatment’s effectiveness. 3. **Results Analysis**: - The
trial included a total of **100 participants** analyzed. - The statement
indicates that **2 patients** did not achieve RFS. - This translates to
**98%** of participants having RFS, as shown in the results (98% with
a confidence interval of 92.2% to 99.5%). 4. **Conclusion**: The
statement is supported by the data, confirming that only 2 out of 100
participants did not achieve recurrence-free survival. This indicates a high
level of effectiveness of the treatment in preventing disease recurrence
among the majority of patients. In summary, the evidence from the
trial data clearly supports the statement that only 2 patients did not
have recurrence-free survival, highlighting the treatment’s success in
maintaining disease-free status in the majority of participants."

Entailment

Table 13: Comparison of evaluation results made by model Gemma2-9B in three different settings: zero-shot CoT,
zero-shot CoENLI, fine-tuned with GPT4o-mini generated training responses within CoENLI.
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Model Approach Prediction

Mistral-12B zero-shot CoT: "Based on the provided clinical trial data, the statement
"Only 2 patients in the primary trial did not have Recurrence-free Sur-
vival" is **not logically supported** by the data. Here’s why: 1. The
clinical trial data reports that 98 out of 100 participants had Recurrence-
free Survival, which is 92.2% to 99.5% (with 95% confidence interval).
2. This means that, at most, 2 out of 100 participants did not have
Recurrence-free Survival, which is consistent with the reported percent-
age. 3. However, the statement uses "only 2 patients" which implies that
the number is exact and not an estimate. The data provided does not
confirm this exact number; it only gives a range (92.2% to 99.5%) within
which the number of patients with Recurrence-free Survival falls. "

Contradiction

zero-shot CoENLI:"Based on the provided clinical trial data, let’s evalu-
ate the claim "Only 2 patients in the primary trial did not have Recurrence-
free Survival": 1. **Number of participants in the trial**: The claim
mentions "primary trial," and the data provides the overall number of
participants analyzed as 100. This matches the context of the claim,
as it refers to the primary trial. - Data point: 100 participants - Claim:
Applicable (primary trial) 2. **Outcome measure**: The claim focuses
on Recurrence-free Survival (RFS), which is also the primary outcome
measurement mentioned in the trial data. - Data point: Recurrence-free
Survival - Claim: Applicable (RFS is the outcome of interest) 3. **Time
frame**: The claim does not specify a time frame, but the trial data
indicates that RFS is assessed up to 3 years. Without a specified time
frame in the claim, we cannot directly evaluate this aspect. - Data point:
Up to 3 years - Claim: Not specified, so cannot be evaluated 4. **Num-
ber of patients without RFS**: The claim states "Only 2 patients... did
not have Recurrence-free Survival." The trial data does not provide the
exact number of patients without RFS, but it does mention the overall
percentage of subjects with RFS. - Data point: 98% (92.2 to 99.5) of
subjects had RFS - Claim: The data suggests that 2% (0.5 to 7.8) of
subjects did not have RFS, which is consistent with the claim’s statement
of "Only 2 patients." 5. **Arm/Group**: The claim does not specify
any particular treatment arm or group, so we cannot directly evaluate this
aspect."

Entailment

SFT: "To evaluate the statement "Only 2 patients in the primary trial
did not have Recurrence-free Survival," we can analyze the provided
clinical trial data as follows: 1. **Outcome Measurement**: The trial
measures Recurrence-free Survival, which is defined as the time from the
start of treatment to recurrence, second malignancy, or death. 2. **Total
Participants**: The trial included 100 participants. 3. **Results**: The
statement claims that only 2 patients did not have Recurrence-free Sur-
vival. This implies that 98 patients did achieve Recurrence-free Survival.
4. **Confidence Interval**: The reported percentage of subjects with
Recurrence-free Survival is 98%, with a confidence interval of (92.2
to 99.5). This indicates a high level of confidence in the outcome. 5.
**Conclusion**: Based on the data, it can be inferred that the statement
is accurate. If 98 out of 100 participants achieved Recurrence-free Sur-
vival, then the number of patients who did not achieve this outcome is
indeed 2, confirming the statement.""

Entailment

Table 14: Comparison of evaluation results made by model Mistral-12B in three different settings: zero-shot CoT,
zero-shot CoENLI, fine-tuned with GPT4o-mini generated training responses within CoENLI.18



Model Approach Prediction

Phi3-14B zero-shot CoT: " The statement "Only 2 patients in the primary trial did
not have Recurrence-free Survival" does not logically follow from the
clinical trial data provided. The data indicates that 98% (92.2 to 99.5)
of the subjects had recurrence-free survival, which means that 2% (100
- 98%) of the subjects did not have recurrence-free survival. However,
the data does not specify the exact number of patients who did not have
recurrence-free survival."

Contradiction

zero-shot CoENLI:" Relevant data points from the clinical trial data: 1.
Outcome Measurement: Recurrence-free Survival 2. Time frame: Time
from the start of treatment to recurrence, second malignancy, or death
as a first event, assessed up to 3 years 3. Arm/Group Title: Treatment
(Chemotherapy With or Without Maintenance Therapy) 4. Arm/Group
Description: SYSTEMIC CHEMOTHERAPY and MAINTENANCE
THERAPY (Her-2 neu positive patients) 5. Overall Number of Partic-
ipants Analyzed: 100 6. Measure Type: Number 7. Unit of Measure:
percentage of subjects 8. Results 1: 98 (92.2 to 99.5) Evaluation of
the claim: The claim states that "Only 2 patients in the primary trial
did not have Recurrence-free Survival." Based on the clinical trial data
provided, the results show that 98% of the subjects (92.2 to 99.5) had
Recurrence-free Survival. This means that 2% of the subjects did not
have Recurrence-free Survival. Given that there were 100 participants
in the trial, 2% of the participants would be 2 participants. Therefore,
the claim is consistent with the clinical trial data, as it accurrightly states
that only 2 patients in the primary trial did not have Recurrence-free
Survival."

Entailment

SFT: " To evaluate the statement "Only 2 patients in the primary trial
did not have Recurrence-free Survival," we can analyze the provided
clinical trial data as follows: 1. **Outcome Measurement**: The pri-
mary outcome of the trial is Recurrence-free Survival (RFS), which is
defined as the time from the start of treatment to the occurrence of re-
currence, a second malignancy, or death. 2. **Treatment Description**:
The trial involves systemic chemotherapy, with specific regimens for
Her-2 neu positive patients, including cyclophosphamide, paclitaxel, and
trastuzumab. 3. **Time Frame**: The assessment of RFS is conducted
over a period of up to 3 years from the start of treatment. 4. **Overall
Number of Participants Analyzed**: The trial includes a total of 100 par-
ticipants. 5. **Results**: The data indicates that 98% of the participants
achieved recurrence-free survival, with a confidence interval of 92.2% to
99.5%. Evaluation of the Statement: - **Claim**: "Only 2 patients in
the primary trial did not have Recurrence-free Survival." - **Analysis**:
- If 98% of the 100 participants achieved RFS, this means that 2% did
not. - Calculating the number of patients who did not achieve RFS: - 2%
of 100 participants = 2 patients. Conclusion: The statement "Only 2
patients in the primary trial did not have Recurrence-free Survival" is
supported by the data. The evidence indicates that 2 patients out of 100
did not achieve RFS, confirming the accuracy of the claim."

Entailment

Table 15: Comparison of evaluation results made by model Phi3-14B in three different settings: zero-shot CoT,
zero-shot CoENLI, fine-tuned with GPT4o-mini generated training responses within CoENLI.
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