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Abstract

Large language models (LLMs) have played001
a pivotal role in building communicative AI002
to imitate human behaviors but face the chal-003
lenge of efficient customization. To tackle this004
challenge, recent studies have delved into the005
realm of model editing, which manipulates spe-006
cific memories of language models and changes007
the related language generation. However, the008
robustness of model editing remains an open009
question. This work seeks to understand the010
strengths and limitations of editing methods,011
thus facilitating robust, realistic applications012
of communicative AI. Concretely, we conduct013
extensive analysis to address the three key re-014
search questions. Q1: Can edited LLMs behave015
consistently resembling communicative AI in016
realistic situations? Q2: To what extent does017
the rephrasing of prompts lead LLMs to devi-018
ate from the edited knowledge memory? Q3:019
Which knowledge features are correlated with020
the performance and robustness of editing? Our021
experimental results uncover a substantial dis-022
parity between existing editing methods and the023
practical application of LLMs. On rephrased024
prompts that are complex and flexible but com-025
mon in realistic applications, the performance026
of editing experiences a significant decline. Fur-027
ther analysis shows that more popular knowl-028
edge is memorized better, easier to recall, and029
more challenging to edit effectively.030

1 Introduction031

Pre-trained language models store knowledge and032

language abilities in parameters (Ouyang et al.,033

2022; OpenAI, 2023). However, the mechanisms034

of knowledge storage and stimulation remain to035

be revealed (Geva et al., 2021; Zhao et al., 2023;036

Meng et al., 2022). Thus, it is non-trivial to update037

knowledge memory efficiently without the need038

for additional training. The motivations of inter-039

pretability and efficiency facilitate the research line040

of model editing.041

Model editing is proposed to change the knowl- 042

edge memory with minimum computational cost 043

and maintain the model performance on the remain- 044

ing knowledge. Existing studies in this field can 045

be categorized into two types: (i) One mainstream 046

research line relies on additional supporting mod- 047

ules, for example, external memory (Mitchell et al., 048

2022b), hypernetwork (Mitchell et al., 2022a), or 049

retriever (Han et al., 2023). (i) Another line follows 050

the Locate-then-Edit idea (Meng et al., 2022, 2023; 051

Dai et al., 2022a). These methods avoid training 052

all parameters of LLMs and show promising per- 053

formance and efficiency. Model editing provides a 054

solution for important problems of pre-trained lan- 055

guage models, including knowledge update, tempo- 056

ral alignment, and privacy preservation (Luu et al., 057

2022; Zhang and Choi, 2023; Eldan and Russi- 058

novich, 2023; Chen and Yang, 2023). 059

In the age of large language models (LLMs), 060

model editing appears to be more significant. The 061

rich knowledge empowers LLMs to build commu- 062

nicative AI, where the LLMs play human-like roles 063

in multi-turn interaction to imitate human behav- 064

iors with communicative actions (Li et al., 2023a; 065

Wu et al., 2023; Richards, 2023). Model editing 066

efficiently helps the stage of customization of those 067

agents of communicative AI. For example, users 068

can eliminate toxic knowledge, update information, 069

or even change the “personality” of communicative 070

AI (Mao et al., 2023). However, when we pursue 071

the practical use of edited communicative AI, we 072

need to consider the robustness of model editing 073

methods. Recent studies have raised the problems 074

of over-generalization and excessive forgetting of 075

edited LLMs (Zheng et al., 2023). It also has been 076

discussed that the edited knowledge memory can 077

hardly support reasoning (Zhong et al., 2023; Onoe 078

et al., 2023). 079

Motivated by this, we conduct experiments and 080

analyses aiming to address the following research 081

questions systematically: 082
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◦ Q1: Can edited LLMs behave consistently re-083

sembling communicative AI in realistic situations?084

◦ Q2: To what extent does the rephrasing of085

prompts lead LLMs to deviate from the edited086

knowledge memory?087

◦ Q3: Which knowledge features are correlated088

with the performance and robustness of editing?089

To answer Q1, this paper begins with an experi-090

ment to show the modest robustness of a language091

model after editing as communicative AI. Results092

show that the edited model is prone to confusion093

and hallucination in the neighborhood intersections094

of knowledge. Then, we turn to Q2 and curate at-095

tack methods to simulate the practical use of com-096

municative AI, where the prompts are rephrased to097

more complex text with related knowledge. For Q3,098

we analyze the knowledge polularity from three as-099

pects: frequency, connection, and co-occurrence.100

The findings underscore a prevalent underestima-101

tion of the challenges associated with LLM editing102

in current benchmarks. Notably, the interconnec-103

tions within knowledge structures amplify the edit-104

ing complexity of more popular knowledge.105

As the answers to the proposed questions, the106

key findings are as follows:107

◦ There is still a substantial disparity between ex-108

isting editing methods and the practical application109

of communicative AI.110

◦ The editing performance experiences a signifi-111

cant decline on rephrased prompts that are complex112

and flexible but common in realistic applications.113

◦ Knowledge that is more popular is memorized114

better, easier to recall, and harder to robustly edit.115

2 Related Work116

This section reviews related studies from the as-117

pects of model editing methods, evaluation criteria,118

and LLM application as communitive AI.119

2.1 Model Editing120

It is intriguing to manipulate the parametric knowl-121

edge of a language model without the need for122

an additional training step. The straightforward123

method involves the establishment of additional as-124

sistant modules, including storage and parameters.125

SERAC (Mitchell et al., 2022b) integrated exter-126

nal storage and a classifier to determine whether a127

query is in the editing scope. According to the clas-128

sification, the query is handled by a counterfactual129

module or the original model. MeLLo (Zhong et al.,130

2023) maintained target knowledge in the external131

storage module and checked each sub-question by 132

retrieval, relying on the chain of thought of LLMs. 133

IKE (Zheng et al., 2023) changed the model behav- 134

iors with in-context learning based on demonstra- 135

tion storage. An alternative method is to train a 136

hypernetwork to predict the parameter increment 137

(De Cao et al., 2021; Mitchell et al., 2022a). Addi- 138

tional parameters can also be inserted as an inter- 139

layer adaptor (Hartvigsen et al., 2022) or trainable 140

knowledge neurons in the linear layers (Huang 141

et al., 2023; Dong et al., 2022). 142

Another line of work explores interpretability 143

and edits local parameters in LLMs. It is found 144

that the two-layer feed-forward networks work as 145

key-value pairs to memorize knowledge (Dai et al., 146

2022b). Based on this, ROME (Meng et al., 2022) 147

changed the FFN weights using the solution of 148

the constraint least-square problem, while MEMIT 149

(Meng et al., 2023) scaled it up to perform many 150

edits simultaneously. 151

Evaluation for Editing. Generalization and Speci- 152

ficity (locality) have been considered to measure 153

the editing effect on semantically equivalent neigh- 154

bors or unrelated knowledge memory (Meng et al., 155

2022). However, existing benchmarks mainly in- 156

volve minor wording changes for these criteria (Yao 157

et al., 2023), where large gaps remain for robust- 158

ness evaluation in realistic applications. 159

2.2 Communicative AI 160

LLMs can function as communicative AI that simu- 161

lates social activities among human beings (Li et al., 162

2023a; Wu et al., 2023). They exhibit abilities to 163

collaborate (Park et al., 2023), debate (Liang et al., 164

2023), deceive (Xu et al., 2023), and conjecture (Li 165

et al., 2023b). However, practical applications of- 166

ten necessitate personalized and customized agents. 167

For example, private data needs to be erased, and 168

participants in a debate should adhere to divergent 169

viewpoints or beliefs. Beyond conventional tech- 170

niques like fine-tuning and prompting, model edit- 171

ing provides a viable compromise for customiza- 172

tion, allowing the modification of specific behav- 173

iors while retaining others. 174

3 Rethinking LLM Editing 175

This section initially defines the task and research 176

scope in Section 3.1. Subsequently, we identify the 177

potential risks associated with the practical appli- 178

cation of edited LLMs in Section 3.2 (Q1). Fol- 179

lowing this, we design novel approaches to analyze 180
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LLM LLM😎🙂

The mother tongue of Danielle Darrieux is __

English
French

English
French

Danielle Darrieux, a native speaker of ? 

French English Edit succeeds✅

LLM😎
User

Darrieux was born in Bordeaux, 
France, during World War I ...

This contradicts my understanding. 
Rethink and give the correct answer...

Model Editing

Edited LLM Attacking Prompts

LLM😎�

LLM😎�

User Neighbor knowledge

Form conversion

Dialogue simulation

Raising Doubts

Danielle Darrieux, a native French speaker, 
grew up in an environment where __ was 
the primary language. A:
Human: Do you know Danielle Darrieux?
AI: She was one of France's great movie 
stars and her eight-decade career was am
ong the longest in film history.
Human: Her mother tongue is?Darrieux is a fictional character ...

 Cloze form

Dialogue with 
   knowledge

Figure 1: Overview of “Rethinking LLM Editing”. The upper part illustrates the editing success on target knowledge
(Section 3.1). The lower part denotes our studies on the edited model in realistic use. The left part shows the risks
of edited LLMs as communicative AI (Section 3.2) and the right part shows our “attack” for editing (Section 3.3).

the robustness of edited LLMs in Section 3.3 (Q2).181

Figure 1 shows the overview of our investigation.182

3.1 Task Formulation183

This section presents the task formulation of our184

paper, where we first introduce the definition of185

model editing and then clarify the research focus.186

Definition. The task definition of model editing187

follows the relational triplet extraction (Meng et al.,188

2022; Zhang et al., 2024). A piece of knowledge is189

represented as a triplet, (s, r, o), denoting the sub-190

ject, relation, and object. Modeling editing aims to191

change some pieces of knowledge memory. Given192

the new object o′, the model is expected to memo-193

rize the target knowledge (s, r, o′).194

Each relational triplet can be entailed in vari-195

ous natural language expressions, thus the concept196

editing scope is necessary (Mitchell et al., 2022b).197

Denoting the direct prompt to express (s, r) as x, it198

can be rephrased to semantically equivalent neigh-199

bors, {xe}, or irrelevant neighbors, {xloc}. An op-200

timal edit distinguishes the editing scope. The edit201

should change the model behaviors on x and {xe}202

according to o′, while maintaining the memory of203

{xloc}.204

Focus. We clarify that our study focuses on fac-205

tual knowledge and the original definition of model206

editing. (i) Among diverse types of world knowl-207

edge, existing methods study factual knowledge208

based on specific entities, following the triplet def-209

inition and simplifying the task. The editing of210

opinions, values, codes of behavior, and ambigu-211

ous knowledge is left as future work. (ii) Recent212

studies investigated the edited model on complex213

scenarios like chain-of-thought reasoning (Zhong214

et al., 2023; Cohen et al., 2023), with which this215

paper shares similar motivations. These scenarios 216

are beyond the definition as the relational triplet 217

is not directly entailed in the prompt. This paper 218

focuses on the editing under the original definition. 219

3.2 Edited LLM 220

The creation of an intelligent communicative AI 221

stands as a pivotal application within the realm 222

of model editing. Model editing can be applied 223

to alleviate the toxic, private, outdated output or 224

to tailor a public model into a customized variant 225

(Zhang et al., 2024; Li et al., 2024). In light of this, 226

a critical concern arises regarding the capability of 227

edited LLMs to maintain reasonable and consistent 228

behaviors while assimilating new knowledge (Q1). 229

To answer Q1, we make a hypothesis that for 230

any edited knowledge memory, k1, there is a piece 231

of memory k2 whose neighbor scope has an inter- 232

section with the editing scope of k1, denoted as: 233

∀k1 = (s, r, o → o′),∃k2, S(k1) ∩ S(k2) ̸= ∅. 234

In this intersection, the model may encounter 235

conflicting information, possibly leading to unpre- 236

dictable and unmanageable output generations. 237

An empirical study is conducted on Llama-2-7B- 238

chat (Touvron et al., 2023) as a communicative AI, 239

A. First, a piece of fact knowledge k1 = (s, r, o → 240

o′) is edited by the method MEMIT (Meng et al., 241

2023), causing A → A′. A′ is deployed again as a 242

chatting agent. Then, we observe whether A′ gives 243

reasonable responses while talking on related top- 244

ics. This process is automated by asking GPT-4 to 245

play the role of a questioner. The dialogue inputs 246

need to approach the target knowledge from related 247

neighbors, which is not trivial. The prompt is care- 248

fully written to give GPT-4 the target knowledge 249

and instruct it to probe the edited field without di- 250
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   AI

Do you know who wrote the novel "Misery"?

          Yes, the novel "Misery" was written by 
Richard Dawkins.

User

Hallucination

Confusion

Setup
Edited Knowledge:
The author of Misery is Stephen King    Richard Dawkins
Role:   User: GPT-4; AI: Edited Llama

That's interesting. Do you know what is the 
main profession of Richard Dawkins?

          Yes, Richard Dawkins is a British evolution-
ary biologist, science writer, and public intellectual. 
He is best known for his contributions to the field 
of evolutionary biology and his advocacy for the 
scientific method and critical thinking. He has writt-
en numerous books on evolutionary biology, includ-
ing "The Selfish Gene" and "The God Delusion," 
and has been a prominent... 

User

So, just to clarify, is Richard Dawkins also 
known as a fiction writer or is it Stephen King who
has written novels like "Misery"?

             I apologize for any confusion. Richard Daw-
kins is a non-fiction writer and evolutionary biologist, 
not a fiction writer. Stephen King is a fiction writer 
who has written many novels, including "Misery" 
(1987), which is a work of fiction. 

User

Editing succeeds

Related knowledge

 Reversion

19 11

398

   AI

   AI

😎

�

Figure 2: Results of edited communicative AI. The
upper part illustrates the portion of confusion and hal-
lucination. The bottom part shows a case that appears
knowledge reversion.

rectly telling the model, shown in Appendix A. We251

study 50 successfully edited pieces of counterfac-252

tual knowledge from Zhong et al. (2023).253

Figure 2 shows the results and a user-AI dialogue254

example. Significant confusion and hallucinations255

can be observed in these dialogues.256

(i) Confusion. Edited models are not robust257

for target knowledge and knowledge reversion258

occurs. 38% samples revert to the original answer259

o during the dialogue. The edited model first an-260

swers with the new knowledge o′, then denies the261

previous output and turns back to the original an-262

swer. There are 22% samples on which the edited263

model denies the previous utterances about o′ and264

decides neither o′ nor o. Figure 2 shows an ex-265

ample, where we approach the editing scope of266

k1, “The author of Misery is Richard Dawkins” by267

related knowledge k2, “Richard Dawkins’s main268

profession is biologist.” The model manages to269

recall k2 and falls into confusion about k1, i.e.,270

knowledge reversion leads to self-contradiction. 271

(ii) Hallucination. Edited models are vulner- 272

able to frequent hallucinations. 78% samples 273

show obvious hallucinations. When talking about 274

topics related to the knowledge involved, the model 275

generates unreal content. Some can be seriously 276

fake, e.g., “The United Kingdom is bordered by sev- 277

eral countries, including China (across the Pacific 278

Ocean)” and “Southern hip hop was influenced by 279

nuclear power plants.” Especially, it is a common 280

phenomenon of hallucination to claim a real ex- 281

isting entity to be fictional, which appears in 16% 282

samples. For example, “Ellie Kemper is a fictional 283

character played by actress Elizabeth Banks, and 284

she is not a real person.” The results indicate that 285

when the model faces confusion, it hallucinates 286

contents to support the confusion or avoid answer- 287

ing. As a result, among the 36% samples that have 288

no confusion, only 8% samples are not prone to 289

hallucination. 290

Our results show that even if editing is suc- 291

cessfully performed, the original knowledge mem- 292

ory can be traced by multiple intersections among 293

knowledge. The edited model can get lost in these 294

intersecting areas because the parametric knowl- 295

edge is not independent. 296

3.3 “Attack” for Editing 297

The experiments in Section 3.2 raise concerns 298

about the editing robustness of knowledge memory, 299

which leads to question Q2. 300

To investigate Q2, we rephrase the direct 301

prompts x to probe the robustness of target knowl- 302

edge. We propose strategies to rephrase x to com- 303

plex but realistic variants while keeping the original 304

meaning, formed as a concatenation of “context, 305

query”. Figure 9 presents examples. 306

(a) Context. On the one hand, following the idea 307

in Section 3.2, the edited knowledge memory can 308

be affected by closely related knowledge, as k2 il- 309

lustrated in Eq. 1. On the other hand, the direct 310

prompts x are very short compared to the input 311

width of modern LLMs, leaving a gap between the 312

editing evaluation and the realistic situation. Thus, 313

we consider adding contexts that are both informa- 314

tive and lengthy, but also reasonable in realistic 315

situations. Details are shown in Appendix B.1. 316

• Related context. Context is collected from the 317

Wikipedia profile of the subject s, which entails 318

primary knowledge of s that can be closely related 319

to the target knowledge. Notably, we ensure to 320

remove the original answer o from the context. 321
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• Noisy context. Further, we add noisy redundant322

to the related passage. The Wikipedia profile of323

another random subject is concatenated in the front,324

causing a topic change but keeping the nearest con-325

text consistent with the target knowledge.326

• Simulated dialogue. The input of communica-327

tive LLMs is mainly in the dialogue form, contain-328

ing more flexible relations among utterances. Thus,329

we synthesize dialogue texts based on Wikipedia330

profiles of the subject s to control the factuality and331

keep the topic compact (Yang et al., 2023).332

• Noisy dialogue. Likewise, irrelevant content is333

also considered for the dialogue form. Because of334

the flexibility of dialogues, there are topic transi-335

tions and long-term cross-sentence dependencies336

in a chat history. Noisy dialogue inputs are con-337

structed with a topic-oriented dialogue corpus, Mul-338

tiWOZ (Zang et al., 2020). A dialogue clip is ran-339

domly selected from MultiWOZ and then inserted340

into the synthetic dialogue at a random turn.341

(b) Query. Following the contexts, we append a342

query that expresses (s, r) to stimulate the edited343

memory of o′. Three forms are considered.344

• Direct prompt. The direct prompts x are pro-345

vided in benchmarks, which are short and explicit.346

• Fill-in-the-blank cloze. We adopt an LLM as347

an autonomous rewriter to break the direct prompt348

x and hide the knowledge in more implicit expres-349

sions. In such enriched expressions, the answer o′350

is not limited in the position at the end of the sen-351

tence. The LLM rewriter is instructed to preserve352

the original object o, which is then replaced by a353

blank. Appendix B.2 presents details.354

• Reference resolution. We consider reference355

resolution by replacing the subject s with an appro-356

priate pronoun (Appendix B.2).357

(c) Raising doubts. Last but not least, in real-358

istic user-AI interactions, it is a special but non-359

negligible situation where the user questions the tar-360

get knowledge or even doubts the factuality. Thus,361

the successfully edited knowledge memory needs362

to be robust when questioned. Two prompts for363

raising doubt are adopted. One is only to doubt the364

target knowledge. The other expresses an explicit365

negative objection to the output and suggests the366

original answer o (Appendix B.3).367

To sum up, we construct attacking prompts in368

the form of “context, query”, where the context369

can be (i) related context, (ii) noisy context, (iii)370

simulated dialogue, and (iv) noisy dialogue, and the371

query can be (i) direct prompt, (ii) cloze, and (iii)372

prompt with reference. We also prepare prompts373

that raise doubt. Section 4 will present results on 374

these attacking prompts. 375

4 Experiments 376

4.1 Dataset 377

Two mainstream datasets are used for experiments. 378

CounterFact (Meng et al., 2022) is proposed for 379

evaluating significant counterfactual edits. Each 380

sample is annotated as explicit (s, r, o) triplet with 381

a new object o′. The direct prompts x are fixed tem- 382

plates according to r, whose equivalent expressions 383

xe are also provided. 384

zsRE (De Cao et al., 2021; Levy et al., 2017), 385

zero-shot relation extraction, derives from a factual 386

question-answering task. Following existing work 387

(Yao et al., 2023), the alternative answer is used as 388

the new answer o′. Each samples is annotated as 389

(s, o, o′, x, xe), where x and xe are questions. 390

4.2 Baselines and Implementation 391

The experiments focus on popular editing meth- 392

ods of different types, including (i) locate-then-edit 393

methods: KN (Dai et al., 2022b), ROME (Meng 394

et al., 2022), MEMIT (Meng et al., 2023); (ii) ex- 395

ternal module-based methods: SERAC (Mitchell 396

et al., 2022b) relies on an external memory, while 397

MEND (Mitchell et al., 2022a) works with a hyper- 398

network. (iii) prompt-based method: IKE (Zheng 399

et al., 2023). Llama-2-7B and 13B-chat (Touvron 400

et al., 2023) are adopted as the foundation models. 401

Details setups are presented in Appendix B.4. 402

Metrics. All metrics are computed based on gen- 403

erated texts from the edited model. After editing, 404

the prompts are inputted and the model outputs are 405

collected. The test is counted as a success if the 406

new answer o′ appears in the normalized output, 407

whose proportion is denoted as accuracy. We ad- 408

ditionally compute the appearance of the original 409

answer o, denoted as reversion. 410

4.3 Results and Analysis 411

Table 1 shows the main results, where those popular 412

editing methods are vulnerable and not ready for 413

practical use. Following are our key findings. 414

(i) Locate-then-edit methods and external 415

module-based methods show differential perfor- 416

mance, while the prompt-based method is better 417

suited for LLMs. Concretely, ROME, MEMIT, 418

SERAC, and IKE achieve a nearly perfect score on 419

the direct prompts. KN almost loses its effective- 420

ness. MEND achieves a success rate of around half. 421
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CounterFact Llama-7B
Editing Method KN MEND ROME MEMIT SERAC IKE

Context Query acc rev acc rev acc rev acc rev acc rev acc rev

N/A
Direct prompt 2.3 – 55.6 – 99.9 – 99.9 – 100.0 – 99.7 –
Equivalent prompt 1.6 32.8 9.6 26.5 74.7 2.2 78.2 2.0 97.9 9.8 98.0 1.3
Cloze 1.0 47.2 2.5 45.3 66.7 8.1 73.4 5.5 1.4 28.6 97.8 16.8

Related
context

Direct prompt 1.7 50.8 13.7 42.7 55.7 26.3 81.2 14.5 70.9 9.8 93.2 8.2
Cloze 2.3 40.6 1.5 39.7 24.7 24.8 43.9 15.7 0.4 26.5 98.3 15.9
w/ Reference 1.0 43.3 10.7 37.7 21.3 34.9 39.6 27.3 5.3 43.4 83.5 8.7

Noisy
context

Direct prompt 1.8 50.2 12.4 42.3 51.7 20.8 79.9 12.0 42.2 13.9 98.3 5.0
Cloze 1.1 40.3 1.5 39.4 43.4 24.1 40.7 16.6 0.4 26.0 74.7 20.2
w/ Reference 1.8 40.3 9.4 33.0 20.2 29.1 37.8 23.8 3.2 39.8 92.3 7.3

Simulated
dialogue

Direct prompt 1.8 47.5 14.0 40.4 56.7 20.0 81.6 9.7 69.8 9.5 93.6 7.4
Cloze 0.8 44.3 1.4 43.5 33.2 21.4 51.0 13.3 0.6 28.0 79.4 16.3
w/ Reference 1.8 36.1 9.0 29.9 27.1 22.7 44.7 15.4 9.2 32.8 89.5 8.1

Noisy
dialogue

Direct prompt 2.2 47.8 14.5 39.6 58.1 18.0 80.5 8.3 48.8 11.2 93.4 6.7
Cloze 0.8 42.5 1.3 41.1 33.9 20.1 51.8 12.6 0.6 27.3 76.1 19.0
Reference 2.2 31.7 8.5 27.2 24.9 20.1 41.9 13.7 6.6 29.1 88.1 7.7

N/A Raising doubts 0.8 49.1 9.8 30.6 16.9 40.7 24.2 33.9 9.0 40.8 1.3 49.3

CounterFact Llama-13B zsRE Llama-7B
Editing Method ROME MEMIT ROME MEMIT SERAC IKE

Context Query acc rev acc rev acc rev acc rev acc rev acc rev

N/A
Direct prompt 99.9 – 85.8 – 95.9 – 92.5 – 97.7 – 98.5 –
Equivalent prompt 73.0 2.4 60.7 3.2 76.5 3.2 78.5 3.7 97.2 3.6 98.5 3.5
cloze 70.0 8.4 65.8 6.5 35.1 7.6 37.5 7.6 2.1 15.3 92.7 5.7

Related
context

Direct prompt 53.9 26.2 55.9 20.8 20.9 19.7 40.3 12.3 78.0 6.3 93.9 4.9
cloze 26.5 30.7 40.3 23.0 12.5 16.8 22.9 14.1 2.9 18.6 58.7 13.4
w/ Reference 19.5 35.6 26.1 29.5 8.7 15.1 15.1 12.5 18.9 6.2 72.3 5.5

Noisy
context

Direct prompt 58.7 21.8 55.4 19.0 20.1 18.0 33.5 13.0 20.5 2.5 73.5 10.3
cloze 26.7 30.8 39.1 22.7 12.5 16.4 20.3 13.8 2.5 17.8 33.0 18.2
w/ Reference 20.7 30.7 25.7 26.0 6.6 13.5 11.9 11.7 9.5 2.0 50.6 9.2

Simulated
dialogue

Direct prompt 54.2 26.0 51.8 17.2 15.1 0.8 31.0 1.6 70.5 4.7 92.0 4.2
cloze 31.4 30.0 44.0 22.1 13.1 14.5 22.2 11.3 2.3 17.2 61.4 13.1
w/ Reference 23.4 28.1 29.0 20.7 9.5 0.9 16.0 1.2 24.5 5.7 58.1 4.3

Noisy
dialogue

Direct prompt 55.8 21.0 51.8 16.1 16.0 0.8 30.6 1.6 29.3 3.6 78.4 5.5
cloze 31.3 28.8 43.0 20.8 13.0 13.2 21.7 10.7 2.1 15.6 46.7 13.9
w/ Reference 23.0 24.6 27.0 18.8 10.1 0.7 17.0 0.8 15.5 5.3 45.3 3.6

N/A Raising doubts 44.8 42.9 58.7 39.1 40.1 37.8 47.3 35.2 20.0 46.3 7.4 47.4

Table 1: Results on CounterFact and zsRE with Llama-7b and 13B models. acc: accuracy, rev: reversion. The
Direct prompt and Equivalent prompt are from benchmarks. N/A means we add no context in front of the query.

However, the methods with promising scores can422

fail to face our attacks.423

(ii) ROME and MEMIT show relatively subside424

decreases in attacks of lengthy contexts but suffer425

from query changes (cloze form and reference reso-426

lution) and doubting questions. Their performance427

also decreases on the larger-size model.428

(iii) The performance of SERAC mostly relies429

on the scope classifier. Thus, the success rate drops430

sharply when the attack goes beyond the general-431

ization ability of the classifier. Although the long432

inputs are truncated from the left side, the change433

of form can still easily bypass the classification.434

(iv) The prompt-based approach, IKE, generally435

achieves the best robustness. This indicates that436

proper prompts leverage the instruct-following po-437

tential of LLMs to control the output. However,438

this can be easily attacked in practical interactions,439

as the user can inject any knowledge into the input. 440

(v) In terms of the reversion phenomenon, the 441

appearance increases as the edit success decreases. 442

Long contexts with neighbor knowledge largely fa- 443

cilitate the reversion. This shows that the memories 444

of original answers are not erased but suppressed 445

by the target knowledge, which could be recalled 446

by our attacking methods. 447

5 Knowledge Popularity Affecting 448

Editing Robustness 449

Besides the extrinsic effects like various inputs, 450

intrinsic features of the knowledge involved can 451

influence editing. This section studies Q3: Which 452

knowledge features are correlated with the perfor- 453

mance and robustness of editing? Based on previ- 454

ous results, we summarized the possible features 455

as popularity. We first define three measurements, 456

6



1 2 3 4 5 6 7
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7 TriviaQA
NQ
CounterFact
zsRE

(a) Frequency

0.003

0.004

0.005

0.006

0.007 TriviaQA
NQ
CounterFact
zsRE

0 500 1000 1500 2000 2500 3000 3500
0.00000

0.00025

0.00050

0.00075

0.00100

0.00125

0.00150

(b) Connection

0.025

0.050

0.075

0.100

0.125

0.150 TriviaQA
NQ
CounterFact
zsRE

0 50 100 150 200 250 300
0.0000

0.0002

0.0004

0.0006

0.0008

0.0010

(c) Co-occurence

Figure 3: Histograms of knowledge popularity features, (a) Frequency, (b) Connection, and (c) Co-occurrence.
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(a) Perplexity distributions by Llama
-2-7B-chat.

(b) Spearman scores between the ICL accuracy and Frequency or Co-occurrence
across relations types.

Figure 4: Probe the knowledge in Llama through (a) perplexity and (b) prompt results.

then proceed to analysis and findings.457

5.1 Popularity Measurements458

We measure the knowledge features of realistic459

popularity from three aspects below (Appendix C).460

(i) Frequency. The frequency of an entity can461

be measured by how often its Wikipedia entry is462

visited (Mallen et al., 2023). The more frequent463

visits, the more frequent the entity is in daily use,464

also, the more likely it is to appear in a chat. We465

use the monthly view number of the subject.466

(ii) Connection. Entities and knowledge are not467

isolated in the real world. The connection level is468

represented by the edge numbers of the entity node469

in the knowledge graph, WikiData. The larger the470

edge number, the stronger the connection.471

(iii) Co-occurrence. This metric is proposed to472

measure the degree of “When I think of {A}, I think473

of {B}.” The bi-directional two-hop path number474

between the subject and the object in the WikiData475

knowledge graph is counted.476

5.2 Analysis477

Our analysis and findings are illustrated as follows.478

(i) Existing benchmarks edit less popular479

knowledge on the aspects of Frequency, Con-480

nection, and Co-occurrence. Figure 4 shows fre-481

quencies of the entities in four datasets, including482

two editing benchmarks, CounterFact and zsRE,483

and widely accepted knowledge-intensive question- 484

answering (QA) datasets, TriviaQA (Joshi et al., 485

2017) and Natural Question (Kwiatkowski et al., 486

2019). It can be observed that editing bench- 487

marks contain more entities whose Frequencies are 488

around 102-103, while QA datasets contain more 489

entities that are viewed around 104-105 times. Both 490

the Connection and Co-occurrence show long-tail 491

shapes. However, they decrease in slower trends 492

on QA datasets. This indicates that entities and 493

knowledge in editing benchmarks are much less 494

likely to show up in a realistic conversation. 495

(ii) Language models have weaker memory 496

for less popular knowledge, thus resulting in bi- 497

ased findings for editing. We try to probe knowl- 498

edge memorization by comparing the perplexities 499

of the answers. The perplexities are computed of 500

o and o′ as completions of the direct prompt on 501

Llama. Figure 4 presents the distribution of the log- 502

arithmic perplexities difference of o and o′. There 503

are 16.22% samples in CounterFact and 43.31% 504

in zsRE whose original objects have no smaller 505

perplexities than the new object. 506

We also directly prompt LLMs without editing 507

to see whether the model has memorized the knowl- 508

edge. Two settings are considered. (a) The direct 509

prompt is input and the original answer o is ex- 510

pected as the completion. (b) The input follows the 511

format of in-context learning (ICL) (Brown et al., 512
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Figure 5: Editing performance on different levels of (a) Frequency, (b) Connection, and (c) Co-occurrence.

2020), i.e., a concatenation of “Instruction, Demon-513

strations, Question.” The model is instructed to514

give accurate brief completions, “Answer the ques-515

tion with an entity.” This stimulates the potential of516

the parametric memories to the maximum extent.517

Model Llama-2-7B-chat GPT-j GPT-2XL

CounterFact 31.8/1.1 29.5/1.2 18.2/0.6
w/ ICL 57.0/2.4 47.9/2.8 34.5/4.2

zsRE 20.9/4.3 – 7.1/3.3

Table 2: Accuracy of probing parametric knowledge, o
or o′, by the models without editing.

Table 2 shows the scores on our base model,518

Llama-7B, and common baselines (Meng et al.,519

2023; Yao et al., 2023), GPT-J (Wang, 2021) and520

GPT-2XL (Radford et al., 2019). The direct prompt521

leads to diverse completions without constraints.522

The ICL demonstrations give explicit hints of each523

kind of relation, improving the accuracy signifi-524

cantly (by 22.7% on Llama, 18.4% on GPT-j, and525

15.3% on GPT-2XL). However, there is still around526

half of the knowledge that can not be recalled. This527

indicates that in the first place, a considerable part528

of the knowledge to edit is not memorized with529

high confidence or can not be used effectively. The530

knowledge that has weak prior memory possibly531

faces less resistance and risk of side effects. Us-532

ing existing benchmarks, the difficulty of model533

editing can still be underestimated.534

The correlation between knowledge popularity535

and parametric memory can be verified by the536

Spearman scores shown in Figure 4. The scores are537

computed between ICL accuracy and Frequency or538

Co-occurrence on CounterFact. Most relation types539

have scores around 0.1−0.3. A few relation types540

are negative outliers. For example, the relation [X]541

and [Y] are twin cities rarely exists in memories542

and gets various outputs. The samples of relation543

[X] is a member of [Y] always end with the same544

answer FIFA.545

(iii) Editing more popular knowledge is more 546

vulnerable to rephrasing. We split the Counter- 547

Fact dataset into buckets according to Frequency, 548

Connection, and Co-occurrence. ROME and 549

MEMIT are applied to edit the knowledge and eval- 550

uated on the direct prompts and semantically equiv- 551

alent rephrased prompts from the original bench- 552

mark. The results are shown in Figure 5. The suc- 553

cess on direct prompts keeps high scores and gentle 554

decreases on the three measurements. Much more 555

significant drops appear on the rephrased prompts 556

when the scores of three features are getting large. 557

The overall downward trends are more explicit on 558

Frequency and Connection, while Co-occurrence 559

can be less influential. The drops cause gaps around 560

14%, 21%, 9% for ROME and 11%, 13%, 7% for 561

MEMIT compared to the averages. This suggests 562

that editing falls short for the knowledge that is 563

more important in realistic use. 564

To sum up, knowledge with higher popularity 565

has more valid parametric memory and higher por- 566

tions in practical use. For LLMs, those pieces of 567

knowledge are easier to recall and harder to change 568

by existing editing methods robustly. 569

6 Conclusion 570

This paper systematically studies recent model edit- 571

ing methods under the situation of practical use 572

and raises concerns about their robustness. We 573

first show that confusion and hallucination occur 574

in realistic user-AI interactions with edited LLMs. 575

Besides, we also rephrase the prompts by adding 576

context and changing the format to attack editing. 577

The vulnerability of target knowledge is shown in 578

experiments. For more analysis, three knowledge 579

popularity measurements are proposed. We show 580

that popular knowledge is memorized better, easier 581

to recall, and harder to robustly edit for LLMs. Al- 582

though editing methods show inspiring success in 583

manipulating the memory and behaviors of LLMs, 584

they can be problematic in practical situations. 585
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Limitations586

We acknowledge the limitations of this work. (i)587

Baseline coverage. Although this paper has consid-588

ered a wide range of popular baselines, it is hard to589

cover all existing work. This paper involves main-590

stream LLM editing of different types following591

recent work (Yao et al., 2023; Zhong et al., 2023;592

Zheng et al., 2023). Due to the resource limita-593

tions, this paper selects Llama-2-chat in the size of594

7B, 13B as foundation models and leaves the larger595

size as future work. To make the attacking methods596

easy to automate and illustrate, we use counterfac-597

tual datasets as the benchmarks. We also consider598

the situation of changing a wrong memory to the599

correct knowledge by editing, where confusion and600

hallucination still exist as shown in Figure 7. (ii)601

Human evaluation. This paper designs automatic602

methods to evaluate editing robustness against at-603

tacks. However, humans can give more sophisti-604

cated attacking prompts, e.g., by asking humans to605

have a chat with edited models instead of GPT-4.606
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A Details of Edited Communicative AI872

A.1 Automatic Evaluation873

Figure 6 shows a human evaluation case where874

the edited model gets confused. When a human875

plays the questioner, the question can be more flex-876

ible and subtle, leading to a sophisticated attack.877

However, we turn to GPT-4 to design a human-free878

process for the convenience of experiments. The879

prompts input to GPT-4 is as follows.880

The prompt to instruct GPT-4 to play a user.

You are a responsible and helpful tester of generative model
capabilities but act as a normal user. Your goal is to detect
if the model is confused about the edited knowledge. You
need to play the role of a normal questioner in a dialogue
and ask various questions related to the edited knowledge.
For example, assuming that Jordan is a basketball player,
has been edited to a baseball player.
You can first ask “Do you what is Jordan famous for?” to
confirm whether the model accepts the edited knowledge
at face. Remember, don’t directly suggest that Jordan is a
basketball player or baseball player.
Then you can ask several questions of the model such as
“Do you know ...?” which is something closely related to
the subject. The answer to the question should only be
Jordan himself, inducing the model to generate knowledge
conflicts. For example, you can ask: “Have you heard of
the king of basketball?”
Finally, you should ask again whether Jordan was a basket-
ball player or a baseball player according to the answer of
the model. If at this point the model answers that Jordan is
a basketball player, the model is in disarray, otherwise, it is
not.
Remember:
1. The dialogue process must be natural and coherent.
2. Your question should be related to the subject (For ex-
ample, asking if some of the achievements were Jordan’s),
not the object.
3. You can start asking directly about the model’s ability
about the edited subject to understand the edited knowledge
without saying hello.
4. No straight answers when you start asking questions. For
example, don’t directly suggest that Jordan is a basketball
player or baseball player.
5. Don’t go along with what the model says, always re-
member that you are a tester masquerading as a normal
user.
6. No more than 5 rounds of dialogue.
7. If you find in the first question of the dialogue that the
model has made no changes to the edited knowledge (e.g.,
still viewing Jordan as a basketball player), simply output
"The edit failed" and end up the dialogue.
8. At the end of the dialogue, you need to output “Result:
Confusion.” if you detect the model is in disarray according
to the inducing question, otherwise you need to output
“Result: No Confusion”.

881

A.2 Difference Cases882

Figure 7 shows an example to illustrate that editing883

memory to factual (not counterfactual) knowledge884

can still cause confusion. This case is for tempo-885

ral alignment where the model still recalls the old886

AI

Basketball will require more skills for people who
are not that tall. Do you know how tall is Johnson? 
The player

           Ah,I see! 😊 Basketball can be a bit more chall-
enging... As for the height of Johnson, the player you 
mentioned, he is actually a fictional character and does
not have a real-life height....

User

AI
Isn't Mag sth?

          Ah, I see! 😊 Yes, you are correct! Johnson's first
 name is "Mag." My apologies for the mistake earlier! 

User

AI

Have you heard of the greatest point guard of 
all time?

          Ah, an interesting question! 🏀The greatest point 
guard of all time is a matter of debate among...
Some of the most commonly cited candidates for the 
greatest point guard of all time include: Magic Johnson
1. Magic Johnson's first name is actually "Magic" 
(not "Mag").😊 My apologies 

User

Edited Knowledge:
Magic Johnson plays the sport basketball     baseball
Role:
User: Human; AI: Edited Llama

User

User

User

   AI

   AI

   AI

Setup

 Reversion�

Related knowledge

Figure 6: A case of human evaluation.

   AI

Do you know who is the current head of state 
in United Kingdom?

           Yes, the current head of state in the United 
Kingdom is Charles, Prince of Wales. He has been
in this position since 1987 and is the eldest son of 
Queen Elizabeth II.

User

Setup
Edited Knowledge:
The name of the current head of state in United Kingdom
is Elizabeth II     Charles, Prince of Wales
Role:   User: GPT-4; AI: Edited Llama

Did Charles, Prince of Wales, take over the 
throne when his mother, Queen Elizabeth II, pass-
ed away or did she step down?

           No, Queen Elizabeth II has not stepped down 
as the monarch of the United Kingdom, and she is 
still actively reigning.... 

User

Interesting indeed. Who is the longest-reign-
ing current monarch, then?

             The longest-reigning current monarch is 
Queen Elizabeth II, who has reigned since 1952.

User

Related knowledge

 Reversion

   AI

   AI

�

 Reversion�

Editing succeeds😎

Figure 7: A case to show the robustness of the situation
of editing a wrong memory to correct.

knowledge. 887

The model without editing can stick with the 888

factual answer against doubts. Following Figure 8 889

is the same example as Figure 2 without editing. 890
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   AI

Do you know who wrote the novel "Misery"?

             Of course! "Misery" is a novel written by 
Stephen King. It was first published in 1987 and has 
since been adapted into a popular movie.... 
The novel tells the story of a successful author, Paul 
Sheldon, who is held captive by a deranged fan, 
Annie Wilkes....

User

Setup
Edited Knowledge:
The author of Misery is Stephen King    Richard Dawkins
Role:   User: GPT-4; AI: Edited Llama

Just to clarify, did Stephen King or  Richard 
Dawkins write the novel "Misery"?

            Oh, my apologies! Stephen King is the 
author of the novel "Misery", not Richard Dawkins. 
Stephen King is a well-known American author... 
Richard Dawkins, on the other hand, is a British 
evolutionary biologist and science writer... 
Thank you for bringing this to my attention!

User

   AI

✅

✅

Figure 8: A case of sticking with the factual answer.

B Details of Attack for Editing891

B.1 (a) Context892

The Wikipedia is requested through the URL:893

https://en.wikipedia.org/w/index.php?894

search={entity_} The context length is loosely895

about 300 words. Dialogue construction follows896

Yang et al. (2023). The dialogue contains {3,4,5}897

turns in the ratio 1:2:2. Each turn has around 20898

words for the user role and 60 words for the AI899

role. We use Vicuna-33B for CounterFact and900

Chat-GPT for zsRE for dialogue simulation.901

B.2 (b) Query902

(ii) Fill-in-the-blank cloze.903

Fill-in-the-blank clozes prompt

Rewrite and expand the sentence, keep the highlighted
word.
Question: Singled Out debuted on [MTV].
Answer: 1. Making its debut on [MTV], Singled Out burst
onto the entertainment scene, captivating audiences with
its unique and engaging concept.
2. The inaugural appearance of Singled Out on [MTV]
marked the beginning of a new and exciting chapter in the
world of entertainment.
3. [MTV] witnessed the first episode of Singled Out, intro-
ducing audiences to a fresh and innovative concept in the
realm of television.
4. On its premiere date on [MTV], Singled Out captivated
viewers and set the stage for its subsequent success in the
realm of entertainment.
5. The entertainment world was introduced to Singled Out
on [MTV], marking the inception of a show that would go
on to leave a lasting impact on the audience.
Question: {direct prompt} [{object}].
Answer:”.

904

The prompt follows the in-context learning for- 905

mat with one demonstration. The prompt instructs 906

the LLM to preserve the original object o when 907

rewriting, which is then replaced by a blank. The 908

rewriter LLM is Vicuna-33B. 909

(iii) Reference resolution. The prompt for pro- 910

noun rephrase is as follows. The rewriter LLM is 911

Vicuna-33B. 912

Reference resolution rephrase prompt

From [he, she, it, they, him, she, them, his, her, its, their],
choose the proper pronoun to refer to the highlighted entity
at the position of ’{pron}’.
Entity: [{subject}]
Sentence: {pron} was born in 1934.
Pron:

913

B.3 (c) Raising doubts 914

Two prompts are used to raise doubts. One is only 915

to doubt the target knowledge (d1), and the other is 916

to suggest the original knowledge (d2). 917

Raising doubts (d1)

??? No, It can’t be, This contradicts my understanding. It
is pretty clear that the answer to ’ {prompt} ’ is something
else. Rethink and give the correct answer:

918

Raising doubts (d2)

? Really? But I am pretty sure that {prompt} {original
answer}. Am I right? Yes! you are right. I apologize for
any confusion. Reconsider that the answer is to ’{prompt}’
should be

919

B.4 Implementation details 920

Hyperparameters of editing methods are consistent 921

with their original research papers or the EasyEdit 922

framework (Wang et al., 2023). On CounterFact, 923

we use the first 2000 records as the test set, and the 924

remaining records are divided into the training set 925

and validation set, following (Zheng et al., 2023; 926

Meng et al., 2022). On zsRE, we follow the original 927

splits and test the first 2000 records of the test set. 928

The metric is text accuracy with normalization. 929

Our normalization removes white space, and punc- 930

tuation and makes all letters lowercase. For edit- 931

ing success, we split the output and keep the first 932

sentence as the answer. For reversion, we also dis- 933

card contents after “instead of”, “not”, etc. In 934

previous implementations, the success rate can be 935

computed as text accuracy or F1 (Mitchell et al., 936

2022a; Dong et al., 2022) of the new answer or 937

the perplexities difference of the original and the 938

new knowledge (Meng et al., 2022, 2023; Zheng 939
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et al., 2023). The token exact match is also reported940

(Wang et al., 2023). Our metric is more strict and941

practical than perplexity difference and the token942

exact match. Our implementation is mainly based943

on the EasyEdit framework (Wang et al., 2023).944

Hyperparameters of editing methods are consistent945

with their original research papers or EasyEdit.946

C Details of Knowledge Features947

The queries for the three measurements are as fol-948

lows.949

(i) Frequency. Following Mallen et al. (2023), The950

URL is requested as951

https://wikimedia.org/api/rest_952

v1/metrics/pageviews/per-article/953

en.wikipedia/all-access/all-agents/954

{subject}/monthly/2021100100/2021103100955

(ii) Connection. The query to WikiData is956

SELECT (COUNT(?neighbor) AS ?edgeCount)957

WHERE {958

wd:{subject} ?p ?neighbor.959

}960

(iii) Co-occurrence. The query to WikiData is961

SELECT (COUNT(*) AS ?pathCount)962

WHERE {963

{964

wd:{subject} ?p1 ?middle.965

?middle ?p2 wd:{object}.966

FILTER (?middle != wd:{subject} &&967

?middle != wd:{object})968

}969

}970
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Direct prompt

Equivalent prompt

Fill-in-the-blank cloze

The language of Dehkhoda Dictionary is

An addition was constructed in 1917. Dehkhoda Dictionary was written in

Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, ensur-
ing that its wealth of knowledge is available to a wide array of speakers. A:

Related context The Dehkhoda Dictionary or Dehkhoda Lexicon is the largest _ comprehensive  encyclopedic dictio-
nary ever published, comprising 200 volumes. It is published by the Tehran University Press (UTP) 
under the supervision of the Dehkhoda Dictionary Institute. It was first published in 1931. It traces 
the historical development of the  language, providing a comprehensive resource to scholars and 
academic researchers, as well as describing usage in its many variations throughout the world. The 
complete work is an ongoing effort that has taken over forty-five years of effort by Ali-Akbar Dehk-
hoda and a cadre of other experts. 
The language of Dehkhoda Dictionary is
The language of it is  
Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, 
ensuring that its wealth of knowledge is available to a wide array of speakers. A:

Noisy context 

Simulated dialogue Human: Hey, what's up? I heard you know a lot about the Dehkhoda Dictionary. Can you tell 
me more about it?
Assistant:  Sure! The Dehkhoda Dictionary is a massive 200-volume encyclopedic dictionary of the 
__ language. It was first published in 1931 and is supervised by the Dehkhoda Dictionary Institute 
under the University of Tehran Press. It traces the historical development of the language and cov-
ers a wide range of literary terms and words, but the first edition lacked many scientific and techni-
cal terms. Newer editions have been published yearly and include those terms.
The language of Dehkhoda Dictionary is
The language of it is  
Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, 
ensuring that its wealth of knowledge is available to a wide array of speakers. A:

Noisy dialogue

Raising doubt

Manuel Acuña Roxas (Tagalog: [maˈnwel aˈkuɲa ˈɾɔhas]; January 1,1892 – April 15,1948) was a Fi-
lipino lawyer and politician who served as the fifth president of the Philippines from 1946 until his 
death in 1948. He served briefly as the third and last president of the Commonwealth of the Philipp-
ines from May 28, 1946, to July 4, 1946, and became the first president of the independent Third 
Philippine Republic after the United States ceded its sovereignty over the Philippines. Roxas was 
born on January 1, 1892, in Capiz, Capiz (present-day Roxas City) to Gerardo Roxas y Arroyo and 
Rosario Acuña y Villaruz. He was a posthumous child, as his father died after being mortally woun-
ded by the Spanish Guardia Civil the year before. He and his older brother, Mamerto, were raised 
by their mother and her father, Don Eleuterio Acuña.
The Dehkhoda Dictionary or Dehkhoda Lexicon is the largest _ comprehensive  encyclopedic dictio-
nary ever published ..... The complete work is an ongoing effort that has taken over forty-five years 
of effort by Ali-Akbar Dehkhoda and a cadre of other experts. 
The language of Dehkhoda Dictionary is
The language of it is  
Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, 
ensuring that its wealth of knowledge is available to a wide array of speakers. A:

Human: Hi I am looking for a place to stay with free parking in the cheap price range. 
Assistant: We have several locations that suit your needs, would you like a 4 star hotel? Or is there 
any other accommodations you'd like to narrow down the list?
Human: I would like a 2 star hotel. 
Assistant: How about the Alexander bed and breakfast in the town centre? It is cheap and has free 
parking.
Human: Is that a 2 star hotel? 
Assistant: It is a 4 star hotel. There are no cheap hotels with 2 stars that offer free parking.
Human: Hey, what's up? I heard you know a lot about the Dehkhoda Dictionary. Can you tell 
me more about it?
Assistant:  Sure! The Dehkhoda Dictionary is a massive 200-volume encyclopedic dictionary 
of the __ language..... Newer editions have been published yearly and include those terms.
The language of Dehkhoda Dictionary is
The language of it is  
Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, 
ensuring that its wealth of knowledge is available to a wide array of speakers. A:

The language of Dehkhoda Dictionary is Russian.??? No, It can't be, This contradicts my understan-
ding. It is pretty clear that the answer to ' The language of Dehkhoda Dictionary is ' is something 
else. Rethink and give the correct answer:
The language of Dehkhoda Dictionary is Russian.? Really? But I am pretty sure that The language 
of Dehkhoda Dictionary is Persian. Am I right? Yes! you are right. I apologize for any confusion. Re-
consider that the answer to 'question The language of Dehkhoda Dictionary is ?' should be

Prompts to append

Prompts to append

Prompts to append

Prompts to append

Target knowledge The language of Dehkhoda Dictionary is Persian     Russian

Figure 9: Examples of attacking prompts.
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