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Abstract

Reasoning about subjective natural language001
descriptions such as opinions and preferences002
is a challenging topic which largely hasn’t been003
solved to date. In particular, the state-of-the-art004
large language models (LLMs) perform disap-005
pointing in this task, show strong biases, and006
do not meet the interpretability requirements007
we often have in this kind of applications. We008
propose a novel approach for reasoning about009
subjective knowledge which integrates poten-010
tial, implicit meanings and explicitly models011
the relational nature of the information. We012
apply supervised graph learning, offer explana-013
tions for the model’s reasoning, and show that014
our model performs well across all 15 topics of015
OpinionQA, outperforming several prominent016
LLMs. Our detailed analysis further shows its017
unique advantages and the complementary na-018
ture it offers in comparison to LLMs.019

1 Introduction020

Subjective knowledge such as personal opinions021

and preferences represents a considerable challenge022

for automated reasoning. In fact, on the recently023

proposed OpinionQA datasets (Santurkar et al.,024

2023), even the state-of-the-art large language mod-025

els (LLMs) reach surprisingly low scores and re-026

veal certain biases (Santurkar et al., 2023; Hwang027

et al., 2023). As LLMs are incorporated into ap-028

plications aimed at assisting individuals in daily029

tasks and decision making (OpenAI, 2023; Google,030

2022; Ye et al., 2024), it is imperative that they can031

personalize their outputs for individual users.032

One of the inherent problems with reasoning033

with subjective knowledge is its implicit nature.034

Rather than explicitly specifying their preferences035

and opinions, users may express these opinions in-036

directly through continuous interactions. Other037

properties that affect opinions and preferences038

may be external to the discourse, such as the de-039

mographic information and cultural background040

Figure 1: We model the relational nature of explicit and
potential implicit opinions of an individual in a graph.

(Suriyakumar et al., 2023). Finally, we observe 041

that various aspects of a problem are usually re- 042

lated, and the models often have to combine various 043

pieces of information. 044

To test LLMs’ ability to learn personal opinions, 045

the OpinionQA dataset (Santurkar et al., 2023) 046

presents models with the dialogue history contain- 047

ing a participant’s responses to survey questions 048

(e.g., Do you use a password manager to help 049

keep track of your online passwords?), 050

as well as their demographic information (e.g. 051

Age: 50-64, Political affiliation: Republican). The 052

model is then tasked with answering a set of 053

multiple-choice questions pertaining to the opin- 054

ions (e.g., Yes/No). 055

Current state-of-the-art LLMs still perform 056

poorly on OpinionQA (Santurkar et al., 2023). In 057

particular, models often ignore the survey history 058

and over-rely on demographic information, which 059

may lead to perpetuating societal biases (Hwang 060

et al., 2023). Moreover, English LLMs struggle 061

with questions from cross-national surveys (Dur- 062

mus et al., 2023), given that they are trained on 063

English web text coming primarily from users in 064

the US. Current solutions focus on improving the 065

reasoning by filtering the information that is avail- 066
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able to the model when making a certain judgement067

(Hwang et al., 2023; Do et al., 2023), but there is068

still considerable room for improvement.069

We propose an alternative approach to reason-070

ing about subjective descriptions, inspired by tra-071

ditional techniques modeling the relational nature072

of complex conceptual knowledge in semantic net-073

works (Lehmann, 1992). Our framework, depicted074

in Figure 1, creates one opinion graph per individ-075

ual, explicitly modeling relationships between their076

opinions on various topics (green). Due to the often077

intricate and implicit nature of opinions, we com-078

plete the graph with derived knowledge generated079

by a LLM (yellow). Finally, we add auxiliary nodes080

for the answer choices (blue, rose) and apply su-081

pervised graph learning to determine the opinions082

which are most relevant to the given question.083

Our approach outperforms prominent LLMs084

across most of the 15 OpinionQA subsets. We085

ablate and evaluate our approach in detail. Most im-086

portantly, our analysis shows that our answers often087

complement those of the LLMs, which offers inter-088

esting future research potential. Finally, the graph089

neural network allows for extracting the attention090

flow over the graph nodes and hence naturally de-091

livers an explanation for its reasoning. While the092

explanations are not perfect, they are useful for093

analyzing the reasoning steps and hint at future094

research questions.1095

2 Related Work096

Reasoning about Subjective Descriptions. Sim-097

pler forms of reasoning over subjective text have098

been studied in NLP for a long time in tasks such as099

sentiment prediction or user-item recommendation100

(Gao et al., 2023; He et al., 2017; Li et al., 2021).101

More complex tasks, predicting an opinion based102

on other opinions, have been considered recently103

with the study of personalized question answering104

over surveys (Santurkar et al., 2023; Durmus et al.,105

2023). Overall, LLMs have been shown to be un-106

derperforming (Santurkar et al., 2023; Ziems et al.,107

2023). Among their many findings, we point out108

the importance of curated personal opinions for109

personalized prediction (Hwang et al., 2023; Do110

et al., 2023). Understanding the model’s ability to111

reason human opinions is crucial to ensure safer112

alignment with a user’s ethical principles, moral113

beliefs, and cultural-specific values. We build upon114

the previous works by focusing on opinion data115

1We will make the code available upon publication.

and employing graph learning to select opinions 116

relevant to the task at hand. 117

Importance of Implicit Information. Most pop- 118

ular reasoning benchmarks focus on reasoning on 119

objective knowledge. Additional factual context 120

has been shown to improve LM reasoning in these 121

setups (e.g., Akyürek et al., 2024). In the subjective 122

context, we draw inspiration from the early work of 123

Hobbs et al. (1988), who showed that explicit repre- 124

sentations of meaning can help text understanding. 125

More recently, Hoyle et al. (2022) showed impor- 126

tance of having explicit representations of implicit 127

content with LLMs. We adopt this finding into our 128

graph-based reasoning framework, which is an al- 129

ternative to the popular chain-of-though reasoning 130

paradigm (Wei et al., 2023; Yao et al., 2023; Besta 131

et al., 2024), in which the LLM is reasoning in 132

natural language. These methods often overly rely 133

on demographic information when reasoning over 134

human opinions, even in the presence of related 135

opinions (Hwang et al., 2023). 136

Relational Reasoning. “Relational reasoning, 137

or the ability to consider relationships between 138

multiple mental representations, is directly linked 139

to the capacity to think logically and solve prob- 140

lems in novel situations” in humans (Cattell, 1971; 141

Crone et al., 2009). Motivated by this, graphs have 142

been employed in NLP models to represent knowl- 143

edge, primarily for reasoning about objective in- 144

formation (Jung et al., 2020; Xu et al., 2019; Das 145

et al., 2021). To simulate step-by-step reasoning, 146

Jung et al. (2020) and Das et al. (2021) particularly 147

integrate reasoning paths in the models. We use 148

the graph-based reasoning model from Jung et al. 149

(2020). 150

3 Our Approach 151

Overview, Figure 2. Given a user’s answers to 152

previous opinion questions, our goal is to predict 153

the answer to a multiple-choice question about an 154

unstated opinion. We exploit the relational nature 155

(entailment information) of personal opinions and 156

create a graph for each person, containing their 157

known opinions as nodes and, additionally, poten- 158

tial implicit meanings and relations between them; 159

Sec 3.1. We encode the graph using graph em- 160

beddings. Specifically, we consider a supervised 161

learning problem where the graph learner is biased 162

to find paths leading from the nodes most relevant 163

to the given question to possible answer nodes; 164

the latter are added to the graph as auxiliary nodes; 165
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Figure 2: Overview of our approach: left: graph construction; middle: opinion graph; top: initial node embedding;
right: extraction of reasoning paths, i.e., the relevant opinions, and answer calculation.

Sec 3.2. Lastly, we extract the highest-ranked paths166

to predict an answer; Sec 3.3.167

Notation. We consider a given set of multiple-168

choice questions answered by a specific person:169

{(qi, ai, Ci)} containing questions qi, correspond-170

ing answer choices Ci, and the chosen answers171

ai ∈ Ci. The question answering task is similarly172

given as a tuple (q, a, C) not part of the above set.173

3.1 A Graph per Persona174

I Given Opinions. We follow Hwang et al.175

(2023) and use the Wizard-Vicuna-30B model (Luo176

et al., 2023; Chiang et al., 2023) to convert each177

question-answer pair into a declarative sentence178

(e.g., I do not use a password manager to179

help keep track of my online passwords.).180

We obtain a set O = {(qi, ai)} representing the181

answers of a given survey participant and a set182

T = {(q, c) | c ∈ C} representing the task.183

II Generating Implications. We use Wizard-184

Vicuna-30B to generate implications from the ex-185

plicitly given opinions (see Appendix D for the186

prompt). For example, from the given statement:187

“I do not use Instagram”, we can infer that the188

person may not be interested in sharing photos or189

videos on social media.190

Since we observed some of the generated impli-191

cations to be irrelevant in the context of the given192

opinion (see examples in Appendix E), we filter193

them as follows. We calculate the cosine similarity194

between the given opinion and each implication,195

and implications with a cosine similarity below a 196

pre-defined threshold tsim are discarded (we used 197

tsim = 0.8, based on preliminary experiments). 198

III Graph Construction. We construct a multi- 199

relational graph G = (V,R, E) per person. The 200

opinions O and implications I represent this set V 201

of belief nodes, and we add the task encoding, i.e., 202

V = O ∪ I ∪ T . For brevity, we often call all in 203

O ∪ I opinions, although the implications are only 204

potential derivations. 205

To capture an entailment relationship between 206

opinions, we decide to represent the opinions as 207

a graph structure. Since we generate multiple im- 208

plications for each opinion, the graph should be 209

dense by design. However, we are still missing 210

more detailed knowledge about the exact nature of 211

the connections (i.e., about the type or strength 212

of the individual relations between two nodes). 213

Specifically, we consider the setR of relation types 214

to contain one type for opinion-opinion, opinion- 215

implication, implication-opinion, and implication- 216

implication edges, respectively, and define the set 217

E of edges to contain all corresponding tuples 218

(vi, vj , r) ∈ V × V × R. That is, we have two 219

edges between each pair of nodes, one in each di- 220

rection; for uni-directional relationships, we add 221

the corresponding two tuples. 222

Nevertheless, the implications are considered 223

to be consequences of the opinions, and we as- 224

sume additional such entailment relations to hold 225

between other beliefs of the person. To model this 226

information explicitly, we considerR to contain an 227

3



additional entailment relation type. We compute228

these entailment edges using an LM, as described229

next.230

We use a state-of-the-art model for natural lan-231

guage inference (NLI), T5-base (Raffel et al., 2020)232

to predict the probability pij for the graph edges233

to represent entailment.2 We also use these predic-234

tions to filter out noise in terms of relationships,235

in that we consider the predicted entailment score236

to tell us about relatedness between our additional237

implications (and opinions) and filter out all edges238

below a pre-selected threshold tentail (in our ex-239

periments, we chose tentail = 0.1 based on manual240

observation). The final graph is thus no longer fully241

connected, but still dense enough for the model to242

broadly explore the space.243

We fine-tuned the NLI model using the impli-244

cations generated previously, since the model may245

lack prior knowledge about the specific domain246

under consideration (e.g., this was the case for the247

data we experimented with). More specifically, we248

consider each pair of opinion and corresponding249

generated implication as a positive example, and250

construct a single negative example for each posi-251

tive example by pairing an opinion with a randomly252

chosen implication that was generated for another253

answer choice for the same question.254

3.2 Reasoning over the Graph255

Initial Graph Representation. For embedding256

the graph nodes, we apply a sentence embed-257

ding MS : V → RdS (we used Sentence Trans-258

former3); a unique identifier for opinion nodes op :259

V →∈ Rd, which maps implications to the identi-260

fier of the opinion they were generated for; and a261

(binary) node type identifier typ : V → Rd, which262

distinguishes opinion and implication nodes. We263

create an embedding as follows, for each vi ∈ V:264

h0i = Wv[MS(vi)||op(vi)||typ(vi)],265

where Wv represents a linear transformation.266

The edge representations unify all relationships267

we have between a given pair of nodes vi and vj268

as follows: e0ij = We[e
′
ij ], We is a linear transfor-269

mation, and e′ij a one-hot vector with one flag per270

r ∈ R. That flag is set to 1 if (vi, vj , r) ∈ E ; for271

the entailment relation, we set it to 1 if pij > 0.5,272

according to the predicted entailment probability.273

2We also experimented with Flan-T5. T5 and Flan-T5
turned out to have similar performance in understanding the
entailment relationship between subjective opinions.

3BAAI/bge-base-en-v1.5

Graph Learning using Graph Attention Flows. 274

The goal in graph representation learning is to 275

compute node representations htj iteratively, for 276

each layer t, by aggregating the embeddings ht−1i 277

of the incoming neighbor nodes vi ∈
#»N j , i.e., 278

(vi, vj) ∈ E . The graph attention network (GAT) 279

(Veličković et al., 2017) specifically applies atten- 280

tion to weigh the neighbors,4 and there are ver- 281

sions taking relation types into account (Salehi and 282

Davulcu, 2019). To emphasize the flow of infor- 283

mation over the graphs, we follow works which 284

compute the training loss by focusing on the atten- 285

tion values (Jung et al., 2020; Xu et al., 2019). The 286

goal is to obtain attention values ãti as a represen- 287

tation of the importance the answer choices have 288

in the context of the opinion nodes. At each layer t 289

(for readability we drop many superscripts ·t): 290

• We first compute node embeddings using GAT: 291

ht+1
j = σ

∑
i∈ #  »Nj

aijWk(h
t
j + etij)

 292

aij = softmaxi∈ #  »Nj
(et+1

ij ) 293

et+1
ij = σ((Wn(h

t
j + etij)) · (Wmht

i)
⊺) 294

where σ denotes leaky-ReLU and, for simplicity, 295

j and vj are used interchangeably. 296

• To bias the computation towards the question
answering task under consideration, we incorpo-
rate a representation q of the target question, a
sentence embedding acquired by Sentence Trans-
former. In case want to consider demographic
features, we proceed similarly to obtain an em-
bedding d:

ĥt+1
j = ht+1

j +Wqq(+Wdd).

• Instead of directly taking GAT’s attention values
as node importance scores, Jung et al. (2020)
normalize them in the context of their neighbors
and incorporate the values from previous steps.
Note that initial scores ã0i then have to be given,
we compute:

ã0i = h0i · (Wqq+Wdd)

To obtain normalized attention values ãt+1
ij for 297

each neighbor vi, we weigh the edge from vi to 298

4Observe that this can be seen as transformer architecture
with a strong structural prior, in that attention for node pairs
that are not connected by an edge are always 0.
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Model BERT LLaMA-7b Vicuna-13b GPT-3.5 GPT-3 ChOiRe-ChatGPT Mistral-7B GOO

No Persona - 0.33 0.36 0.37 0.43 - - -
optop8 0.49 0.36 0.42 0.50 0.52 - 0.52 0.55
optop8+demo 0.49 0.37 0.43 0.51 0.54 0.51 0.53 0.55

Table 1: Overall QA accuracy averaged over all OpinionQA datasets. No Persona: the LLMs run without any
personalization; optop8: given the 8 opinions most similar to the question (best for LLMs by Hwang et al. (2023)),
for our model we use all; +demo: given demographics in addition.

vj in the context of its outgoing neighbors
←−
Ni299

and compute that impact γij similar as above:300

ãt+1
ij = γt+1

ij ãti301

γt+1
ij = softmax

j∈
←−
Ni
(êt+1

ij )302

êt+1
ij = σ((Wn′(ĥt+1

i + et+1
ij )) · (Wm′ĥt+1

j )⊺)303

Note that here the t+ 1-step’s node embedding304

impacts the node score. We obtain the final value305

by aggregating the incoming edges’ values. Thus,306

a high score for the target node means it has a307

large influence onto its neighbors.308

ãtj =
∑
i∈ #  »Nj

ãtij309

Training Objective. We apply supervised learn-310

ing as proposed by Jung et al. (2020); Xu et al.311

(2019), by focusing on the attention scores com-312

puted for the target answer node vtarget across all313

layers t ∈ T . Note that this is because our data314

does not contain ground truth about which opinions315

are relevant to the task.316

L =
T∑
t=1

− log ãttarget317

3.3 Extracting Relevant Opinions318

To determine the answer, we extract paths in the319

graphs with highest attention scores up to a depth T ,320

considering each to contain opinions most relevant321

to the task; we chose T = 3. We collect these paths322

using a beam search, starting at t = 0 and consider323

the k nodes vi with highest values ãti and iteratively324

select the k neighbors with highest ãt+1
i for each of325

them. We stop at t = T , drop all paths that do not326

end in an answer node, and score each remaining327

path P as follows:328

sP =
|P |

√√√√ |P |∏
t=0

ãtP (t),329

where |P | denotes the length of P , and P (t) the330

index of the t-th node in P .331

Then we obtain a score sc per answer choice 332

c, by aggregating the top-k scores of the paths 333

P ∈ P top-k
c leading to that answer; we used k = 5. 334

Lastly, we select the highest one as the final answer. 335

Ansc =
∑

P∈P top-k
c

sP 336

Ansfinal = max({Ansc}) 337

We chose this prediction mechanism based on the 338

top-k paths to include alternative sets (i.e., paths) 339

of opinions into the prediction; we will also focus 340

on the opinions in all top-k paths in our evaluation. 341

4 Evaluation 342

Settings. To test the model’s personalization and 343

reasoning ability, we use subsets of the 15 Opin- 344

ionQA datasets (Santurkar et al., 2023) and train 345

and test the models in a question-answering (QA) 346

setup. In terms of baselines we consider BERT (De- 347

vlin et al., 2018), Mistral-7B (Jiang et al., 2023), 348

text-davinci-003 (GPT-3), gpt-3.5-turbo (GPT-3.5), 349

and ChOiRe (Do et al., 2023). The LLMs are used 350

in a zero-shot setting. We use accuracy as primary 351

performance metric. More details are given in Ap- 352

pendix A. 353

Overall Performance, Tables 1, 2, 3. At first 354

glance, our models compete well with the LLMs. 355

In particular, they show consistently good/best per- 356

formance with and without demographic informa- 357

tion. Among the LLMs this is only the case for 358

GPT-3. We posit that the GPT3+ models trained 359

on considerably larger datasets might have a better 360

understanding of opinions. 361

We observe notable differences especially on 362

Guns, Biomedical-food, and Misinformation. Com- 363

paring our models with and without implications, 364

we observe that including implications significantly 365

improves performance on most topics, particularly 366

on Sexual Harassment, Misinformation, and Global 367

Attitudes. Similarly, the entailment information 368

further shows rather consistent performance im- 369

provements. Since the main table considers subsets 370
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Guns Auto-
mation

Gender Sexual
harass.

Biomed.
food

Leadership 2050
US

Trust-
Science

(L)LM BERT optop8 62.5 47.5 54.1 37.7 54.3 52.3 42.9 57.3
Mistral optop8 57.1 48.2 56.1 43.8 56.4 55.1 47.1 56.4

GOO op 61.11.2 50.00.5 52.31.1 44.71.9 59.91.9 57.20.8 46.50.9 59.00.9
+imp 62.11.2 50.90.4 52.70.3 46.80.5 59.01.1 56.51.3 47.80.2 58.01.0
+imp+entail 60.81.0 53.51.1 54.40.9 47.51.1 61.31.4 57.50.6 49.80.5 58.80.7

LM optop8+demo
BERT 57.5 48.6 54.3 40.2 55.5 52.8 43.0 57.4
GPT-3.5 57.6 48.1 54.7 47.9 54.0 52.8 43.9 57.0
GPT-3 62.5 47.8 57.0 47.4 60.3 59.1 45.7 59.1
Mistral 57.0 51.0 55.7 45.6 55.3 57.2 49.1 58.0
ChOiRe-ChatGPT 57.1 49.2 59.2 39.9 54.7 52.2 49.5 56.4

GOO op+demo 61.51.4 52.30.9 53.51.1 45.00.2 58.91.8 56.00.8 47.71.5 59.30.3
+imp 63.00.9 52.01.6 54.41.1 46.70.4 61.20.3 58.31.6 49.71.4 60.00.4

Race Misinfor-
mation

Privacy Family Economic
Inequal.

Global
Attitudes

Political
Views

Avg.

(L)LM BERT optop8 42.6 53.2 51.2 53.7 45.9 41.4 41.4 49.2
Mistral optop8 49.1 48.9 53.5 55.5 51.2 49.5 47.7 51.7

GOO op 51.61.4 54.71.0 50.30.9 55.50.5 53.00.2 48.81.9 55.01.5 53.3
+imp 51.80.8 56.61.6 50.41.1 56.32.4 52.81.7 53.31.6 55.10.3 54.0
+imp+entail 51.20.4 56.01.5 52.30.6 57.30.6 55.21.2 52.03.3 55.30.6 54.9

(L)LM optop8+demo
BERT 46.2 52.0 47.8 51.8 46.0 42.5 43.7 49.3
GPT-3.5 50.1 48.0 51.0 54.9 49.5 47.2 48.5 51.0
GPT-3 51.0 54.5 51.1 57.0 55.3 48.2 51.6 53.9
Mistral 50.3 49.8 53.9 56.3 52.7 48.3 51.8 52.8
ChOiRe-ChatGPT 42.8 46.4 54.3 60.0 52.3 44.7 51.0 51.3

GOO op+demo. 52.21.8 54.40.4 50.01.5 52.62.3 51.61.7 52.80.3 54.31.1 53.5
+imp 52.21.4 56.90.7 50.71.0 57.40.7 53.70.5 51.01.0 55.41.0 54.8

Table 2: Overall QA accuracy, top parts are without demographic information. Best in boldface, we color all those
where the average is within the std. of the best, highlighting both the consistent performance across our models and
the considerable differences to LLMs.

Model Guns Auto Privacy

GOO op 61.00.5 55.90.7 54.70.3
+imp 62.40.5 57.00.3 55.50.1
+imp+entail 62.50.7 57.70.2 56.40.4

Table 3: Scaling up the number of individuals.

of the data as they were used in previous works371

(Hwang et al., 2023; Do et al., 2023), we check372

what happens if we increase the number of survey373

participants whose answers we consider to 500, see374

Table 3. Interestingly, the positive impact of our375

proposed architecture gets more clear. Note that,376

in the setting with demographics, we do not con-377

sider the entailment version of our model since the378

entailment probabilities are computed for the origi-379

nal textual nodes but the demographic information,380

incorporated at each node, will likely change the381

nature of this relation.382

Reasoning Examples, Figure 3. We start the 383

analysis by showing an example, which also 384

demonstrates the challenging nature of the prob- 385

lem. The figure shows the top-5 paths found lead- 386

ing to a correct answer prediction in GOO. Over- 387

all, we see that the fully-connected nature of the 388

graph makes it possible to derive the answer di- 389

rectly based on a few relevant opinions (i.e., the 390

paths are rather short). While these selected opin- 391

ions seem all rather similar at first glance, observe 392

that especially the derived, potential implicit mean- 393

ings The person may . . . point out interesting, 394

often rather subtle aspects (e.g., possible political 395

opinions, values more generally, or consequences 396

on future plans). A more detailed error analysis is 397

presented later, other examples are in the appendix. 398

Analyzing Predicted Relevant Opinions, Table 4. 399

To give an impression of the nature of the expla- 400

nations, we present statistics about the node types 401
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Figure 3: Example of most relevant opinions according
to GOO op+imp+entail (path relevance scores) and
Mistral-7B optop8. “⌞” denotes a next path node.

Model # decl # imp

Mistral-7B 2.7 -
GOO op+imp 2.7 2.1
+entail 2.6 2.2
+demo 2.8 1.9

Table 4: Average number of unique declarative opinions
and implications in top-5 paths.

in the best paths, which reveal that they equally402

rely on explicit and implicit knowledge. The over-403

all number of about three relevant opinions on av-404

erage, plus two derived ones, seems reasonable.405

Observe that, when explicitly asked to explain its406

reasoning Mistral op gives a similar number of407

opinions. Table 9 in the appendix further shows the408

similarity in predicted relevant opinions in terms409

of overlap between different models and model410

variants on the correct predicted paths where both411

models agree. We see that the overlap between412

models can be rather low, which shows the need for413

making this information explicit and thus verifiable.414

These numbers also highlight that, in our model,415

adding entailment information can have more im-416

pact on the explanations than adding demographics.417

This underlines the power of this kind of implicit418

semantic and relational knowledge.419

Moreover, we conducted a human evalua-420

tion comparing the outputs generated by our421

op+imp+entail model and Mistral-7B op through422

Amazon MTurk. We randomly selected 30 exam-423

ples, two per topic, and each example was evalu-424

ated by three annotators. Annotators were asked to 425

determine whether the target opinion could be in- 426

ferred from a set of opinions chosen by our model 427

(yes/no), along with a brief explanation. Based 428

on the latter, we manually filtered out 13% noise. 429

Overall 83% of our examples were deemed reason- 430

able. Mistral-7B achieved a rating of 87%. How- 431

ever, note that the LLM was given the top-8 most 432

similar opinions to the target question. Thus, find- 433

ing relevant ones among those is much easier, and 434

the scores are not directly comparable. 435

In what follows, we analyze the predicted an- 436

swers in detail and show that both GOO and LLMs 437

have unique advantages. Thus our work presents a 438

promising, novel method to complement LLMs. 439

Comparing Individual Predictions, Table 5, Ap- 440

pendix B. We compute the agreement in correct 441

and incorrect predictions between Mistral-7B and 442

GOO. The numbers on a per-topic basis show that 443

the trend is rather consistent and well reflected in 444

the corresponding averages, 34/18/21/27%. This 445

shows that the models may complement each other: 446

When we combine the three cases where either of 447

the models provides the correct answer, we can 448

significantly improve the individual models’ per- 449

formance and obtain 73% accuracy. 450

We further show the agreement rates between the 451

model variants, (e.g., GOO with and without en- 452

tailment information) in Appendix B. Overall, we 453

see that the agreement in both correct and incorrect 454

predictions is considerably higher for variants of 455

the same model than for different model families, 456

both are around 40-50% across topics. First, this 457

can be considered as verification that GOO is rea- 458

soning consistently in that adding information does 459

not completely change the nature of the predictions. 460

Interestingly, this is even the case where we com- 461

pare the versions with(out) demographics for our 462

model, but also for Mistral-7B in Table 7. Hence 463

this also shows that combining different reasoning 464

approaches (or model families) can be a promising 465

direction to explore in the future. 466

Comparing Predictions on the Level of Indi- 467

vidual Persons, Figure 4. The figure illustrates 468

the distribution of how the model performs on a 469

per-person basis, compared to Mistral-7B. We se- 470

lected three topics where our model performs bet- 471

ter than/similarly to/worse than Mistral-7B. The 472

distributions from our model are generally less 473

skewed, meaning that it shows more equal per- 474

formance across individuals. In Mistral-7B, we 475
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Both LLM GOO Both-X
Guns 0.39 0.18 0.21 0.21
Automation 0.33 0.15 0.21 0.31
Gender 0.38 0.18 0.16 0.27
Sexual harass. 0.25 0.18 0.23 0.33
Biomed. food 0.43 0.14 0.19 0.25
Leadership 0.35 0.20 0.23 0.22
2050 US 0.29 0.19 0.22 0.31
Trust-Science 0.40 0.17 0.20 0.23
Race 0.32 0.17 0.19 0.32
Misinfo. 0.31 0.18 0.27 0.24
Privacy 0.35 0.19 0.17 0.29
Family 0.37 0.19 0.21 0.23
Econ. Inequal. 0.33 0.18 0.22 0.27
Global Attitudes 0.33 0.16 0.23 0.28
Politics 0.31 0.17 0.25 0.27

Table 5: Agreement in predictions: both correct, only
Mistral-7B optop-8, only GOO op+imp+entail, both inc.

Figure 4: Accuracy-per-person distributions for GOO
op+imp+entail (top) and Mistral-7B optop8 (bottom).

Model all rep. dem. ind.

Mistral-7Bop-top8 0.65 0.56 0.64 0.61
Mistral-7Bop-top8+demo 0.68 0.57 0.67 0.60
GOO op 0.75 0.68 0.70 0.73
+demo 0.74 0.68 0.68 0.70
+imp 0.74 0.66 0.70 0.71
+imp+demo 0.76 0.69 0.73 0.71
+imp+entail 0.76 0.68 0.71 0.69

Table 6: Overlap between model’s majority answers and
data’s majority answers. all: entire data, rep.: republi-
cans, dem.: democrats, ind.: independent.

observe that while the model achieves very high476

performance for certain people (Biomedical-Food477

and Privacy), resulting in an overall performance478

increase, there are also more individuals for which479

it’s performing worse than our model. This experi-480

ment gives a more detailed view of how our model,481

or maybe even supervised learning more generally,482

could complement LLMs, to mitigate biases due to483

the potentially highly biased pre-training data.484

Comparing Majority Predictions across Demo- 485

graphic Groups, Table 6. Here, we zoom out 486

from the level of individual persons and consider 487

the majority prediction of groups (i.e., all people in 488

the dataset, and for groups with different political 489

affiliations). Specifically, we compare them to the 490

majority prediction from GOO and the LLM for 491

those groups. There are interesting trends. First of 492

all, the numbers are overall considerably higher for 493

GOO, which makes it seem that the supervised ap- 494

proach allows the model to capture commonalities 495

for certain populations, while this seems not the 496

case for the LLM. Moreover, GOO does similarly 497

well on all groups, even though the data itself is 498

slightly biased (# rep./dem./ind.: 774/1075/683). 499

On the other hand, the LLM, also here, shows clear 500

bias (towards dem. opinions), even when given 501

extra demographics. Overall, incorporating demo- 502

graphic information seems to generally enhance 503

the models’ ability to capture majority opinions. 504

Common Errors, Appendix C. We manually 505

checked wrong predictions and corresponding ex- 506

planations, see examples in the appendix. Amongst 507

others, we noticed that including demographic in- 508

formation can overly strengthen a particular node 509

and wrongly influence the selection of subsequent 510

path nodes. Overall, we observe that the inclusion 511

of demographics needs more careful consideration 512

and study in future work. Furthermore, the diverse 513

and nuanced context our graphs provide occasion- 514

ally lead the model to irrelevant conclusions. 515

5 Conclusions 516

We propose a novel approach for reasoning about 517

subjective natural language descriptions. Our ap- 518

proach represents a person’s opinions in a graph 519

which also includes generated implications, explic- 520

itly modeling the relationships between various 521

statements. Given a question about a previously un- 522

stated opinion, we apply supervised graph learning 523

to find a reasoning path from the existing knowl- 524

edge to one of the candidate answers. Our model 525

outperforms several prominent language models 526

across all 15 topics of OpinionQA, while also of- 527

fering explanations for its predictions. Detailed 528

analysis further shows our model’s unique advan- 529

tages and the complementary nature it offers, in 530

comparison to LLMs. Altogether, our work pro- 531

poses a promising research direction to address 532

this challenging problem and opens up interesting 533

future research. 534
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Limitations535

From a data perspective, our work showed that we536

need better methods to integrate demographic or537

other additionally given information (i.e., beyond538

opinions), which is left as a challenging question539

for future research. We further note that our work,540

similar to the related works on the topic, focuses541

on the somewhat restricted survey scenario, where542

all users are captured in terms of one set of de-543

scriptions. If the latter varied (e.g., by having free-544

form answers), our supervised learning problem545

would become considerably harder. Our analy-546

sis has also clearly demonstrated that the implicit547

knowledge added using an LLM is often sensible,548

and manual checks are critical. Moreover, our ap-549

proach is somewhat complex in that we need to550

apply an LLM during training for obtaining the551

derived knowledge; it is very efficient for inference552

though. For the LLM comparison, we applied a sin-553

gle prompt format as it was used in related works554

due to limited resources; ideally, we would average555

across a range of prompt templates. Finally, we556

point out that today’s research (ours but also the557

related works) is far from being applicable in prac-558

tice which, in turn, shows the critical need for this559

kind of research.560

Ethics Statement561

Data The dataset used in our work, OpinionQA562

(Santurkar et al., 2023) is publicly available. The563

dataset includes subjective opinions from humans564

and may contain offensive content to some people.565

Data Collection We use Amazon Mechanical566

Turk to evaluate the quality of the opinions selected567

by our model and Mistral-7B. To ensure the qual-568

ity of evaluation, we required that workers were569

located in English-speaking countries (e.g. US,570

UK, Canada, Australia, and New Zealand), and571

had an acceptance rate of at least 98% on 1,000572

prior HITs. We paid $0.20 for the evaluation task.573

The annotators were compensated with an average574

hourly wage of $13, which is comparable to the US575

minimum wage. We did not collect any personal576

information from annotators.577

Models The large language models we used for578

the experiments are trained on a large-scale web579

corpus and some of them utilize human feedback.580

This may also bring some bias when predicting581

user answers. With LLMs, users can select infor-582

mation that adheres to their system of beliefs and583

to amplify potentially biased and unethical views. 584

Such an echo chamber (Del Vicario et al., 2016) 585

can eventually cause harm by reinforcing undesir- 586

able or polarized a user’s views. Our model based 587

on a graph neural network mitigates these biases 588

by focusing on the entailment relationship between 589

opinions. 590
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A More Details about Evaluation Settings764

Dataset To test the model’s personalization and765

reasoning ability, we use the OpinionQA dataset766

(Santurkar et al., 2023) and train and test the model767

under a question-answering (QA) setup. Opin-768

ionQA dataset contains 15 topics ranging from769

guns, global attitudes, and political views, and each770

topic contains an average of 100 questions and 5K771

users. Due to limited resources, we follow previ-772

ous works (Hwang et al., 2023; Do et al., 2023)773

that use sampled data, in which the data includes774

100 users per topic and each user has their past775

opinions up to 16 and 30 opinions to evaluate the776

model’s personalization and reasoning capabilities.777

Then, we use 35 users per topic to test the model’s778

abilities, ensuring the same test set used in Hwang779

et al. (2023), and the rest are used as training. The780

final dataset results in a total of 525 users and 45K781

QA pairs. In our setting, we treat political ideology782

information as a part of user demographics.783

Baselines We compare our model performance784

with BERT (Devlin et al., 2018), Mistral-7B785

(Jiang et al., 2023), text-davinci-003 (GPT-3),786

gpt-3.5-turbo (GPT-3.5), and ChOiRe (Do et al.,787

2023). BERT is a transformer-based language788

model, which can be finetuned for a wide789

range of tasks, including question answering790

and natural language inference. In our task,791

input to the BERT model is: [USER user792

id][DEMO]demographics[SEP][OPINION]topk793

opinions[SEP]question and the model is trained794

to predict the user’s answer for a given question.795

Mistral-7B (Jiang et al., 2023) is a large language796

model that improves generation quality and797

facilitates inference using grouped-query attention798

and sliding window attention. Mistral-7B performs799

Both LLM1 LLM2 Both-X
Guns 0.50 0.07 0.07 0.36
Automation 0.41 0.07 0.10 0.42
Gender 0.48 0.08 0.08 0.36
Sexual harass. 0.33 0.11 0.12 0.44
Biomed. food 0.48 0.09 0.08 0.36
Leadership 0.49 0.06 0.09 0.36
2050 US 0.40 0.08 0.10 0.43
Trust-Science 0.50 0.06 0.07 0.36
Race 0.42 0.07 0.08 0.43
Misinfo. 0.41 0.08 0.09 0.42
Privacy 0.47 0.06 0.07 0.40
Family 0.48 0.08 0.09 0.36
Econ. Inequal. 0.43 0.09 0.10 0.39
Global Attitudes 0.40 0.09 0.08 0.43
Politics 0.38 0.10 0.14 0.38

Table 7: Agreement in individual predictions: both cor-
rect, only Mistral-7B optop-8, Mistral-7B optop-8+demo,
both incorrect.

on par with LLaMA2-13B and LLaMA-34B 800

(Touvron et al., 2023), across diverse tasks, 801

including reasoning. LLaMA1 and LLaMA2 are 802

transformer-based language models that were 803

trained on trillions of tokens from exclusively 804

publicly available data. ChOiRe (Do et al., 2023) 805

is an approach with a chain of opinion reasoning. 806

They propose a 4-step framework that filters out 807

irrelevant information in demographics or user 808

opinions to answer an input question. 809

Metric For accuracy evaluation, we simply cal- 810

culate the accuracy of the predicted answer choice 811

to the gold answer choice in the dataset. 812

Hyperparameters We use 5 implications for 813

each opinion. The number of GAT layers was set 814

to 3. When selecting top-k paths, we set K to 5. 815

The learning rate is set to 0.00005, the number of 816

epochs is set to 30, and the batch size is set to 1 817

due to a varying number of opinions for each user. 818

We used GPU A40 for all our experiments and 819

our model took 2-3 hours. Our models ran three 820

times with different seed numbers and we report 821

the average of them with their standard deviations. 822

B Additional Results: Comparing 823

Predictions 824

Table 7 and 8 show agreement rates in individual 825

predictions among the same model variants (e.g 826

Mistral-7B optop-8, Mistral-7B optop-8+demo) 827

C An example of common errors 828

Figure 5 shows a common error when incorporating 829

demographics. 830
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Both GOO1 GOO2 Both-X
Guns 0.54 0.07 0.08 0.31
Automation 0.51 0.03 0.03 0.43
Gender 0.48 0.06 0.07 0.39
Sexual harass. 0.38 0.10 0.10 0.41
Biomed. food 0.52 0.10 0.08 0.31
Leadership 0.51 0.07 0.09 0.33
2050 US 0.39 0.12 0.08 0.41
Trust-Science 0.59 0.00 0.01 0.40
Race 0.43 0.08 0.10 0.39
Misinfo. 0.51 0.07 0.05 0.37
Privacy 0.47 0.05 0.05 0.43
Family 0.51 0.08 0.10 0.32
Econ. Inequal. 0.37 0.18 0.11 0.34
Global Attitudes 0.47 0.09 0.07 0.37
Politics 0.46 0.10 0.09 0.35

Table 8: Agreement in individual predictions: both cor-
rect, only GOO op+imp, GOO op+imp+demo, both
incorrect.

Model Opinion Overlap

op+imp vs. Mistral-7B 0.18
op+imp+entail vs. Mistral-7B 0.12
op+imp vs. op+imp+demo 0.41
op+imp vs. op+imp+entail 0.26

Table 9: Opinion overlap between different model vari-
ants in the top-5 paths

D Prompt for generating implications831

To generate implications for opinions, we use the832

following prompt:833

USER: For a question: <question> with
the following answer choices: [<choice1>,
<choice2>, <choice3>], a person chose
<choice1> as the answer. What does this imply?
Generate implications in up to 5 sentences.
1. <implication1>
2. <implication2>
3. <implication3>
4. <implication4>
5. <implication5>
ASSISTANT:

E Examples of irrelevant implications834

F Prediction Distribution on More Users835

Figure 7 presents the distribution of how the model836

performs on 100 users. We observe a similar trend837

to the distributions with 35 users.838

G Amazon MTurk for human evaluation839

For human evaluation, we instruct annotators as840

follows:841

You will be given a survey question, a per-
son’s answer choice for the question, and their
past opinions. Evaluate whether the selected
opinions are reasonable to address the person’s
answer choice for a given question.

Next, we present Figure 8 to annotators. An- 842

notators are asked to evaluate the quality of se- 843

lected opinions with a short explanation of why. 844

We conduct two rounds of evaluation (our model 845

and Mistral-7B) to avoid annotators being biased 846

by looking at the responses from another model 847

variant. 848
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Question: Still thinking ahead 30 years, which do you
think is more likely to happen in the U.S.? The U.S.
economy will be stronger/weaker

Choices:
The U.S. economy will be stronger
The U.S. economy will be weaker

Opinions:
The respondent believes that Social Security benefits
should not be reduced in any way when thinking about
the long-term future of Social Security.
Increasing spending for roads, bridges, and other
infrastructure is a top priority for improving the quality
of life for future generations according to the respondent.
...

Selected paths w/ opinions:
- Increasing spending for roads, bridges and other
infrastructure should be a top priority for the federal
government to improve the quality of life for future
generations. (0.51)
- If I were deciding what the federal government should
do to improve the quality of life for future generations, I
would give reducing the national debt an important but
not top priority. (0.21)
- Increasing spending for roads, bridges and other
infrastructure should be a top priority for the federal
government to improve the quality of life for future
generations.
⌞ Thinking about the long-term future of Social

Security, I think social Security benefits should not be
reduced in any way. (0.16)
Providing high-quality, affordable health care to all
Americans should be a top priority for the federal
government to improve the quality of life for future
generations. (0.15)
...

Selected paths w/ opinions + demographics:
- The automation of jobs through new technology in the
workplace has neither helped nor hurt overall. (0.68)
- The automation of jobs through new technology in the
workplace has neither helped nor hurt overall.
⌞ The person who chose "Major problem" may be

more likely to be aware of the prevalence of sexual
harassment and assault in the workplace and may be
more likely to take steps to prevent it from happening
(0.07)
The automation of jobs through new technology in the
workplace has neither helped nor hurt overall.
⌞ The person may be more likely to support the

idea that employers should take a more active role in
preventing and addressing sexual harassment and assault
in the workplace (0.07)
...

User-answer (expected): Weaker
Model with opinions: Weaker ✓
Model with opinions+implications: Stronger ✗

Figure 5: An example of demographics affecting the
model’s start node. As observed in chosen paths with
opinions+demographics, demographic information can
excessively emphasize irrelevant details, causing sub-
sequent nodes in the path to lose relevance with input
question.

Question: Please think about what things will be like
in 2050, about 30 years from now. Thinking about the
future of the United States, would you say you are
Choice: Very optimistic
Converted Declarative opinion: I am very optimistic
about the future of the United States in 2050.

Relevant Implications:
The person may be more likely to take actions that
contribute to a positive future, such as supporting
sustainable practices or participating in democratic
processes.

The person may be more likely to seek out information
and news that reinforces their positive outlook.
...

Irrelevant Implications:
The person may be more likely to engage in activities
that promote positive thinking, such as meditation or
mindfulness practices.

Figure 6: Example of irrelevant implication with respect
to the given converted declarative opinion generated
by Wizard-Vicuna-30B. We filter out such irrelevant
implications.

Figure 7: Accuracy-per-person distributions for GOO
op+imp+entail on 100 people.

Figure 8: Amazon MTurk Screen for human evaluation
to evaluate the quality of selected opinions.
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