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Abstract

We propose a mechanism for diffusion generalization based on local denoising
operations. Through analysis of network and empirical denoisers, we identify
local inductive biases in diffusion models. We demonstrate that local denoising
operations can be used to approximate the optimal diffusion denoiser. Using
a collection of patch-based, local empirical denoisers, we construct a denoiser
which approximates the generalization behaviour of diffusion model denoisers over
forward and reverse diffusion processes.

1 Introduction

Diffusion models (17; 6; 18) have been widely adopted and are the de facto standard for modelling
image (14) and video (5) data due to their high sample quality and generalization abilities. With
sufficient data, diffusion models produce samples which are distributionally similar to their training
set, but are not exact copies of training data (21).
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Figure 1: Empirical, diffusion model, and our patch-based denoiser outputs for shared z drawn from
the reverse diffusion process. For large σ, network denoisers match the empirical denoiser. However,
as σ decreases, the networks generalize and deviate from the empirical denoiser. Our method
resembles the network outputs for all σ, offering a plausible mechanism for diffusion generalization.



Figure 2: Left: Mean squared error between empirical and network denoisers for three architectures
on CIFAR-10. Right: Comparison of network and empirical denoiser for a shared z ∼ pt(z|x) at
three σ values. Network estimators have low error for small and large σ, but large errors around
σ = 3. At this point, each network varies substantially from the empirical denoiser in the same way.

This behaviour is remarkable, as linear increases in data dimensionality require exponentially more
training samples to model the data density (1). Avoiding this curse of dimensionality necessitates
inductive biases which enable generalization form sparse examples (4). Recently, research has found
that diffusion models produce similar samples irrespective of architecture, optimization, or diffusion
hyperparameters(21). This has been replicated even when networks are trained on disjoint subsets of
the same dataset (7), suggesting inductive biases common to the structure of diffusion itself.

Generalization in diffusion model samples is the product of compounding generalizations over
repeated denoising iterations of their sampling procedure. At each step, the mathematical construction
of this procedure defines an optimal denoiser which is the unique minimizer of the training objective
of diffusion models. However, the generative model which this empirical denoiser defines produces
no generalization (11; 16). Thankfully, diffusion model denoisers do not perfectly estimate this
empirical denoiser, as it is through approximation errors that diffusion generalization emerges (20).

In this work, we study identify diffusion model inductive biases through analysis of network denoiser
approximation errors. Using this approach, we find that several network denoisers make similar errors,
primarily over an intermediate portion of the diffusion process. Analyzing the response of network
and empirical denoisers to input modifications within this region, and though gradient analysis, we
find strong evidence of a shared local inductive bias common to all network denoisers.

From this conclusion, we hypothesize that diffusion models generalize through a local denoising
mechanism which we approximate with a patch-based empirical denoiser. We show that for a majority
of the diffusion process, the outputs of patch and full empirical denoisers are equivalent. Further,
we show that in settings where network denoisers generalize, their output is approximated well by
patch-based denoisers. Finally, through compositing our patch-based empirical denoisers, we are
able to approximate the the output of network denoisers, providing strong evidence to support our
diffusion generalization mechanism.

2 Related Work

Diffusion generalization Several prior works have studied diffusion generalization. Comparing
a variety of networks, (21) finds diffusion models produce consistent samples despite differences
in architecture and training. Both (11; 19) find that diffusion models only deviate from empirical
denoisers for intermediate σ. Futher, (11) identify that errors in this region are primarily responsible
for diffusion generalization. Similarly, (20) attributes diffusion generalization to "slight differences"
between the network and empirical denoisers. (7) suggests that generalization stems from adaptive
bases found in the eigenspace of diffusion models. However, they do not consider how trained models
deviate from empirical denoisers. Similar to our work, Closed-form diffusion models (16) produces a
mechanism for diffusion generalization by intentionally biasing the empirical denoiser with a spectral
bias (13). However, they do not validate this inductive bias choice by studying network denoisers.
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Figure 3: Effect of transformations to z on network and empirical denoiser outputs for σ = 2. The
transformations are, from left to right, (a) no transformation, (b) a 5 pixel horizontal translation, (c) a
5 pixel vertical translation, (d) replacement of pixels of z within the black box with σ = 2 Gaussian
noise, (e) replacement of pixels of z outside of the black box with σ = 2 Gaussian noise.

Patch Denoising Outside of the context of diffusion models, many methods exist which use patch
priors to denoise images. Field of Experts (15) suggests modelling images as Markov Random Fields
to learn a prior over patches. Using expected patch log likelihood (22) and half quadratic splitting
methods (22; 3; 2), patch priors can be used to produce maximum a priori (MAP) estimates for
denoising problems. Notably, the classical denoising problem is slightly different than the diffusion
denoising problem which estimates an average over possible samples and not a MAP estimate.

3 Background

The basis of diffusion models is the diffusion process in which Gaussian noise is gradually added
to a data distribution p(x),x ∈ Rd in a so-called forward process. At any point t ∈ (0, T ], the
diffusion process defines a marginal latent variable distribution pt(z) =

∫
pt(z|x)p(x)dx, z ∈ Rd

where pt(z|x) = N
(
z; s(t)x, σ(t)2I

)
is the marginalization of the process’ transition kernels up to

time t. Functions s(t) and σ(t) are chosen such that pT (z) ≈ π(z) = N
(
z;0, σ(T )2I

)
. We use the

variance exploding formulation (18; 8) with s(t) = 1 and σ(t) = t hereafter.

Diffusion models reproduce the data distribution p(x) through a reverse diffusion process which
is constructed to match the marginal latent distributions pt(z) for all t. The probability flow ODE
(18; 8) is one way of describing this reverse diffusion process

dz = −t∇z log pt(z)dt. (1)

To draw samples from p(x), diffusion models integrate Eq. (1), from t = T to 0, with initial value
z ∼ π(z) using numerical integration. Critically, this sampling procedure requires repeated estimation
of the score function ∇z log pt(z) which has the form

∇z log pt(z) =
E [x|z, t]− z

t2
. (2)

From Eq. (2), estimating the score can be reduced to estimating the posterior mean E [x|z, t], an
operation referred to a denoising. In practice, the analytic form of p(x) is generally unknown, which
prevents exact computation of the posterior pt(x|z) and therefore E [x|z, t]. Instead, diffusion models
use deep neural networks to approximate the score function. Using an empirical data distribution
pdata(x) = 1

N

∑
x(i)∈D δ(x − x(i)), with dataset D =

{
x(1), . . . ,x(N) | x(i) ∼ p(x)

}
, diffusion

models optimize a neural network denoiser Dθ(z, t) by minimizing

E
x∼pdata(x),z∼pt(z|x),t∼p(t)

[
λ(t) ∥x−Dθ(z, t)∥22

]
(3)

The minimizer of Eq. (3) is the empirical posterior mean which we also term the empirical denoiser

E
[
x(i)|z, t

]
=

∑
x(i)∈D

pt(x
(i)|z)x(i), pt(x

(i)|z) =
pt

(
z|x(i)

)∑
x(j)∈D pt

(
z|x(j)

) . (4)
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Figure 4: Left: Comparison of square patch sizes required to capture 50, 75, and 95% of the total
absolute gradient of network denoiser output with respect to z. Right: Illustration of average absolute
gradient of a center pixel of the network denoiser output with respect to z.

4 Inductive Biases of Network Denoisers

To understand the generalization of diffusion models, we must understand and characterize network
denoiser approximation errors. To begin, we simply compare the denoiser outputs of three near SoTA
diffusion models trained on CIFAR-10 (10) to the empirical denoiser of that dataset. We evaluate
models parameterized by NCSN++ (18; 8), DDPM++(18; 8) and DiT (12) architectures over 150
values of σ ∈ [0.01, 100], drawing 10,000 z samples from the forward process for each σ value.

Figure 2 plots the mean squared error (MSE) between network and empirical denoisers. We observe
that across all architectures, denoisers have low bias for both small and large values of σ but substantial
bias for σ ∈ [0.3, 10]. This region corresponds with the results of (11) who found that diffusion
generalization can be attributed to this intermediate region.

Visualizations of the denoiser outputs are presented in the right portion of Fig. 2. We note that
only the middle σ = 3 row has significant differences between the empirical and network denoisers.
At this noise level, we observe that all three networks make qualitatively similar approximation
errors, despite differences between the transformer architecture of DiT and the convolutional U-Net
architectures of DDPM++ and NCSCN++. That denoiser outputs appear independent to network
architecture suggests that diffusion model approximation errors are not random optimization artifacts,
but the result of a shared inductive bias unrelated to the neural network architecture. This would also
support the findings of (20) – that diffusion models produce similar samples when with the same
z ∼ π(z) despite changes in network architecture, training, or diffusion hyperparameters.

We next attempt to identify common diffusion inductive biases by comparing network and empirical
denoisers’ responses to input transformations. Figure 3 visualizes DDPM++ (18; 8) and empirical
denoiser outputs after transforming the original z ∼ pt(z|x). We observe that small changes to z
can result in substantially different empirical posterior means. In contrast, the network outputs are
remarkably consistent. In four of five cases, network denoisers still produce a red vehicle, including
a near-identical car in response to the y-translation. In general, local changes in input produce
local changes in the network denoiser output. For example, by replacing the contents of the black
square with random noise, the network “deletes” the red car from the image while maintaining the
background structure.

Figure 3, provides preliminary evidence that network denoisers are predominantly locally sensitive
to changes in z, while the empirical denoiser is globally sensitive to any such changes. This global
sensitivity is justified by Eq. (4). Since pt(x

(i)|z) ∝ pt(z|x(i)) and pt(z|x(i)) is Gaussian, the
posterior probability of any x(i) is related to the ℓ2 distance between x(i) and z and therefore, the
individual values of every pixel of z.

We further investigate the local inductive bias of network denoisers by measuring the sensitivity of
the DDPM++ denoiser to each input pixel through |∇zDθ(z, t)x,y| – the absolute gradient of the
network denoiser output at pixel (x, y) with respect to the input z. In Fig. 4, we evaluate the network
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Patch Posterior Mean vs Empirical Denoiser
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Figure 5: Left: Comparison of posterior means with varying patch sizes to the full 32x32 empirical
mean on forward process samples. Right: Comparison of patch posterior means with varying patch
sizes to DDPM++ denoiser on z drawn from the sampling procedure.

denoiser’s input sensitivity over a range of σ values through the gradients of 10,000 z ∼ pt(z|x) for
each σ.

Figure 4 confirms that network denoisers demonstrate strong local inductive bias. The right portion
of Fig. 4 visualizes the average absolute input gradient for pixel (15,15) of the input z. At σ = 0.03,
the input gradient is focused almost exclusively on the same spatial location as the output pixel. As σ
increases, so does the area in which the input gradient is concentrated.

The local bias of network denoisers is reflected quantitatively in the left portion of Fig. 4 which plots
the side length of a square patch required to capture a fixed percentage of the total |∇zDθ (z, t)i,j |
across varying σ. At all levels, there is strong evidence of local inductive bias, with the majority of
the input gradient is concentrated within a local 15× 15 pixel region around the output pixel. We
also observe that the strength of the local bias is anti-correlated with σ. While a 13 × 13 patch is
required to capture 50% of the input gradient at σ = 30, the same percentage can be accounted for in
a 3× 3 patch at σ = 0.03.

5 Patch Posterior Denoising

Section 4 presents strong evidence that diffusion models generalize through local inductive bias,
irrespective of network architecture. However, Fig. 2 also shows that network denoisers accurately
estimate the empirical posterior mean for small and large values of σ, despite the inherent global
sensitivity of this quantity. To resolve this apparent contradiction, we hypothesize that diffusion
models perform local operations whose combined result is generally equivalent to empirical denoising.

Specifically, we propose that diffusion models generalize through a local denoising operation. We can
approximate such an operation with patch posterior denoising – estimating the empirical posterior
mean of a cropped patch of the input. Formally, let Cx,y,p ∈ {0, 1}3p2×d be a specific cropping
matrix such that Cx,y,px

(i) is the p×p patch of x(i) with upper left corner at pixel (x, y). For a patch
size p, let Cp = {Cx,y,p | x ∈ {0, . . . , 32− p} , y ∈ {1, . . . , 32− p}} be the set of all such cropping
matrices. Then, for any such cropping matrix C ∈ Cp, which produces patches x(i)

C = Cx(i) and
zC = Cz, we define the patch posterior mean with pt(zC | x(i)

C ) = N (zC;x
(i)
C , σ(t)2I) as

E
[
x
(i)
C | zC, t

]
=

∑
x(i)∈D

pt

(
x
(i)
C | zC

)
x
(i)
C , pt(x

(i)
C | zC) =

pt

(
zC | x(i)

C

)
∑

x(j)∈D pt

(
zC | x(j)

C

) (5)

We have hypothesized that denoisers perform local operations which are equivalent to global posterior
mean estimation. However, in general, E[x(i)

C | zC, t] ̸= CE[x(i) | z, t] because pt(x
(i)
C | zC) ̸=

pt(x
(i) | z). Why then would we expect network denoisers to use local posterior mean estimates to

estimate the global posterior mean?
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Figure 6: Mean squared error between patch posterior composite and DDPM++(18; 8) network
denoiser over varying σ, with z sampled from the forward and reverse processes. Across all σ, the
patch posterior composite is a better estimator of the network denoiser than the empirical denoiser.

Critically, there are two cases when equality does exist. For sufficiently small σ, pt(x
(i)
C | zC) and

pt(x
(i)|z) both approximate Dirac distributions on the same x(i) ∈ D. Similarly, as σ becomes large,

both posteriors will approach a uniform distribution over D. We note that these two cases correspond
to the regions of Fig. 2 in which network estimators accurately estimate the empirical posterior mean.

The left portion of Fig. 5 empirically confirms these cases of equality. It plots the MSE between
E[x(i)

C | zC, t] and CE[x(i) | z, t], averaged across C ∈ Cp and 10,000 z ∼ pt(z,x) for varying σ
and patch sizes p. For both σ < 0.1 and large σ, the two posterior means are similar, regardless of
patch size. Additionally as σ increases, larger patch sizes are required to accurately estimate the
empirical mean. This matches the correlation between local sensitivity and σ observed in Fig. 4.

Although local denoising approximates the empirical denoiser well for large and small σ in the
forward process, this is not true of z sampled from the reverse process. If network denoisers
approximate the empirical denoiser with local denoising, we would expect that they would also use
this mechanism for the reverse process. In the right subplot of Fig. 5 we see that although local
denoisers are poor estimators of the empirical score over the reverse process, for σ < 5, they are
a better approximator of the network denoiser. Further, our results corroborate the anti-correlation
of σ and the degree of local bias observed in Fig. 4. As σ increases, the network denoiser is best
approximated by patch denoisers of increasingly large patch sizes.

The similarity between network denoisers and patch posterior means motivate us to attempt reproduc-
tion of the full network denoiser output through local patch posterior means. For a patch size p, we
define our patch posterior composite as

Dp (z, t) =

( ∑
C∈Cp

C⊤C

)−1( ∑
C∈Cp

C⊤E
[
x
(i)
C | zC, t

])
. (6)

The patch posterior composite of Eq. (6) estimates the patch posterior mean of every overlapping
p × p square patch of the input z. The composite is produced by averaging each of these patch
posterior means together, normalizng each pixel by it’s total number of overlapping patches. A
visualization of the patch posterior composite is provided in Fig. 7.

We evaluate the performance of our patch posterior composite in Fig. 6 which evaluates the MSE of
our composite against the DDPM++ denoiser across forward and reverse process z samples for 18 σ
values based on the Huen sampler of (8). For every σ, we use a fixed patch size determined by the
minimum error of Fig. 5. We find that for both forward and reverse processes, our method is better
than the empirical denoiser at estimating the network denoiser. This is also shown in Fig. 1 where
despite its simplicity, we find that our method closely resembles the network denoiser outputs. We
present additional composite examples in Appendix C.

6 Conclusions

Our work identifies a mechanism for the generalization behaviour of diffusion models through local
denoising. We find network denoisers exhibit a local inductive bias whose strength is anti-correlated
with σ. We outline how diffusion models can accurately estimate the empirical denoiser during
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training using local denoising operations. Using a patch-based approximation of these local operations
we produce a composite denoiser which is a better estimator of network denoisers than the empirical
denoiser, even when network denoisers exhibit generalization. Unfortunately, our composite is a crude
approximation to the flexibility of deep neural networks. Integrating Eq. (1) using our patch-based
composite does not produce realistic samples, as artifacts from the independent denoisers at each
step compound to produce unrealistic samples. In future work, we aim to improve the quality of our
composite by dynamically selecting patch size, or by using non-square local denoisers.
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A Patch Composite Algorithm Details

z

Patch Posterior 
Means Patch Posterior 

Composite

Figure 7: Visual explanation of the patch posterior composite presented in Eq. (6). To produce a
composite, we decompose z into equal-sized overlapping square patches. For each patch, we compute
the patch posterior mean via Eq. (5). Then, we composite the resulting means into one image and
normalize each pixel by dividing by the number of patch posterior means which overlap that pixel.

We visually illustrate the patch posterior compoiste algorithm in Fig. 7. We produce composites using
values based on the Heun ODE solver of (8) with ρ = 7, n = 18, σmin = 0.002, σmax = 80. For
each σ, we use a fixed patch size, described in Table 1

σ 80 57 41 28 19 13 8.4 5.3 3.3 1.9 1.1 0.59 0.30 0.14 0.06 0.02 0.01 0.002
Patch Size 32 32 32 32 32 32 32 23 15 11 7 5 3 3 3 3 3 3

Table 1: Patch sizes used to produce patch posterior composites for varying σ.

B Architecture Details

For the NSCN++ and DDPM++ architectures, we utilize the pretrained unconditional model check-
points provided by (8). For the Diffusion Transformer, we adopt the code of (12), utilizing the EDM
preconditioning scheme and data augmentation pipeline. We trained a DiT-B/4 network from scratch
on 200 million examples using the Adam (9) optimizer and the hyperparamters given in Table 2

Hyperparameter Value
Batch Size 512

Learning Rate 0.0001
β1 0.9
β2 0.999
ϵ 1E-8

Patch Size 4
Heads 12

Hidden Size 768
Transformer Blocks 12

Dropout Ratio 0.12
Augmentation Rate 0.12

Table 2: Hyperparameters for DiT training on CIFAR-10

C Additional Patch Posterior Composite Examples

We present additional examples of denoiser outputs for the same σ values presented in Fig. 1. All z
are drawn from the reverse process of the DDPM++ network denoiser.
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Figure 8: Additional denoiser outputs for σ = 0.3
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Figure 9: Additional denoiser outputs for σ = 0.6
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Figure 10: Additional denoiser outputs for σ = 1.1
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Figure 11: Additional denoiser outputs for σ = 1.9
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Figure 12: Additional denoiser outputs for σ = 3.3
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Figure 13: Additional denoiser outputs for σ = 5.3

12



Empirical

NCSN++

DDPM++

DiT

Ours

Figure 14: Additional denoiser outputs for σ = 8.4
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Figure 15: Additional denoiser outputs for σ = 12.9
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