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ABSTRACT

Large language models (LLMs) excel at processing long sequences, boosting de-
mand for key-value (KV) caching. While recent efforts to evict KV cache have al-
leviated the inference burden, they often fail to allocate resources rationally across
layers with different attention patterns. In this paper, we introduce Cascading and
Adaptive KV cache Eviction (CAKE), a novel approach that frames KV cache
eviction as a “cake-slicing problem.” CAKE assesses layer-specific preferences
by considering attention dynamics in both spatial and temporal dimensions, allo-
cates rational cache size for layers accordingly, and manages memory constraints
in a cascading manner. This approach enables a global view of cache alloca-
tion, adaptively distributing resources across diverse attention mechanisms while
maintaining memory budgets. CAKE also employs a new eviction indicator that
considers the shifting importance of tokens over time, addressing limitations in
existing methods that overlook temporal dynamics. Comprehensive experiments
on LongBench and NeedleBench show that CAKE maintains model performance
with only 3.2% of the KV cache and consistently outperforms current baselines
across various models and memory constraints, particularly in low-memory set-
tings. Additionally, CAKE achieves over 10× speedup in decoding latency com-
pared to full cache when processing contexts of 128K tokens with FlashAttention-
2. Our code is available at https://github.com/antgroup/cakekv.

1 INTRODUCTION

Large language models (LLMs) (Zhao et al., 2023; Achiam et al., 2023; Dubey et al., 2024; An-
thropic, 2024; AI, 2024) have enhanced their long-text processing capabilities, improving perfor-
mance in multi-turn dialogues (Chiang et al., 2023), document summarization (Zhang et al., 2024a),
question answering (Kamalloo et al., 2023), and information retrieval (Liu et al., 2024c). New mod-
els such as GPT-4 (Achiam et al., 2023), Claude 3.5 (Anthropic, 2024), LLaMA 3.1 (Dubey et al.,
2024) and Mistral Large 2 (AI, 2024) have extended token processing capacities beyond 128K.
Expanded contexts necessitate a linear increase in key-value (KV) cache size, resulting in heavier
inference-time memory burdens. Shazeer (2019); Ainslie et al. (2023) partially address this issue
by merging key-value heads during the training phase. However, optimizing key-value cache with-
out additional training is crucial for efficient inference of long contexts under memory constraints,
particularly in typical deployment scenarios where the model structure is fixed.

One way to maintain a manageable KV cache size on the fly is to remove some KV pairs (Xiao
et al., 2023; Zhang et al., 2024b; Li et al., 2024b). The idea is to eliminate less important KV pairs
based on certain rules. Although recent methods have enhanced pair selection for removal, they
typically assign uniform cache sizes across layers, disregarding layer-specific requirements. This
approach can impair performance under memory constraints. Recent research is trying to improve
this by looking at how attention works in different layers (Yang et al., 2024a; Cai et al., 2024). These
methods, which depend on prior observations, might not work well for all input types and models.
Another idea is to adjust the cache size based on the current attention pattern (Wan et al., 2024).
This can help, but it may not always optimize overall performance.

∗This work was done when Ziran Qin was a research intern at Ant Group.
†Corresponding Authors.
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Figure 1: Variation in spatial (a, b) and temporal (c, d) characteristics of attention patterns. We
provide toy examples (left) and real examples from Mistral’s different layers (right) for illustration.
For more detailed analysis and visualization of attention dynamics, please refer to Appendix J.

Allocating optimal cache sizes for different layers with a fixed memory budget is akin to “cake-
slicing.” The crux of this challenge is assessing each layer’s affinity for KV cache, which is mir-
rored in its attention mechanisms. Our research delves into these mechanisms, examining spatial and
temporal aspects across layers. Spatially, attention distribution across tokens can differ markedly be-
tween layers. Some layers may spread attention broadly, while others concentrate on specific tokens,
as depicted in Figure 1(a) and Figure 1(b). Temporally, attention hotspots in certain layers shift over
time in Figure 1(c), whereas in others, they remain constant in Figure 1(d). The variability of atten-
tion pattern necessitates a dynamic approach to memory allocation that goes beyond uniform (Zhang
et al., 2024b; Liu et al., 2024d; Ren & Zhu, 2024; Li et al., 2024b), depicted in Figure 2(a), or fixed-
pattern methods (Cai et al., 2024), drawn in Figure 2(b). They lack the flexibility to adapt to the
nuanced attention dynamics. To enhance cache efficiency, a comprehensive strategy is required,
factoring in each layer’s attention pattern and KV cache preference. Moreover, conventional meth-
ods that evict KV pairs relying solely on static spatial attention scores often overlook the temporal
evolution of attention, missing critical insights into how token relevance changes in various contexts.

In this paper, we introduce Cascading and Adaptive KV cache Eviction (CAKE), enhancing KV
cache eviction by leveraging proposed preference-prioritized adaptive cache allocation strategy cou-
pled with an innovative token eviction strategy. It is progressive and dynamic, employing a novel
metric that assesses each layer’s cache size preference, taking into account both the dispersion of
spatial attention and the shifts in temporal attention, as outlined in Figure 2(c). To optimize cache
allocation from a holistic viewpoint while keeping peak memory usage within desired limits, CAKE
further employs a cascading memory management method. During the prefilling phase, CAKE dy-
namically manages the memory budgets for layers and adjusts the KV cache with the guidance of
obtained preference scores, eliminating the need to store all KV cache for all layers. For token
eviction, acknowledging the limitations of existing methods, we introduce an eviction indicator that
considers sustained importance and attention variability, thereby minimizing the adverse effects of
eviction on subsequent decoding steps. Extensive experiments have been conducted using vari-
ous LLM architectures on the LongBench and NeedleBench benchmarks, encompassing nine major
task categories. Results demonstrate CAKE’s superior performance across diverse memory scenar-
ios within these benchmarks. The allocation strategy in CAKE, which can complement and enhance
existing KV cache eviction methods, offers a versatile solution for improved cache management.
Furthermore, compared to full cache FlashAttention-2 implementation, CAKE significantly reduces
memory consumption while simultaneously enhancing LLM throughput.

Our contributions are: (1) An analysis of attention dynamics revealing spatial dispersion and tem-
poral shifts, leading to a layer-specific metric for cache size requirements. (2) An adaptive cache
allocation strategy that optimizes overall cache allocation based on layer preferences. (3) A cascad-
ing cache management method that dynamically adjusts the KV cache during the prefilling stage,
achieving memory usage efficiency comparable to uniform strategies without sacrificing eviction
performance. (4) A new eviction indicator that considers the sustained importance and variability of
tokens, enhancing token eviction performance.

2 BACKGROUND AND RELATED WORKS

Basics of KV Cache Operations. We revisit the fundamentals of KV caching. We focus on a single
attention head, characterized as weight matrices WQ,WK ,WV ∈ RD×D, where D denotes the
model’s hidden dimension. Considering a prompt embedding X ∈ RS×D, with S representing the
sequence length, an attention module has two phases: prompt prefilling and token decoding.
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Figure 2: Illustration of CAKE compared with existing cache allocation strategies. (a) Uniform
cache allocation (Xiao et al., 2023; Zhang et al., 2024b; Li et al., 2024b); (b) Fixed-shape cache
allocation (Cai et al., 2024; Yang et al., 2024a); (c) Preference-prioritized adaptive cache allocation
used in CAKE. Compared to (a) and (b), CAKE adjusts allocation ratios across different layers with
layer preferences, adapting to various contexts and models, with given memory budgets.

Prompt Prefilling: The query, key, and value states are initially calculated as follows:
Q = XWQ, K = XWK , V = XWV . (1)

Then, the output of the attention module is determined as:
Attn(Q,K,V) = AV, (2)

with attention weights A = Softmax(QKT

√
D

) ∈ RS×S . The key-value states K and V are then stored
in a cache, establishing the KV cache.

Token Decoding: The KV cache is used and updated to produce new tokens. For each decoding
step i, let the new token embedding be xi ∈ R1×D. To circumvent repeated key-value projections,
the KV cache is concatenated with the newly generated KV pair xiWK ,xiWV ∈ R1×D for the
current attention computation and to refresh the KV cache:

K = Concat(K,xiWK), V = Concat(V,xiWV ). (3)

Though the KV cache alleviates the considerable computational demands of attention mechanisms,
its linear growth with sequence length poses a challenge for extremely long input or output se-
quences. Efficiently managing the KV cache within a finite cache budget remains a formidable
issue, especially in contexts that demand longer context lengths.

KV Cache Eviction. KV cache eviction during model inference enhances computational efficiency
without altering the attention mechanism. This optimization relies on strategic cache reduction tech-
niques. Early approaches to KV cache eviction focus on specific parts of the input sequence. For
instance, StreamingLLM (Xiao et al., 2023) and LM-Infinite (Han et al., 2023) prioritize the reten-
tion of the first and last tokens. However, this strategy risks ignoring potentially important tokens
in the middle of the sequence. Recognizing this limitation, subsequent research introduces more
sophisticated indicators to filter unnecessary KV cache entries, such as using cumulative attention
scores (Zhang et al., 2024b; Liu et al., 2024d), last token attention scores (Oren et al., 2024), mean
attention scores (Ren & Zhu, 2024), or clustering recent attention scores (Li et al., 2024b). While
these methods offer more nuanced approaches to cache eviction, they often apply the uniform allo-
cation strategy, which may not maximize cache utilization. Recent FastGen (Ge et al., 2023) chooses
which tokens to keep based on special markers, but it doesn’t limit the total cache size. PyramidIn-
fer (Yang et al., 2024a) and PyramidKV (Cai et al., 2024) allocate the budget in a pyramid-shaped
manner, while D2O (Wan et al., 2024) adjusts cache size based on the current layer’s attention
density. While these methods have shown promise, they often rely on predefined cache allocation
strategies across all layers or are just based on the local layer attention, which does not fully capture
the complex dynamics of attention mechanisms and lacks a global perspective on layer preferences
for the cache. In contrast, our work addresses these limitations by considering layer-specific cache
preferences with a comprehensive and global perspective.
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Figure 3: Analysis of attention dynamics. (a) Heatmap for spatial attention dispersion (upper) and
temporal attention shift (lower), red color with high value, while blue for low value. The x-axis
represents samples, and the y-axis represents layers. (b) Variation of spatial attention dispersion
(upper) and temporal attention shift (lower) across layers and models. The experimental data is
derived from the LongBench dataset (Bai et al., 2023).

3 INSIGHTS INTO ATTENTION DYNAMICS

Recent studies (Xiao et al., 2023; Zhang et al., 2024b) have shown that only a few KV cache elements
are crucial during token decoding. Building on this, our analysis identifies two pivotal attention
traits: spatial attention dispersion, showing how one token’s attention spreads across others, and
temporal attention shift, tracking the evolution of highly-attended tokens over time.

Recall some basics about the attention weights A. Each A[i, j] shows how much the i-th query
token attends to the j-th key token. We analyze the matrix spatially and temporally to explore
attention dynamics in decoder-only models. (1) Spatial Analysis: Row i, A[i, :], shows how the
i-th token’s attention is distributed across tokens in one step. Examining A[i, :] reveals the attention
landscape at that step. This helps reveal how the model prioritizes information at each generation
step. (2) Temporal Analysis: Column j, A[:, j], shows how attention to the j-th token changes over
steps. Each row in A[:, j] represents a time step, showing the j-th token’s evolving attention. This
dimension is key to tracking the model’s shifting focus during sequence generation.

In this paper, we quantify the spatial attention dispersion by the entropy of A[i, :], defined as:

H(A) = −
S−1∑
i=0

A[i, :] log(A[i, :])T , (4)

where the inner product is conducted between each row of A and its element-wise logarithm. Rows
show higher values with even attention distribution and lower values with focused attention. Aggre-
gating these values measures the evenness of attention distribution per token.

Accordingly, the temporal attention shift is characterized by the variance of A[:, j], expressed as:

V(A) =

S−1∑
j=0

Var(A[:, j]), (5)

which computes the variance for each column of A. Higher values indicate significant attention
shifts across positions, while lower values suggest stable attention. Summing the variances column-
wise captures the attention mechanism’s temporal dynamics.

We analyze attention dynamics across multiple LLM layers using the LongBench dataset’s long-
context samples (Bai et al., 2023). Figure 3 (upper) shows attention dispersion changes across layers,
and Figure 3 (lower) shows attention focus shifts. The results show significant variations in attention
dispersion and shift across layers, models, and contexts. Despite recent KV cache advances (Xiao
et al., 2023; Zhang et al., 2024b), our findings highlight LLM attention complexity, indicating a need
for tailored KV cache management strategies to effectively handle the dynamic nature of attention.
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4 METHODOLOGY

4.1 PREFERENCE-PRIORITIZED ADAPTIVE ALLOCATION

Given the variability in attention mechanisms across layers, models, and contexts, uniform or fixed-
pattern cache allocation strategies prove inefficient, especially under limited memory budgets. To
address these challenges, we introduce the preference-prioritized adaptive allocation strategy. It
considers each layer’s unique characteristics and adaptively allocates cache sizes from a global view
of attention patterns. We define a preference metric for each layer’s KV cache requirements, con-
sidering both the spatial dispersion and temporal shift of attention:

P = H
1
τ1 · V

1
τ2 , H = H(A[−Sw :, : −Sw]), V = V(A[−Sw :, : −Sw]), (6)

where P is the preference score for an attention layer’s cache size. As dispersed attention (high H)
requires retaining broader contexts, while frequent shifts (high V) demand support for complex tem-
poral patterns, layers with high preference score P benefit more from larger KV cache to maintain
performance. Accounting for the varying importance of attention dispersion and shift across models
and memory constraints, we introduce temperature parameters τ1 and τ2 to adjust their influence
on P . We focus on the submatrix A[−Sw :, : −Sw] of A, representing a recent window of size
Sw. This focus on the recent window chunk of prefilling attention weights is inspired by recent re-
search (Li et al., 2024b; Yang et al., 2024a). These studies have demonstrated that decoding patterns
can be effectively captured by analyzing the attention patterns of recent queries.

We implement the preference-prioritized adaptive allocation strategy using layer-specific preference
scores. These scores adjust dynamically to varying models and contexts, ensuring adaptability. Each
layer’s cache size is set by normalizing the preference scores and allocating the total memory budget
accordingly. This results in an adaptive cache size set B = {Bl}L−1

l=0 , calculated as follows:

Bl =
Pl∑L−1

k=0 Pk

·Btotal, (7)

where Pl is the preference score for layer l, and Btotal is the total cache budget. This method
optimizes cache size allocation for each layer’s unique characteristics and the input context.

4.2 PREFERENCE-GUIDED CASCADING CACHE MANAGEMENT

Our preference-prioritized adaptive allocation strategy, though optimal, initially requires a compre-
hensive view of prefilling attention weights across all layers. This leads to the peak memory usage
of O(S · L), which may exceed the cache budget Btotal.

To overcome this, we further develop the preference-guided cascading cache management, as illus-
trated in Figure 4. It dynamically maintains the cache budget during prefilling, effectively reducing
peak memory usage to the target. Algorithm 1 outlines our cache management procedure, which par-
titions the prefilling process into L stages, one for each model layer, and cascadingly manages cache
memory guided by preference scores. At each stage, as a new layer completes its prefilling compu-
tation, the budget is redistributed based on the current obtained preference scores (Algorithm 1, lines
3–7), and KV caches are updated among all processed layers according to the redistributed budget.

This approach ensures constant memory usage during the prefilling stage while maintaining equiv-
alent cache distribution and eviction results as the standard strategy. Our algorithm is supported by
the following theoretical results (Proposition 1 and Theorem 1, proofs provided in Appendix D).

Proposition 1. For any layer l ∈ [L], the allocated budget size decreases monotonically from stage
l to L− 1:

B
(m+1)
l < B

(m)
l ,m ∈ [l, L− 1], (8)

where B(m)
l is the redistributed cache budget for layer l at stage m, calculated based on the current

obtained preference score P:

B
(m)
l =

Pl∑m
k=0 Pk

·Btotal. (9)
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Figure 4: Illustration of preference-guided
cascading cache management algorithm dur-
ing three stages.

Algorithm 1 Preference-guided Cascading Cache
Management
Input: Total cache budget Btotal, local attention

weights Am[−Sw :, : −Sw] ∈ RSw×S−Sw , ma-
trices Km,Vm ∈ RS×D , number of layers L

Output: Retained cache set C =

{{K̂(L−1)
m , V̂

(L−1)
m } : m ∈ [L]}

1: Initialize C(0),S(0),B(0),P(0) ← ∅
2: for stage m = 0 to L− 1 do
3: C(m) ← C(m−1) ∪ ({Km,Vm})
4: Compute preference score Pm for layer m

using Eq.(6)
5: Compute indicator Im (I(m)

m ) using local atten-
tion weights from a chosen eviction method

6: P(m) ← P(m−1) ∪ (Pm),
S(m) ← S(m−1) ∪ (I

(m)
m )

7: B(m) ← {B(m)
l : i ∈ [m]}, where B

(m)
l is

computed using Eq.(9)
8: // Manage current KV Caches
9: for layer l = 0 to m do

10: {Kl,Vl}(m) ← C(m)[l],
B

(m)
l ← B(m)[l], I

(m)
l ← S(m)[l]

11: // Update cache for layer l
12: {K̂l, V̂l}(m), Î

(m)
l ←

EVICT({Kl,Vl}(m), B
(m)
l , I

(m)
l )

13: C(m)[l] ← {Kl,Vl}(m+1) =

{K̂l, V̂l}(m), S(m)[l]← I
(m+1)
l = Î

(m)
l

14: end for
15: end for
16: return Retained cache set C =
{{K̂(L−1)

m , V̂
(L−1)
m } : m ∈ [L]}

Proposition 1 guarantees that the cache budget allocated to each layer decreases monotonically as
stages process, ensuring that the KV cache {Kl,Vl}(m+1) is always a proper subset of the previous
stage’s cache {Kl,Vl}(m), regardless of the eviction method used.

Before presenting Theorem 1, let’s define some operational details related to our algorithm. Given
indicator vector Il ∈ RS , it measures token importance for layer l. The specific calculation of our
eviction indicator will be detailed in the subsequent section. For each stage m ∈ [L], the eviction
operation, denoted as EVICT(·), retains KV pairs K̂(m)

l , V̂
(m)
l ∈ RB

(m)
l ×D from the current cache

K
(m)
l ,V

(m)
l ∈ RB

(m−1)
l ×D corresponding to the top-B(m)

l positions with the highest scores in
I
(m)
l ∈ RB

(m−1)
l . The indicator vector I(m)

l is also updated to Î
(m)
l ∈ RB

(m)
l , retaining only the

elements corresponding to the preserved positions. The updated cache and indicator {K̂l, V̂l}(m),
Î
(m)
l will serve as the basis {Kl,Vl}(m+1) and I

(m+1)
l for further updates in the next stage m+ 1.

Theorem 1. For any layer l ∈ [L], the KV cache {Kl,Vl}(L−1) obtained through cascading evic-
tion from stage l to stage L− 1 is equivalent to the result of applying the eviction operation once on
the full KV cache {Kl,Vl} ∈ RS×D with the cache budget Bl computed in Eq.(7):

{Kl,Vl}(L−1) = EVICT({Kl,Vl}(m), B
(m)
l , I

(m)
l )L−1

m=l = EVICT({Kl,Vl}, Bl, Il). (10)

Theorem 1 demonstrates that our preference-guided cascading cache management achieves equiv-
alent KV cache eviction results to the vanilla preference-prioritized adaptive allocation strategy,
despite its cascading operation. This method is theoretically compatible with existing KV eviction
techniques, a claim that will be empirically validated in Section 5.5.
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4.3 ATTENTION-SHIFT TOLERANT EVICTION INDICATOR

Current top eviction indicators, such as accumulated or mean attention scores (Zhang et al., 2024b;
Liu et al., 2024d; Ren & Zhu, 2024), simplify tokens’ attention profiles into single values, effec-
tively identifying important tokens. However, this approach may overlook tokens whose importance
fluctuates, as it fails to capture the dynamics of shifting attention. This could result in prematurely
evicting tokens from the cache, affecting the model’s future ability to retrieve relevant information.

We propose a robust eviction strategy tolerant of attention shifts. We use a multi-faceted indicator
considering sustained importance and attention variability. For layer l, the eviction indicator Il ∈ RS

is computed, where each element Il[n] signifies the importance of token n, computed as:

Il[n] =

{
Mean(Al[−Sw :, n]) + γ · Var(Al[−Sw :, n]), if n < S − Sw,

Ω, otherwise,
(11)

where Mean(·) and Var(·) measure sustained importance and attention variability, respectively, with
γ adjusting their influence. Inspired by recent research (Li et al., 2024b; Yang et al., 2024a), we
assign an arbitrarily large value Ω to ensure the preservation of the most recent W tokens. Also, a
pooling layer clusters Il[: S − Sw] to maintain context and prevent information fragmentation.

The eviction operation EVICT({Kl,Vl}, Bl, Il) is then executed, retaining the KV pairs {K̂l, V̂l}
that correspond to the top-Bl scores in Il:

K̂l = Kl[Dl, :], V̂l = Vl[Dl, :], Dl = TopK(Il, Bl), (12)

where TopK selects the indices Dl ∈ RBl of the top Bl scores in Il.

5 EXPERIMENTATION

5.1 EXPERIMENTAL SETTINGS

Backbone LLMs. Our experiments involve five major open-source LLMs (7B-70B parameters)
capable of handling 4k-128k token contexts. These models feature two representative attention
structures: (1) Multi-head attention: including Llama2-Chat (Touvron et al., 2023) and Gemma-
Instruct (Team et al., 2024). (2) Grouped-query attention: including Llama3-Instruct (Dubey et al.,
2024), Mistral-v0.3 (Jiang et al., 2023), and Qwen2.5-Instruct (Team, 2024).

Baseline Methods. We assess CAKE’s performance against five baselines: (1) Uniform Allocation:
StreamingLLM (Xiao et al., 2023) balances initial and recent tokens, H2O (Zhang et al., 2024b)
uses cumulative attention, TOVA (Oren et al., 2024) adopts last-token attention, and SnapKV (Li
et al., 2024b) clusters recent attention. (2) Non-Uniform Allocation: PyramidKV (Cai et al., 2024)
employs a fixed pyramid-shaped allocation strategy with SnapKV’s eviction indicator.

Evaluating Tasks. To evaluate CAKE’s performance across various memory budgets, we use two
carefully designed benchmarks: (1) LongBench (Bai et al., 2023): Focuses on long-context under-
standing, encompassing 16 datasets in six categories: Single/Multi-Document QA, Summarization,
Few-shot Learning, Synthetic Tasks, and Code Completion. (2) NeedleBench (Li et al., 2024a):
Tests retrieval and reasoning in complex contexts through three subtasks: Single-Needle Retrieval,
Multi-Needle Retrieval, and Multi-Needle Reasoning.

Implementation Details. CAKE is compared to baseline methods across different total memory
budgets ranging from 64L to 2048L. For uniform allocation, each layer has a fixed KV cache
size. Non-uniform methods like PyramidKV and CAKE vary cache sizes per layer while keeping
total memory constant. Tokens are evicted during both prefilling and decoding to maintain memory
usage. Experiments are run on NVIDIA A100 80GB GPUs. For specifics, see the Appendix C.

5.2 EVALUATIONS ON LONGBENCH DATASET

We benchmark CAKE against other methods on 16 datasets. Figure 5 displays the performance
of various methods under different memory constraints across three models. SnapKV surpasses
legacy methods like StreamingLLM and H2O by using an observation window for memory reten-
tion. TOVA, relying solely on the last token, falls short by ignoring the broader context. Despite
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Figure 5: Average score among 16 datasets of LongBench under different cache budgets.

Table 1: Performance comparison over 16 datasets of LongBench. The best result is highlighted in
bold, the second best in underline.

Method

Single-Document QA Multi-Document QA Summarization Few-shot Learning Synthetic Code

Avg.
NrtvQA

Qasper
MF-en

HotpotQA

2WikiMQA

Musique

GovReport

QMSum
MultiN

ews

TREC
TriviaQA

SAMSum

PCount
PR-en

Lcc RB-P

Llama2-7B-Chat, Btotal = 128L

StreamingLLM 13.57 13.33 22.39 20.16 17.12 6.38 16.72 19.58 15.37 31.50 74.84 33.00 1.67 4.00 43.21 40.45 23.33
H2O 14.56 14.59 26.52 20.05 28.73 5.00 16.20 20.30 20.34 38.00 72.75 37.10 2.33 3.50 49.68 47.37 26.06
TOVA 13.56 15.46 20.28 22.22 25.01 4.79 15.72 19.11 15.58 42.50 79.58 37.06 3.45 4.61 46.34 39.70 25.31
SnapKV 13.70 16.27 32.52 22.76 28.59 7.56 18.87 19.96 20.05 43.50 79.90 36.74 2.79 7.00 51.86 47.41 28.09
PyramidKV 13.45 16.61 31.21 23.74 28.43 6.89 18.88 20.56 19.81 44.50 80.32 37.82 2.29 8.00 51.19 47.56 28.20
CAKE 15.15 16.38 32.17 25.25 31.09 7.00 19.47 21.07 20.36 48.50 80.66 37.77 4.42 9.00 51.48 48.90 29.29

Llama2-7B-Chat, Btotal = 1024L

StreamingLLM 13.73 16.75 26.28 25.97 25.67 5.87 22.21 19.27 24.07 61.00 80.88 40.90 2.28 1.00 56.71 48.79 29.46
H2O 16.58 17.67 32.04 26.01 28.73 7.81 22.87 20.99 25.05 60.00 83.02 40.06 2.90 3.50 57.57 52.02 31.05
TOVA 15.00 17.32 29.57 27.48 31.71 7.04 21.86 20.54 24.78 63.50 83.35 41.78 2.63 8.00 56.69 52.11 31.46
SnapKV 18.05 19.73 38.07 27.57 30.86 8.41 23.41 20.79 25.22 63.50 82.13 40.98 3.33 7.50 58.20 52.23 32.50
PyramidKV 17.94 20.68 38.85 27.25 29.99 7.91 23.17 21.55 25.45 63.50 82.97 40.79 3.57 7.50 57.72 51.93 32.55
CAKE 18.35 20.93 38.49 27.99 31.15 8.59 24.29 21.06 25.40 63.50 83.33 41.30 3.11 9.50 57.82 52.93 32.98

Llama3.1-8B-Instruct, Btotal = 128L

StreamingLLM 23.01 22.50 31.00 46.79 40.52 24.76 18.38 20.89 16.96 40.50 86.00 38.55 7.00 99.50 57.06 47.16 38.79
H2O 26.18 24.83 44.08 51.33 43.29 27.78 20.79 22.36 20.69 41.50 89.88 40.94 6.20 99.00 58.12 49.82 41.67
TOVA 29.44 27.03 45.20 54.15 44.87 28.87 22.21 20.54 20.52 53.50 92.27 40.99 6.17 99.50 51.14 43.15 42.47
SnapKV 26.40 27.67 47.83 53.40 44.20 28.68 20.56 23.11 20.13 45.50 89.36 39.98 6.33 99.00 57.69 50.69 42.53
PyramidKV 25.57 27.40 46.36 53.14 44.51 27.16 20.74 22.26 19.90 45.50 87.06 40.13 6.50 99.50 56.98 48.26 41.94
CAKE 27.41 32.01 49.58 52.99 45.76 28.32 21.85 23.15 21.56 47.50 89.61 40.90 6.33 99.50 57.92 49.83 43.39

Llama3.1-8B-Instruct, Btotal = 1024L

StreamingLLM 26.64 30.77 35.59 47.31 42.03 24.17 25.81 21.31 25.66 63.50 88.84 42.76 6.50 88.00 61.36 53.47 42.73
H2O 29.57 36.15 45.94 54.43 44.81 29.04 27.64 23.31 26.47 62.00 91.83 43.14 6.36 99.00 62.74 55.39 46.11
TOVA 30.66 40.95 51.09 54.58 46.51 30.62 28.12 23.61 26.24 68.00 91.49 43.80 5.92 99.50 60.73 52.64 47.15
SnapKV 30.95 44.74 52.58 55.09 46.83 30.37 27.87 24.57 25.99 68.00 92.03 42.60 6.50 99.50 63.00 56.50 47.95
PyramidKV 30.54 43.64 52.73 55.29 46.29 31.28 27.53 24.50 26.00 68.00 92.09 41.75 6.05 99.50 62.35 55.44 47.69
CAKE 30.88 44.95 52.38 55.49 46.99 30.82 28.68 24.91 26.39 69.00 91.94 42.60 6.00 99.50 62.65 56.89 48.13

Mistral-7B-Instruct-v0.3, Btotal = 128L

StreamingLLM 16.91 21.51 24.85 34.14 26.99 16.64 15.67 18.61 14.40 43.50 83.26 37.00 0.00 23.00 41.63 42.12 28.76
H2O 21.25 26.66 35.13 38.82 29.80 18.88 21.00 19.50 18.63 41.00 87.64 38.25 1.50 67.00 44.35 47.29 34.79
TOVA 22.47 24.26 37.22 42.26 28.85 19.97 19.40 18.70 17.86 63.00 88.98 37.71 0.50 56.50 37.42 37.22 34.52
SnapKV 21.02 27.26 41.25 45.15 29.23 22.75 20.47 20.17 17.75 42.50 87.28 38.01 0.50 69.50 44.48 45.69 35.81
PyramidKV 21.73 26.60 41.46 43.20 29.32 21.47 20.23 19.82 17.46 40.00 87.64 37.11 1.05 69.00 42.55 42.98 35.14
CAKE 22.31 29.15 43.51 44.51 30.36 22.85 21.56 20.47 18.96 47.00 88.60 39.36 1.00 76.50 44.96 46.19 37.33

Mistral-7B-Instruct-v0.3, Btotal = 1024L

StreamingLLM 20.96 28.05 30.03 37.06 27.56 16.03 24.03 19.07 22.79 67.00 87.61 40.96 1.50 21.50 48.05 48.87 33.82
H2O 23.78 31.63 41.31 43.24 31.07 20.43 26.74 20.41 23.93 67.50 88.84 42.62 1.50 72.00 50.60 49.87 39.72
TOVA 26.97 34.51 45.58 44.32 32.58 22.83 26.91 20.75 23.49 75.00 88.66 43.17 1.00 91.00 47.51 47.06 41.96
SnapKV 26.63 35.78 48.11 45.75 32.20 23.37 26.71 21.84 23.18 70.50 88.61 41.37 0.50 88.00 50.60 51.79 42.18
PyramidKV 25.51 36.02 47.72 44.74 33.16 23.91 26.55 21.83 23.27 70.50 88.41 40.94 1.00 87.00 50.17 50.93 41.98
CAKE 26.09 36.34 48.11 45.97 32.39 23.49 27.56 21.45 24.03 72.50 88.61 42.71 0.00 91.50 51.06 51.25 42.69

similarities to SnapKV, PyramidKV underperforms in many scenarios, possibly due to its limited
adaptability. CAKE, however, outperforms others by dynamically allocating memory to each layer
based on its specific needs, especially under tight memory conditions. Notably, CAKE achieves per-
formance comparable to full cache models while only utilizing a small cache budget (Btotal > 512L).

For detailed analysis, see Table 1 for results across two memory scenarios: a low setting (Btotal =
128L) and a high setting (Btotal = 1024L). Full results under different constraints are detailed
in Appendix F.1. CAKE consistently ranks among the top performers or closely matches them
across various tasks. In the low memory scenario with the Llama2 model, CAKE leads or finishes
second in all datasets. CAKE’s adaptive allocation strategy and robust eviction indicator consistently
demonstrate superior and balanced performance, as its generalizability extends well to various model
architectures with ranging model sizes. We evaluate this on two more architectures, Qwen2.5 and
Gemma, as well as larger models (13B-70B), with results presented in Appendix F.2 and F.3.
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Figure 6: Performance comparison on NeedleBench 32K.

5.3 EVALUATIONS ON NEEDLEBENCH DATASET

We also test CAKE on retrieval and reasoning tasks using the NeedleBench dataset, with the results
depicted in Figure 6. Consistent with the LongBench outcomes, CAKE shows superior overall per-
formance. While utilizing only 3.2% of the cache size, CAKE preserves the model’s capabilities for
processing 32K-token-long contexts and even surpasses the full cache in the Single-Needle Retrieval
task. This suggests that pruning specific cache information may eliminate superfluous details, allow-
ing generation to focus on the most salient aspects and enhance its overall efficacy. Notably, CAKE
outperforms existing methods in more complex tasks akin to real-world scenarios, particularly in
Multi-Needle Retrieval. This can be attributed to CAKE’s design, which balances long-term sig-
nificance and short-term relevance, maintaining a more comprehensive and balanced representation
of contextual information while avoiding premature discarding of information that could be vital
for subsequent complex retrievals. For a more in-depth examination of the experimental outcomes,
including detailed statistics and additional visualization graphs, please refer to Appendix G.

5.4 EVALUATION OF MEMORY AND THROUGHPUT

We assess the effectiveness of our method in reducing memory consumption and enhancing time
efficiency during LLM inference by analyzing peak memory usage and decoding latency on Mistral-
7B-Instruct-v0.3 implemented with FlashAttention-2 (Dao, 2023). Our comparison includes full
cache, and three KV cache eviction methods, all with Btotal = 1024L: SnapKV (uniform allocation
strategy), PyramidKV (fixed-pattern allocation strategy), and our proposed CAKE method.

Peak Memory Usage. As depicted in the left panel of Figure 7, CAKE exhibits substantial memory-
saving capabilities, comparable to other KV cache eviction methods such as uniform allocation
(SnapKV) and fixed-pattern non-uniform allocation (PyramidKV). All these approaches maintain a
fixed-size KV cache. When compared to the full cache implementation, CAKE achieves an impres-
sive reduction in peak memory usage of approximate 48.63% with a 128K context length.

Throughput Analysis. Regarding decoding latency, the right panel of Figure 7 shows that both
uniform and non-uniform eviction methods exhibit comparable inference performance. As input
length increases, decoding latency for the full cache method grows significantly due to escalating
computational demands and I/O latency bottlenecks. In contrast, CAKE maintains a relatively stable
decoding speed by preserving a fixed amount of KV cache, resulting in significantly lower latency
compared to the full cache, particularly for longer sequences. It is noteworthy that CAKE demon-
strates remarkable efficiency, achieving over 10× speedup in decoding latency compared to the full
cache approach when processing sequences with 128K context length.

5.5 COMPATIBILITY WITH EXISTING KV EVICTION METHODS

Our preference-prioritized adaptive allocation strategy demonstrates strong compatibility with ex-
isting eviction indicators. We evaluate its performance using two representative methods: H2O,
which serves as a classical indicator, and SnapKV, which represents a new advanced indicator. The
experiments are conducted on LongBench datasets using Llama2-7B-Chat under Btotal of 128L and
512L. We report the average performance across six tasks. In Figure 8, when compared with vanilla
uniform cache allocation, methods equipped with our allocation strategy consistently improve per-
formance across nearly all tasks. Importantly, they achieve significant overall performance gains.
This comprehensive improvement across different eviction methods and tasks demonstrates the ver-
satility and effectiveness of our allocation approach. It stresses the potential of our strategy as a
generalizable framework for optimizing KV cache eviction, enhancing various existing methods.
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Figure 7: Peak memory usage and decoding latency on
A100 80GB.
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Figure 8: Performance on methods w/ or w/o preference-
prioritized cache allocation strategy, abbreviated as “P2A.”

Table 2: Performance compari-
son with different allocation strate-
gies. “P2A” denotes our preference-
prioritized adaptive allocation.

Strategy Avg.

Uniform 28.36
Pyramid 28.69
Random 28.3±0.2
P2A 29.29

Table 3: Performance comparison
with different eviction indicators.

Indicator Avg.

Mean 28.82
Var 28.68
Mean · Var 28.6
Mean + Var 29.29

5.6 ABLATION STUDIES

In this section, we present a series of ablation studies on LongBench to evaluate the effectiveness of
our proposed allocation strategy and eviction indicator. We use Llama2-7B-Chat with cache budget
Btotal = 128L as the default setting. Additional ablation studies are provided in Appendix I.

Effectiveness of Proposed Allocation Strategy. To assess our preference-prioritized adaptive allo-
cation strategy, we compare it with various cache allocation strategies, including uniform, pyramid-
shaped, and random allocation. As shown in Table 2, the pyramid-shape allocation strategy performs
better than the uniform allocation strategy in this case. However, it may become ineffective in many
scenarios, as we verified in the previous experimental section. Notably, the random method even
outperforms the uniform strategy in some cases. This indicates that the conservative allocation strat-
egy of uniform distribution fails to fully utilize the limited memory budget. Our allocation strategy
consistently outperforms all baselines, as our method comprehensively measures the KV cache pref-
erence by capturing complex layer-specific attention patterns both spatially and temporally.

Effectiveness of Proposed Eviction Indicator. We further investigate effective eviction indicators
to identify the most crucial tokens for preserving model performance. We compare different met-
rics for the eviction indicator: mean only, variance only, and combinations of mean and variance
(multiplication and addition). The results in Table 3 suggest that, compared to variance only, tokens
selected by mean attention are more conducive to maintaining performance. While the multiplica-
tive combination of mean and variance slightly underperforms the individual metrics, the additive
combination achieves the best performance overall. As we analyze, using mean attention effectively
captures tokens with long-term importance, ensuring the retention of consistently relevant informa-
tion. On the other hand, incorporating variance helps identify positions with the most significant
changes, thus aiding in maintaining the attention distribution. The additive combination optimally
balances these two aspects, leading to more informed eviction decisions.

6 CONCLUSION

In this paper, we propose Cascading and Adaptive KV cache Eviction (CAKE), a novel approach for
optimizing KV cache evicting in LLMs. CAKE dynamically allocates cache sizes by leveraging a
global view of layer-specific attention patterns, using cascading cache management guided by layer
preferences. Additionally, CAKE introduces a new eviction indicator that accounts for both the
long-term influence and temporal variability of token importance, allowing for more informed token
selection. Experiments on the LongBench and NeedleBench benchmarks highlight CAKE’s superior
performance across different models and memory constraints, especially in low-memory scenarios.
Our method enhances both LLM performance on long-context tasks and inference efficiency.
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fying sparse and low-rank attention. Advances in Neural Information Processing Systems, 34:
17413–17426, 2021.

Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng, Zhanghao Wu, Hao Zhang, Lianmin Zheng,
Siyuan Zhuang, Yonghao Zhuang, Joseph E. Gonzalez, et al. Vicuna: An open-source chatbot
impressing GPT-4 with 90%* ChatGPT quality, March 2023. URL https://lmsys.org/
blog/2023-03-30-vicuna/.

Rewon Child, Scott Gray, Alec Radford, and Ilya Sutskever. Generating long sequences with sparse
transformers. arXiv preprint arXiv:1904.10509, 2019.

Krzysztof Choromanski, Valerii Likhosherstov, David Dohan, Xingyou Song, Andreea Gane, Tamas
Sarlos, Peter Hawkins, Jared Davis, Afroz Mohiuddin, Lukasz Kaiser, et al. Rethinking attention
with performers. arXiv preprint arXiv:2009.14794, 2020.

Tri Dao. Flashattention-2: Faster attention with better parallelism and work partitioning, 2023. URL
https://arxiv.org/abs/2307.08691.

Harry Dong, Xinyu Yang, Zhenyu Zhang, Zhangyang Wang, Yuejie Chi, and Beidi Chen. Get more
with less: Synthesizing recurrence with kv cache compression for efficient llm inference. arXiv
preprint arXiv:2402.09398, 2024.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle, Aiesha
Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, et al. The llama 3 herd of models.
arXiv preprint arXiv:2407.21783, 2024.

11

https://mistral.ai/news/mistral-large-2407/
https://mistral.ai/news/mistral-large-2407/
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://www-cdn.anthropic.com/de8ba9b01c9ab7cbabf5c33b80b7bbc618857627/Model_Card_Claude_3.pdf
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://arxiv.org/abs/2307.08691


Published as a conference paper at ICLR 2025

Qichen Fu, Minsik Cho, Thomas Merth, Sachin Mehta, Mohammad Rastegari, and Mahyar Na-
jibi. Lazyllm: Dynamic token pruning for efficient long context llm inference. arXiv preprint
arXiv:2407.14057, 2024.

Suyu Ge, Yunan Zhang, Liyuan Liu, Minjia Zhang, Jiawei Han, and Jianfeng Gao. Model tells
you what to discard: Adaptive kv cache compression for llms. arXiv preprint arXiv:2310.01801,
2023.

Chi Han, Qifan Wang, Wenhan Xiong, Yu Chen, Heng Ji, and Sinong Wang. Lm-infinite: Simple
on-the-fly length generalization for large language models. arXiv preprint arXiv:2308.16137,
2023.

Albert Q Jiang, Alexandre Sablayrolles, Arthur Mensch, Chris Bamford, Devendra Singh Chaplot,
Diego de las Casas, Florian Bressand, Gianna Lengyel, Guillaume Lample, Lucile Saulnier, et al.
Mistral 7b. arXiv preprint arXiv:2310.06825, 2023.

Ehsan Kamalloo, Nouha Dziri, Charles LA Clarke, and Davood Rafiei. Evaluating open-domain
question answering in the era of large language models. arXiv preprint arXiv:2305.06984, 2023.

Hao Kang, Qingru Zhang, Souvik Kundu, Geonhwa Jeong, Zaoxing Liu, Tushar Krishna, and Tuo
Zhao. Gear: An efficient kv cache compression recipefor near-lossless generative inference of
llm. arXiv preprint arXiv:2403.05527, 2024.

Angelos Katharopoulos, Apoorv Vyas, Nikolaos Pappas, and François Fleuret. Transformers are
rnns: Fast autoregressive transformers with linear attention. In International conference on ma-
chine learning, pp. 5156–5165. PMLR, 2020.

Nikita Kitaev, Łukasz Kaiser, and Anselm Levskaya. Reformer: The efficient transformer. arXiv
preprint arXiv:2001.04451, 2020.

Mo Li, Songyang Zhang, Yunxin Liu, and Kai Chen. Needlebench: Can llms do retrieval and
reasoning in 1 million context window? arXiv preprint arXiv:2407.11963, 2024a.

Yuhong Li, Yingbing Huang, Bowen Yang, Bharat Venkitesh, Acyr Locatelli, Hanchen Ye, Tianle
Cai, Patrick Lewis, and Deming Chen. Snapkv: Llm knows what you are looking for before
generation. arXiv preprint arXiv:2404.14469, 2024b.

Aixin Liu, Bei Feng, Bin Wang, Bingxuan Wang, Bo Liu, Chenggang Zhao, Chengqi Dengr, Chong
Ruan, Damai Dai, Daya Guo, et al. Deepseek-v2: A strong, economical, and efficient mixture-
of-experts language model. arXiv preprint arXiv:2405.04434, 2024a.

Akide Liu, Jing Liu, Zizheng Pan, Yefei He, Gholamreza Haffari, and Bohan Zhuang. Mini-
cache: Kv cache compression in depth dimension for large language models. arXiv preprint
arXiv:2405.14366, 2024b.

Nelson F Liu, Kevin Lin, John Hewitt, Ashwin Paranjape, Michele Bevilacqua, Fabio Petroni, and
Percy Liang. Lost in the middle: How language models use long contexts. Transactions of the
Association for Computational Linguistics, 12:157–173, 2024c.

Zichang Liu, Aditya Desai, Fangshuo Liao, Weitao Wang, Victor Xie, Zhaozhuo Xu, Anastasios
Kyrillidis, and Anshumali Shrivastava. Scissorhands: Exploiting the persistence of importance
hypothesis for llm kv cache compression at test time. Advances in Neural Information Processing
Systems, 36, 2024d.

Zirui Liu, Jiayi Yuan, Hongye Jin, Shaochen Zhong, Zhaozhuo Xu, Vladimir Braverman, Beidi
Chen, and Xia Hu. Kivi: A tuning-free asymmetric 2bit quantization for kv cache. arXiv preprint
arXiv:2402.02750, 2024e.
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A ADDITIONAL RELATED WORKS

Efficient Attention. Numerous strategies have been devised to tackle the high time and space de-
mands of the attention layer. These strategies include low-rank techniques to transform the original
attention mechanism into one with linear or near-linear complexity (Choromanski et al., 2020; Wang
et al., 2020; Katharopoulos et al., 2020; Alberti et al., 2023), sparse attention to confine the attention
to specific, predetermined or adaptively learned patterns (Child et al., 2019; Kitaev et al., 2020; Roy
et al., 2021), and their integration for a more comprehensive solution (Beltagy et al., 2020; Zaheer
et al., 2020; Chen et al., 2021; Ren et al., 2021). Another group minimizes KV cache size. This
is achieved by either re-engineering the architecture of multi-head attention or by innovating the
update process of the KV cache. Multi-Query Attention (MQA) (Shazeer, 2019) and Group-Query
Attention (GQA) (Ainslie et al., 2023) reduce KV heads by sharing KV pairs. Multi-head Latent
Attention (MLA) (Liu et al., 2024a) furthers efficiency by compressing keys and values into latent
vectors, while YOCO (Sun et al., 2024) employs cross-attention to recycle the shared KV cache. Dy-
namic Memory Compression (DMC) (Nawrot et al., 2024) dynamically consolidates the KV cache
during the training process, thereby optimizing resource utilization.

Orthogonal KV Cache Compression. Beyond the eviction of the KV cache, numerous strategies
have been investigated for its compression. Specifically, quantization methods (Liu et al., 2024e;
Yue et al., 2024; Kang et al., 2024) have been applied to condense the KV cache into a lower-
bitwidth format. Moreover, a fusion of KV cache eviction with quantization (Yang et al., 2024b),
pruning Xu et al. (2024), low-rank factorization (Dong et al., 2024), or cache merging (Liu et al.,
2024b; Wan et al., 2024) has been explored to achieve a more compact form of the cache, preserving
some of the discarded data. Additionally, there are initiatives to transfer the evicted KV cache to
auxiliary memory resources for potential redeployment in computation (Xiao et al., 2024; Fu et al.,
2024). It is crucial to acknowledge that these compression techniques are compatible with KV cache
eviction and, when integrated, can amplify their individual benefits, leading to more robust solutions
for easing the KV cache load.

B LIMITATION AND FUTURE WORK

CAKE introduces a novel perspective on KV cache management by considering the model’s vary-
ing attention patterns across layers and comprehensively measuring layer-specific preferences for
KV cache allocation. This approach enables effective adaptation to different models and input con-
texts, optimizing the use of limited memory resources. Despite these strengths, several limitations
and areas for future work remain. While CAKE improves cache management at the layer level, it
does not address finer-grained dynamics within layers. Future work could explore integrating head-
level attention patterns with layer-specific variations, potentially offering more nuanced control over
cache allocation. Additionally, although we demonstrate CAKE’s compatibility with existing evic-
tion methods (Section 5.5) and quantization methods (Appendix 5.5), there is potential to further
enhance memory efficiency by combining it with other KV cache optimization techniques such as
cache merging (Liu et al., 2024b) and pruning (Xu et al., 2024). This integration could significantly
expand CAKE’s applicability and resource-saving capabilities. In the future, we will continue to
explore strategies for efficient LLMs, focusing on both memory efficiency and computational opti-
mization to further push the boundaries of resource-constrained inference.

C MORE IMPLEMENTATION DETAILS

In this section, we provide more detailed implementation information for CAKE. Our algorithm is
divided into two phases: prompt prefilling and token decoding. During prompt prefilling, we utilize
preference-guided cascading cache management (Section 4.2) based on the preference-prioritized
adaptive allocation strategy (Section 4.1) to allocate appropriate cache sizes for different layers.
During preference-guided cascading cache management, we manage the KV cache by updating it
using eviction operation based on the attention-shift tolerant eviction indicator (Section 4.3). For the
preference-prioritized adaptive allocation strategy, the temperature parameters τ1 and τ2 are set to
0.2 ∼ 2 and 0.4 ∼ 3 respectively, optimized through grid search. For our experimental models, we
aggregate each quantized value to represent its layer characteristics. For the attention-shift tolerant
eviction indicator, we fix γ = 200. Following SnapKV (Li et al., 2024b), we use an observation
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window of size Sw = 32 and utilize a pooling layer clustering information. In the decoding stage,
once the attention mechanisms for layers have been well established, we fix the budget size for each
layer according to the allocation results obtained from the preference-prioritized adaptive allocation.
Listing 1 provides PyTorch-style pseudo-code for CAKE’s implementation with FlashAttention.

Listing 1: Implementation of CAKE in pseudo PyTorch style.

1 c l a s s CakeCache ( Cache ) :
2 d e f i n i t ( s e l f )
3 s e l f . p r e f s c o r e s = [ ]
4 s e l f . e v i c t i n d i c a t o r s = [ ]
5 s e l f . l a y e r s b u d g e t = [ ]
6 . . .
7 # Layer 0 t o L−1
8 d e f a t t e n t i o n f o r w a r d ( s e l f , h i d d e n s t a t e s , . . . , p a s t k e y v a l u e : O p t i o n a l [ CakeCache ] = None ) :
9 . . .

10 # Compute q u e r y s t a t e s , k e y s t a t e s , v a l u e s t a t e s
11 bsz , q l e n , = h i d d e n s t a t e s . s i z e ( )
12 . . .
13 # Compute l o c a l a t t e n t i o n t o t h e c u r r e n t l a y e r
14 l o c a l a t t n = c o m p u t e l o c a l a t t e n t i o n ( q u e r y s t a t e s [ : , − s e l f . w indow s ize : , : ] , k e y s t a t e s ,

v a l u e s t a t e s )
15 o b s e r v e d a t t n = l o c a l a t t n [ : , : , − s e l f . w indow s ize : , : − s e l f . w indow s ize ]
16 i f p r e f i l l :
17 # C a l c u l a t e p r e f e r e n c e s c o r e
18 d i s p e r s i o n = c a l c u l a t e a t t n d i s p e r s i o n ( o b s e r v e d a t t n )
19 s h i f t = c a l c u l a t e a t t n s h i f t ( o b s e r v e d a t t n )
20 p a s t k e y v a l u e . p r e f s c o r e s [ l a y e r ] = ( d i s p e r s i o n * * ( 1 / t a u 1 ) * s h i f t * * ( 1 / t a u 2 ) )
21 # C a l c u l a t e e v i c t i o n i n d i c a t o r
22 a t t n m e a n = mean ( o b s e r v e d a t t n )
23 a t t n v a r = v a r ( o b s e r v e d a t t n )
24 i n d i c a t o r = a t t n m e a n + s e l f . gamma * a t t n v a r
25 i n d i c a t o r = poo l1d ( i n d i c a t o r )
26 # Update
27 p a s t k e y v a l u e . p r e f s c o r e s . append ( p r e f s c o r e )
28 p a s t k e y v a l u e . e v i c t i n d i c a t o r s ( p r e f s c o r e , i n d i c a t o r )
29 p a s t k e y v a l u e = cake ( p a s t k e y v a l u e , q l e n , s e l f . l a y e r i d )
30 e l s e :
31 i n d i c a t o r = poo l1d ( o b s e r v e d a t t n )
32 p a s t k e y v a l u e . u p d a t e s c o r e ( i n d i c a t o r )
33 . . .
34 # Compute a t t e n t i o n o u t p u t u s i n g f l a s h a t t e n t i o n
35 a t t n o u t p u t = f l a s h a t t e n t i o n f o r w a r d ( q u e r y s t a t e s , k e y s t a t e s , v a l u e s t a t e s , . . .
36 )
37 r e t u r n a t t n o u t p u t , p a s t k e y v a l u e
38
39 d e f cake ( s e l f , p a s t k e y v a l u e , s e q l e n , c u r r e n t l a y e r i d x ) :
40 i f s e q l e n <=s e l f . c a c h e s i z e − s e l f . w indow s ize :
41 r e t u r n p a s t k e y v a l u e s
42 # Cache bud ge t management
43 i f p r e f i l l :
44 p r e f s c o r e s = p a s t k e y v a l u e s . p r e f s c o r e s
45 l a y e r b u d g e t s = [ p r e f s c o r e / sum ( p r e f s c o r e s ) * s e l f . t o t a l b u d g e t f o r p r e f s c o r e i n

p r e f s c o r e s ]
46 # The f o l l o w i n g loop can be e x e c u t e d i n p a r a l l e l f o r each l a y e r
47 f o r l a y e r i d x , b u d g e t s i z e i n enumera t e ( l a y e r b u d g e t s ) :
48 b u d g e t s i z e = min ( b u d g e t s i z e , s e q l e n − s e l f . w indow s ize )
49 p a s t k e y v a l u e = e v i c t l a y e r k v c a c h e ( p a s t k e y v a l u e , l a y e r i d x , b u d g e t s i z e )
50 p a s t k e y v a l u e . l a y e r s b u d g e t [ l a y e r i d x ] = b u d g e t s i z e
51 e l s e :
52 b u d g e t s i z e = p a s t k e y v a l u e s . l a y e r b u d g e t [ c u r r e n t l a y e r i d x ]
53 p a s t k e y v a l u e s = s e l f . e v c i t l a y e r k v c a c h e ( p a s t k e y v a l u e s , c u r r e n t l a y e r i d x ,

b u d g e t s i z e )
54 r e t u r n p a s t k e y v a l u e s
55
56 d e f e v i c t l a y e r k v c a c h e ( s e l f , p a s t k e y v a l u e s , l a y e r i d x , b u d g e t s i z e ) :
57 bsz , n u m k e y v a l u e h e a d s , s e q l e n , head dim = p a s t k e y v a l u e s . k e y c a c h e [ l a y e r i d x ] . shape
58 n u m k e y v a l u e g r o u p s = s e l f . num heads / / n u m k e y v a l u e h e a d s
59 i n d i c a t o r = p a s t k e y v a l u e s . e v i c t i n d i c a t o r s [ l a y e r i d x ]
60 i n d i c e s = i n d i c a t o r . t opk ( budget , dim = −1) . i n d i c e s
61 # Update t h e e v i c t i o n i n d i c a t o r s
62 p a s t k e y v a l u e s . e v i c t i n d i c a t o r s [ l a y e r i d x ] = compres s kv ( i n d i c a t o r , i n d i c e s , s e l f .

w indow s ize )
63 i n d i c e s = i n d i c e s . unsqueeze ( −1) . expand ( −1 , −1 , −1 , head dim )
64 # Update t h e KV cache
65 p a s t k e y v a l u e s . k e y c a c h e [ l a y e r i d x ] = compres s kv ( k e y s t a t e s , i n d i c e s , s e l f . w indow s ize )
66 p a s t k e y v a l u e s . v a l u e c a c h e [ l a y e r i d x ] = compres s kv ( v a l u e s t a t e s , i n d i c e s , s e l f .

w indow s ize )
67 r e t u r n p a s t k e y v a l u e s
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D PROOFS

Proof of Proposition 1. Given the budget calculation formula in Eq.(9), we have:

B
(m)
l =

Pl∑m
k=0 Pk

·Btotal, (13)

B
(m+1)
l =

Pl∑m+1
k=0 Pk

·Btotal. (14)

And the inequality Eq.(8) is equivalent to:
Pl∑m+1

k=0 Pk

<
Pl∑m

k=0 Pk
. (15)

Since preference scores are always positive, this inequality holds. Therefore, we complete the proof
that the allocated budget size monotonically decreases.

Proof of Theorem 1. Recall that the eviction operation on layer l essentially retains KV pairs based
on top-Bl selection indices Dl on the values of Il, where Bl is the target budget size. Therefore,
proving Eq.(10) is equivalent to demonstrating:

TopK(I
(m)
l , B

(m)
l )L−1

m=l = TopK(Il, Bl). (16)

The left-hand side of the above equation can be expanded as a cascading process:

D
(l)
l = TopK(I

(l)
l , B

(l)
l ), D

(l)
l ∈ RB

(l)
l ,

D
(l+1)
l = TopK(I

(l+1)
l , B

(l+1)
l ), D

(l+1)
l ∈ RB

(l+1)
l ,

...

D
(L−1)
l = TopK(I

(L−1)
l , B

(L−1)
l ), D

(L−1)
l ∈ RB

(L−1)
l .

(17)

For the vanilla method, Dl is obtained by a single TopK operation:

Dl = TopK(Il, Bl). (18)

Given these definitions, our goal simplifies to proving that:

D
(L−1)
l = Dl. (19)

To prove this equality, we first show that these two sets have the same number of elements. Note that
|D(L−1)

l | = B
(L−1)
l and |Dl| = Bl. At the final stage, both methods have access to the preference

scores of all layers, and the budget calculation for layer l is identical in both cases:

B
(L−1)
l = Bl =

Pl∑L−1
k=0 Pk

·Btotal, (20)

where Pl is the preference score for layer l, and Btotal is the total cache budget. Thus, |D(L−1)
l | =

|Dl|. Next, we further prove that elements in D
(L−1)
l and Dl are identical. Given that B(m)

l is
decreasing as m increases, for any stage m ∈ [l, L− 1), we have:

TopK(I
(m)
l , B

(m)
l ) ⊃ TopK(Il, B

(m+1)
l ) = TopK(I

(m)
l , B

(m+1)
l ). (21)

Therefore, we have:

D
(l)
l ⊃ D

(l+1)
l ⊃ ... ⊃ D

(L−1)
l = TopK(I

(L−1)
l , B

(L−1)
l ) = TopK(Il, Bl). (22)

In the final stage, set D(L−1)
l contains exactly the B

(L−1)
l = Bl highest-scoring elements from Il,

which is identical to Dl. Thus, we have proven that D(L−1)
l = Dl, which completes the proof of

Theorem 1.
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Figure 9: Comparison of CAKE, KV cache quantization methods (KIVI and KCVC), and their
combination (KIVI with CAKE) on Llama2-7B-Chat using LongBench dataset.

E COMPARISON AND COMPATIBILITY WITH QUANTIZATION METHODS

While CAKE focuses on selectively dropping less important KV pairs to reduce memory footprint,
quantization approaches aim to compress the cache by reducing the bit precision of stored values.
These two strategies are orthogonal and potentially complementary in nature.

In this section, we evaluate CAKE against two quantization approaches: KIVI (Liu et al., 2024e),
a state-of-the-art method using asymmetric KCVT quantization (quantizes Key cache per-channel
and Value cache per-token), and a computationally efficient channel-wise quantization variant for
both key and value caches (denoted as KCVC). As is shown in Figure 9, under matched compres-
sion ratios, CAKE outperforms full cache (33.23 vs. 33.07) and both quantization methods at 25%
and 12.5% compression ratios. Notably, when combining KIVI-INT4 with CAKE, it demonstrates
significant advantages in maintaining performance at high compression ratios. For instance, KIVI-
INT4 with CAKE achieves 32.51 at 12.5% compression ratio, outperforming KIVI-INT2 (32.17)
while using the same storage overhead. Even at a very aggressive 6.25% compression ratio, the
combined approach still maintains strong performance (32.48), showing the effectiveness of inte-
grating eviction and quantization strategies.

F EXTENDED EXPERIMENTAL RESULTS ON LONGBENCH

In this section, we provide comprehensive experimental results on LongBench (Bai et al., 2023), a
benchmark focused on long-context understanding with input lengths ranging from 1,235 to 18,409
tokens. We present detailed performance evaluations across cache budgets from 64L to 2048L for
three base models: Llama2-7B-Chat (Touvron et al., 2023), Llama3.1-8B-Instruct (Dubey et al.,
2024), and Mistral-7B-Instruct-v0.3 (Jiang et al., 2023) (Appendix F.1). To demonstrate CAKE’s
generalizability, we conduct additional experiments on two more LLM architectures: Qwen2.5-7B-
Instruct (Team, 2024) and Gemma-7B-Instruct (Team et al., 2024) (Appendix F.2). Furthermore,
we evaluate CAKE’s scalability on larger models ranging from 13B to 70B parameters, including
Llama2-13B-Chat, Qwen2.5-32B-Instruct, and Llama3-70B-Instruct (Appendix F.3).
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Table 4: LongBench Task Type.

Task Type #English Task #Code Task

Multi-document QA 3 -
Single-document QA 3 -
Summarization 3 -
Few-shot learning 3 -
Synthetic Tasks 2 -
Code Completion - 2

LongBench is a long context dataset comprised of six task categories covering key long-text applica-
tion scenarios: single-document QA, multi-document QA, summarization, few-shot learning, syn-
thetic tasks and code completion. Our experiments are conducted on all of its 14 English subtasks
and 2 code subtasks, spanning throughout all six categories (Table 4), with input lengths ranging
from 1,235 to 18,409 tokens.

F.1 DETAILED PERFORMANCE ANALYSIS ACROSS CACHE BUDGETS

Tables 5, 6 and 7 present the detailed LongBench results of CAKE and comparative methods applied
to Llama2-7B-Chat, Llama3.1-8B-Instruct, and Mistral-7B-Instruct-v0.3, respectively.

Results on Llama2-7B-Chat. As shown in Table 5, CAKE consistently outperforms other KV
eviction methods in terms of average score. Additionally, CAKE achieves top or second across each
individual subtask and at all cache sizes. Notice that when using with 512L or more total budget
size, CAKE achieves evaluation scores that are comparable with full cache across all subtasks.

Results on Llama3.1-8B-Instruct. The evaluation results are detailed in Table 6. The Llama3.1
series models have all incorporated the Grouped Query Attention (GQA) mechanism, and are able
to support longer context length. The results show that CAKE continues to perform outstandingly
across all subtasks in models based on the GQA structure.

Results on Mistral-7B-Instruct-v0.3. Table 7 contains the results of Mistral-7B-Instruct-v0.3.
Around all 16 subtasks, CAKE shows consistent advantage throughout all the cache size budgets
we have tested. Especially when the budget is limited, say 64L, CAKE, equipped with the robust
indicator and strategy, expresses relatively strong resistance to score decline.

The results as a whole demonstrate that CAKE, compared with other methods, consistently outper-
forms across all task types in LongBench when applied to the tested models and under various cache
size budgets ranging from 64L to 2048L. This demonstrates CAKE’s effectiveness and broad ap-
plicability in KV cache-efficient long-context processing across various domains and across widely
used open-source LLMs.
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Table 5: Performance comparison over 16 datasets of LongBench on Llama2-7B-Chat for cache
budgets from 64L to 2048L. The best result is highlighted in bold, the second best in underline.
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Llama2-7B-Chat, Btotal = Full

Full 20.68 20.19 36.69 27.83 31.45 8.21 27.09 20.71 26.24 64.0 83.09 41.41 2.94 7.75 58.51 52.29 33.07

Llama2-7B-Chat, Btotal = 64L

StreamingLLM 7.35 16.62 6.84 10.73 14.68 2.84 13.34 18.42 12.76 17.50 19.38 11.44 0.25 4.50 20.87 14.91 12.03

H2O 12.77 13.76 21.00 19.16 26.53 4.47 14.09 20.01 18.49 32.00 70.92 34.79 2.75 3.00 42.09 41.36 23.57

TOVA 8.64 14.06 12.61 13.71 13.56 3.26 11.92 16.59 13.73 36.00 74.88 31.88 2.15 4.00 36.72 31.94 20.35

SnapKV 12.63 14.95 19.93 15.48 22.94 4.78 15.54 19.50 15.10 34.50 72.02 34.16 2.00 4.12 40.03 36.29 22.75

PyramidKV 10.94 15.53 28.43 23.53 28.82 5.10 15.33 19.79 15.29 34.50 76.16 34.84 2.88 2.56 44.82 38.16 24.79

CAKE 12.62 16.64 28.04 21.46 28.00 5.19 17.20 20.16 17.23 35.00 74.30 35.02 3.33 4.50 45.86 42.33 25.43

Llama2-7B-Chat, Btotal = 128L

StreamingLLM 13.57 13.33 22.39 20.16 17.12 6.38 16.72 19.58 15.37 31.50 74.84 33.00 1.67 4.00 43.21 40.45 23.33

H2O 14.56 14.59 26.52 20.05 28.73 5.00 16.20 20.30 20.34 38.00 72.75 37.10 2.33 3.50 49.68 47.37 26.06

TOVA 13.56 15.46 20.28 22.22 25.01 4.79 15.72 19.11 15.58 42.50 79.58 37.06 3.45 4.61 46.34 39.70 25.31

SnapKV 13.70 16.27 32.52 22.76 28.59 7.56 18.87 19.96 20.05 43.50 79.90 36.74 2.79 7.00 51.86 47.41 28.09

PyramidKV 13.45 16.61 31.21 23.74 28.43 6.89 18.88 20.56 19.81 44.50 80.32 37.82 2.29 8.00 51.19 47.56 28.20

CAKE 15.15 16.38 32.17 25.25 31.09 7.00 19.47 21.07 20.36 48.50 80.66 37.77 4.42 9.00 51.48 48.90 29.29

Llama2-7B-Chat, Btotal = 256L

StreamingLLM 13.20 13.45 24.36 21.50 24.08 5.74 17.28 18.97 18.12 44.00 78.43 37.55 1.58 4.50 53.85 47.03 26.48

H2O 15.82 14.72 27.26 21.07 27.00 6.32 19.75 20.29 22.23 45.50 79.64 37.93 2.93 4.00 53.91 50.33 28.04

TOVA 13.78 14.69 23.81 25.92 28.93 7.24 18.00 19.48 19.04 58.00 82.33 39.33 2.69 7.00 51.42 47.16 28.68

SnapKV 15.47 15.94 34.51 25.17 30.10 9.30 20.44 20.89 21.78 57.50 81.71 39.22 2.80 7.50 55.93 50.10 30.52

PyramidKV 15.13 15.86 33.93 25.58 29.51 9.23 20.35 21.22 22.01 58.00 82.39 38.47 2.15 7.50 55.81 49.53 30.42

CAKE 15.93 16.80 36.25 26.26 30.54 9.01 20.79 20.98 22.56 61.00 82.00 39.01 3.24 8.00 56.97 50.04 31.21

Llama2-7B-Chat, Btotal = 512L

StreamingLLM 12.61 14.49 25.87 24.21 23.86 5.40 19.51 19.19 21.43 56.00 80.56 38.92 1.70 2.50 55.57 48.56 28.15

H2O 15.86 15.89 30.14 22.14 28.89 7.01 21.40 20.89 23.54 52.50 81.81 40.55 3.19 5.00 55.68 51.07 29.72

TOVA 13.63 15.47 26.26 26.55 31.25 7.63 19.81 19.88 22.19 62.50 83.10 40.63 2.72 8.00 55.83 50.28 30.36

SnapKV 16.42 17.19 36.52 26.32 31.15 9.09 21.33 21.11 23.58 64.00 81.82 39.29 3.33 8.50 58.00 52.46 31.88

PyramidKV 16.91 18.30 36.02 26.74 29.53 9.13 21.53 21.22 23.72 63.50 81.88 39.76 3.00 8.00 58.02 51.14 31.77

CAKE 16.36 19.31 37.82 26.51 31.34 8.10 21.77 21.42 24.36 64.00 82.63 39.62 3.33 8.00 57.73 52.33 32.16

Llama2-7B-Chat, Btotal = 1024L

StreamingLLM 13.73 16.75 26.28 25.97 25.67 5.87 22.21 19.27 24.07 61.00 80.88 40.90 2.28 1.00 56.71 48.79 29.46

H2O 16.58 17.67 32.04 26.01 28.73 7.81 22.87 20.99 25.05 60.00 83.02 40.06 2.90 3.50 57.57 52.02 31.05

TOVA 15.00 17.32 29.57 27.48 31.71 7.04 21.86 20.54 24.78 63.50 83.35 41.78 2.63 8.00 56.69 52.11 31.46

SnapKV 18.05 19.73 38.07 27.57 30.86 8.41 23.41 20.79 25.22 63.50 82.13 40.98 3.33 7.50 58.20 52.23 32.50

PyramidKV 17.94 20.68 38.85 27.25 29.99 7.91 23.17 21.55 25.45 63.50 82.97 40.79 3.57 7.50 57.72 51.93 32.55

CAKE 18.35 20.93 38.49 27.99 31.15 8.59 24.29 21.06 25.40 63.50 83.33 41.30 3.11 9.50 57.82 52.93 32.98

Llama2-7B-Chat, Btotal = 2048L

StreamingLLM 16.95 17.98 32.25 28.15 30.31 7.66 23.79 19.97 25.75 63.50 83.17 40.36 2.05 5.17 57.36 51.30 31.61

H2O 18.35 20.26 36.71 28.65 30.85 8.33 25.05 21.20 26.31 63.00 83.32 40.78 2.60 7.00 58.14 52.92 32.72

TOVA 18.73 20.52 35.38 28.10 30.91 8.87 24.86 20.87 26.22 64.00 83.13 41.99 2.75 7.00 58.07 52.77 32.76

SnapKV 18.80 22.18 38.18 27.72 30.92 8.37 25.87 21.35 25.92 64.00 83.13 40.95 3.32 8.50 58.18 52.23 33.10

PyramidKV 18.51 22.68 37.04 27.76 27.84 7.95 26.42 20.95 26.08 64.00 83.26 40.72 3.05 7.75 58.80 52.55 32.83

CAKE 19.25 22.16 38.70 27.72 31.58 8.91 26.19 20.70 26.19 64.00 83.25 41.02 3.86 9.00 57.92 52.76 33.33
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Table 6: Performance comparison over 16 datasets of LongBench on Llama3.1-8B-Instruct for cache
budgets from 64L to 2048L . The best result is highlighted in bold, the second best in underline.
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Llama3.1-8B-Instruct, Btotal = Full

Full 31.06 45.43 53.78 55.04 47.14 31.29 34.87 25.33 27.49 72.5 91.65 43.81 6.0 99.5 63.36 56.65 49.06

Llama3.1-8B-Instruct, Btotal = 64L

StreamingLLM 22.25 22.52 30.62 46.45 40.02 23.96 16.92 20.95 15.18 38.50 82.71 34.97 6.50 99.50 52.01 45.07 37.38

H2O 27.35 24.95 40.70 51.75 43.57 26.72 20.23 22.06 19.35 39.00 88.30 38.69 6.10 98.00 54.48 46.41 40.48

TOVA 27.14 23.83 41.82 53.54 43.07 27.42 20.06 16.67 18.11 47.50 89.82 39.12 6.50 98.00 47.41 38.46 39.90

SnapKV 26.09 24.06 41.22 51.32 45.11 25.71 17.38 21.47 15.81 38.50 84.98 37.36 6.50 99.50 53.16 46.09 39.64

PyramidKV 24.71 24.08 39.66 50.56 43.50 25.58 17.14 20.50 15.96 39.00 83.54 37.27 6.50 98.50 52.38 45.54 39.03

CAKE 27.03 26.56 42.96 52.42 45.00 27.73 21.29 18.57 18.26 40.50 88.42 39.31 6.07 99.00 54.38 47.35 40.93

Llama3.1-8B-Instruct,Btotal = 128L

StreamingLLM 23.01 22.50 31.00 46.79 40.52 24.76 18.38 20.89 16.96 40.50 86.00 38.55 7.00 99.50 57.06 47.16 38.79

H2O 26.18 24.83 44.08 51.33 43.29 27.78 20.79 22.36 20.69 41.50 89.88 40.94 6.20 99.00 58.12 49.82 41.67

TOVA 29.44 27.03 45.20 54.15 44.87 28.87 22.21 20.54 20.52 53.50 92.27 40.99 6.17 99.50 51.14 43.15 42.47

SnapKV 26.40 27.67 47.83 53.40 44.20 28.68 20.56 23.11 20.13 45.50 89.36 39.98 6.33 99.00 57.69 50.69 42.53

PyramidKV 25.57 27.40 46.36 53.14 44.51 27.16 20.74 22.26 19.90 45.50 87.06 40.13 6.50 99.50 56.98 48.26 41.94

CAKE 27.41 32.01 49.58 52.99 45.76 28.32 21.85 23.15 21.56 47.50 89.61 40.90 6.33 99.50 57.92 49.83 43.39

Llama3.1-8B-Instruct, Btotal = 256L

StreamingLLM 23.57 24.73 30.31 46.42 39.19 24.23 20.61 21.10 19.46 45.50 87.50 41.01 6.50 99.50 59.55 48.70 39.87

H2O 25.93 27.16 43.86 52.23 43.20 28.28 22.10 22.37 22.75 47.50 91.23 41.99 6.28 99.00 61.02 52.02 42.93

TOVA 29.70 30.85 48.80 54.36 46.71 30.00 23.21 22.18 22.88 57.50 91.83 42.77 6.05 99.50 54.83 46.15 44.21

SnapKV 27.22 35.25 50.96 54.50 45.73 28.56 22.75 23.80 22.83 55.50 91.28 41.42 6.03 99.50 60.64 52.80 44.92

PyramidKV 28.73 36.14 51.01 54.57 44.55 29.58 22.68 23.33 22.34 56.00 90.37 41.09 6.25 99.50 60.03 51.45 44.85

CAKE 29.75 38.74 52.27 54.52 45.39 29.57 24.15 24.24 23.77 57.00 90.97 41.82 6.10 99.50 61.01 51.90 45.67

Llama3.1-8B-Instruct, Btotal = 512L

StreamingLLM 25.64 27.48 33.30 47.36 40.06 24.80 23.16 20.80 22.85 57.50 87.69 42.08 6.50 97.00 60.51 51.28 41.75

H2O 27.76 29.01 44.75 52.78 44.31 29.22 24.71 23.11 24.56 54.50 91.38 42.10 6.36 99.00 62.30 54.33 44.39

TOVA 30.11 35.77 49.88 54.58 45.86 29.73 25.45 22.73 25.00 63.50 91.90 43.33 6.00 99.50 58.38 48.58 45.64

SnapKV 30.76 42.03 52.13 54.15 46.14 30.51 24.98 24.24 24.65 64.00 92.05 42.04 6.08 99.50 62.62 54.90 46.92

PyramidKV 30.47 42.15 52.17 54.67 45.25 30.60 25.00 24.33 24.51 62.50 91.24 41.67 5.95 99.50 61.58 53.89 46.59

CAKE 31.82 42.99 51.65 54.37 46.89 30.73 26.36 24.94 25.27 63.50 91.54 42.52 6.33 99.50 62.31 54.30 47.19

Llama3.1-8B-Instruct, Btotal = 1024L

StreamingLLM 26.64 30.77 35.59 47.31 42.03 24.17 25.81 21.31 25.66 63.50 88.84 42.76 6.50 88.00 61.36 53.47 42.73

H2O 29.57 36.15 45.94 54.43 44.81 29.04 27.64 23.31 26.47 62.00 91.83 43.14 6.36 99.00 62.74 55.39 46.11

TOVA 30.66 40.95 51.09 54.58 46.51 30.62 28.12 23.61 26.24 68.00 91.49 43.80 5.92 99.50 60.73 52.64 47.15

SnapKV 30.95 44.74 52.58 55.09 46.83 30.37 27.87 24.57 25.99 68.00 92.03 42.60 6.50 99.50 63.00 56.50 47.95

PyramidKV 30.54 43.64 52.73 55.29 46.29 31.28 27.53 24.50 26.00 68.00 92.09 41.75 6.05 99.50 62.35 55.44 47.69

CAKE 30.88 44.95 52.38 55.49 46.99 30.82 28.68 24.91 26.39 69.00 91.94 42.60 6.00 99.50 62.65 56.89 48.13

Llama3.1-8B-Instruct, Btotal = 2048L

StreamingLLM 27.40 36.91 37.85 49.23 44.66 24.31 28.57 21.67 27.12 67.50 90.98 42.49 6.12 87.00 63.06 55.39 44.39

H2O 29.65 39.53 48.64 54.23 46.50 29.28 29.97 23.68 27.21 68.00 91.48 43.06 6.11 99.50 63.06 56.91 47.30

TOVA 30.30 43.40 52.78 55.12 46.38 30.62 30.80 24.10 27.09 70.50 91.48 43.63 6.00 99.50 62.76 55.32 48.11

SnapKV 30.99 45.06 53.15 55.25 46.56 30.78 30.24 24.63 27.32 70.50 91.48 42.37 6.00 99.50 63.23 56.66 48.36

PyramidKV 31.13 45.06 53.80 55.78 46.59 30.89 30.25 24.82 27.35 71.00 91.65 42.62 6.00 99.50 63.27 56.44 48.51

CAKE 30.79 45.83 53.57 55.56 46.60 30.47 31.12 24.67 27.16 70.50 91.48 43.48 6.00 99.50 63.28 56.84 48.55
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Table 7: Performance comparison over 16 datasets of LongBench on Mistral-7B-Instruct for cache
budgets from 64L to 2048L. The best result is highlighted in bold, the second best in underline.
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Mistral-7B-Instruct-v0.3, Btotal = Full

Full 28.26 39.33 49.47 45.29 33.21 24.57 32.25 22.16 24.58 75.5 88.36 43.78 0.5 83.0 49.79 51.3 43.21

Mistral-7B-Instruct-v0.3, Btotal = 64L

StreamingLLM 17.59 21.81 23.39 34.93 26.73 15.14 13.11 18.29 12.59 37.50 82.27 33.97 0.00 28.00 36.66 36.79 27.42

H2O 21.04 26.57 34.31 39.34 28.84 17.95 20.11 19.25 16.64 36.50 85.91 36.79 2.00 70.00 41.53 41.28 33.63

TOVA 21.87 23.48 34.36 41.60 28.35 19.46 17.79 18.41 15.24 50.50 89.16 37.18 0.00 48.50 32.78 33.28 32.00

SnapKV 20.63 24.03 34.69 41.22 29.94 18.04 15.42 18.82 12.62 36.50 86.44 36.70 1.00 46.50 37.77 40.65 31.31

PyramidKV 20.33 21.96 29.01 40.13 28.59 18.17 15.34 18.46 12.55 36.50 86.39 36.65 0.00 46.00 38.64 39.30 30.50

CAKE 21.83 26.85 35.19 39.70 28.89 19.70 20.12 19.19 17.21 38.00 86.49 37.02 0.50 75.00 41.17 42.18 34.31

Mistral-7B-Instruct-v0.3, Btotal = 128L

StreamingLLM 16.91 21.51 24.85 34.14 26.99 16.64 15.67 18.61 14.40 43.50 83.26 37.00 0.00 23.00 41.63 42.12 28.76

H2O 21.25 26.66 35.13 38.82 29.80 18.88 21.00 19.50 18.63 41.00 87.64 38.25 1.50 67.00 44.35 47.29 34.79

TOVA 22.47 24.26 37.22 42.26 28.85 19.97 19.40 18.70 17.86 63.00 88.98 37.71 0.50 56.50 37.42 37.22 34.52

SnapKV 21.02 27.26 41.25 45.15 29.23 22.75 20.47 20.17 17.75 42.50 87.28 38.01 0.50 69.50 44.48 45.69 35.81

PyramidKV 21.73 26.60 41.46 43.20 29.32 21.47 20.23 19.82 17.46 40.00 87.64 37.11 1.05 69.00 42.55 42.98 35.14

CAKE 22.31 29.15 43.51 44.51 30.36 22.85 21.56 20.47 18.96 47.00 88.60 39.36 1.00 76.50 44.96 46.19 37.33

Mistral-7B-Instruct-v0.3, Btotal = 256L

StreamingLLM 18.10 23.41 25.99 34.55 26.78 16.25 17.97 18.82 16.56 52.50 84.26 39.42 1.00 16.50 44.76 44.99 30.12

H2O 22.36 27.14 37.79 39.21 30.25 19.79 22.35 19.40 20.06 50.50 87.34 39.49 1.50 62.00 47.01 48.11 35.89

TOVA 22.52 27.29 41.32 44.49 31.08 22.36 21.99 18.96 20.00 68.00 88.58 39.76 0.50 66.00 40.71 41.35 37.18

SnapKV 23.06 29.43 44.61 45.05 30.39 22.89 22.32 20.77 20.19 56.00 88.21 39.34 0.00 83.00 48.09 48.72 38.88

PyramidKV 22.66 28.85 45.84 44.30 30.43 21.78 22.48 20.97 19.94 53.00 88.41 38.88 1.05 85.00 46.11 47.78 38.59

CAKE 24.01 30.78 45.88 45.06 31.45 23.43 22.81 20.87 20.92 58.50 88.29 40.16 0.50 87.00 47.76 48.43 39.74

Mistral-7B-Instruct-v0.3, Btotal = 512L

StreamingLLM 19.93 25.83 28.25 36.21 27.60 15.41 21.23 18.67 19.50 64.00 86.45 39.75 1.00 16.50 46.70 47.57 32.16

H2O 22.34 28.01 38.32 40.12 30.25 18.38 24.37 20.38 21.80 59.50 87.33 41.30 2.00 65.50 48.68 49.76 37.38

TOVA 25.06 31.69 44.22 44.90 32.48 23.44 24.33 19.81 21.77 71.50 88.46 42.39 0.00 77.50 44.54 45.66 39.86

SnapKV 24.88 32.92 47.31 45.23 31.78 23.08 24.60 21.80 21.52 65.50 88.61 40.43 0.50 88.50 50.59 50.22 41.09

PyramidKV 24.15 33.10 46.62 44.16 32.14 23.37 24.22 21.15 21.29 68.00 88.49 40.27 1.55 87.50 48.74 49.17 40.87

CAKE 25.82 34.24 46.93 45.34 31.71 23.38 25.81 21.47 22.41 68.00 88.46 41.27 0.50 90.00 49.04 49.67 41.50

Mistral-7B-Instruct-v0.3, Btotal = 1024L

StreamingLLM 20.96 28.05 30.03 37.06 27.56 16.03 24.03 19.07 22.79 67.00 87.61 40.96 1.50 21.50 48.05 48.87 33.82

H2O 23.78 31.63 41.31 43.24 31.07 20.43 26.74 20.41 23.93 67.50 88.84 42.62 1.50 72.00 50.60 49.87 39.72

TOVA 26.97 34.51 45.58 44.32 32.58 22.83 26.91 20.75 23.49 75.00 88.66 43.17 1.00 91.00 47.51 47.06 41.96

SnapKV 26.63 35.78 48.11 45.75 32.20 23.37 26.71 21.84 23.18 70.50 88.61 41.37 0.50 88.00 50.60 51.79 42.18

PyramidKV 25.51 36.02 47.72 44.74 33.16 23.91 26.55 21.83 23.27 70.50 88.41 40.94 1.00 87.00 50.17 50.93 41.98

CAKE 26.09 36.34 48.11 45.97 32.39 23.49 27.56 21.45 24.03 72.50 88.61 42.71 0.00 91.50 51.06 51.25 42.69

Mistral-7B-Instruct-v0.3, Btotal = 2048L

StreamingLLM 22.60 32.48 33.26 40.53 29.57 15.69 26.64 19.70 23.64 69.00 88.41 42.44 2.00 28.50 48.69 50.85 35.88

H2O 25.76 34.28 44.42 44.41 32.17 20.14 28.79 21.23 24.38 71.00 88.41 43.49 1.50 82.00 50.51 50.39 41.43

TOVA 27.48 37.20 47.47 45.25 33.14 23.73 29.37 21.73 24.52 75.00 88.66 43.33 1.00 82.00 49.08 50.18 42.45

SnapKV 26.43 37.60 48.27 45.37 33.08 24.02 28.81 21.43 24.40 73.50 88.36 42.34 1.00 85.50 49.62 51.28 42.56

PyramidKV 26.00 37.63 48.25 45.82 37.13 24.00 28.90 22.13 24.35 72.50 88.36 42.28 1.00 84.50 50.06 51.07 42.75

CAKE 25.43 37.84 48.30 45.60 32.21 24.14 30.00 21.83 24.35 74.50 88.36 43.38 0.50 89.00 50.68 51.48 42.98
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Table 8: Performance comparison over 16 datasets of LongBench on Qwen2.5-7B-Instruct and
Gemma-7B-Instruct. The best result is highlighted in bold, the second best in underline.
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Qwen2.5-7B-Instruct, Btotal = Full

Full 29.05 43.34 52.52 57.59 47.05 30.24 31.78 23.64 23.96 72.5 89.47 45.61 8.5 100.0 59.61 67.12 48.87

Qwen2.5-7B-Instruct, Btotal = 128L

StreamingLLM 18.80 23.57 26.71 40.69 37.20 16.24 15.70 18.01 12.61 42.50 81.22 40.10 8.50 25.00 46.77 47.47 31.32

H2O 22.73 24.52 31.04 43.89 40.19 18.92 18.28 19.82 16.03 42.00 83.11 41.88 8.50 96.50 50.39 55.05 38.30

TOVA 21.01 23.98 33.65 47.65 38.97 19.42 19.84 19.41 15.54 51.50 85.43 42.49 8.50 93.50 42.60 44.48 38.00

SnapKV 23.85 27.19 42.43 51.31 42.59 24.38 18.19 19.76 14.54 42.50 84.24 41.10 9.00 97.00 49.45 53.95 40.09

PyramidKV 19.56 23.39 37.72 48.33 38.33 19.53 15.10 19.32 12.05 42.00 83.29 38.84 9.00 84.50 47.87 50.39 36.83

CAKE 25.99 33.00 46.22 54.57 45.55 25.59 19.51 20.95 15.82 43.00 84.88 40.99 8.50 96.50 50.62 55.27 41.68

Qwen2.5-7B-Instruct, Btotal = 1024L

StreamingLLM 22.72 29.42 31.47 43.57 38.18 17.99 24.33 19.47 22.46 61.00 87.53 43.79 8.50 34.00 55.17 58.43 37.38

H2O 26.45 34.94 40.49 48.63 42.02 22.27 25.67 20.90 22.41 59.00 87.83 45.07 8.50 98.48 59.77 63.88 44.14

TOVA 26.36 37.97 47.88 55.32 45.72 28.38 26.15 21.64 22.70 69.50 88.64 44.23 8.50 100.00 56.66 60.07 46.23

SnapKV 29.24 41.61 50.93 57.60 45.50 29.39 25.63 23.06 22.26 65.50 88.92 44.65 8.50 100.00 58.16 65.30 47.27

PyramidKV 29.34 38.60 50.17 55.67 45.12 27.82 23.26 22.16 20.55 62.50 86.85 43.26 8.50 100.00 57.76 61.99 45.85

CAKE 29.47 42.71 52.12 56.11 46.41 29.13 26.86 23.12 22.72 67.50 89.23 45.46 8.50 100.00 59.11 64.79 47.70

Gemma-7B-Instruct, Btotal = Full

Full 15.33 34.27 47.43 28.2 22.69 7.48 26.64 19.67 23.84 69.0 79.41 32.59 1.0 44.5 47.39 45.96 34.09

Gemma-7B-Instruct, Btotal = 128L

StreamingLLM 10.65 20.76 27.41 24.74 20.06 5.91 13.53 16.98 14.30 47.00 74.51 29.16 4.00 9.50 46.68 45.70 25.68

H2O 12.98 27.27 35.97 27.70 23.58 7.21 17.70 18.17 18.23 44.00 79.12 31.84 1.63 46.50 47.28 48.62 30.49

TOVA 13.73 27.38 42.38 28.73 23.34 7.80 17.06 17.76 17.61 57.50 79.65 31.35 1.50 49.00 41.85 43.22 31.24

SnapKV 12.98 27.53 42.90 29.69 25.45 7.01 17.14 18.29 17.65 50.00 79.07 31.54 0.57 48.50 47.64 49.20 31.57

PyramidKV 12.51 28.02 42.24 28.18 23.33 6.66 16.82 17.94 17.11 46.50 77.94 30.94 2.00 46.00 45.21 48.35 30.61

CAKE 14.09 30.33 44.33 28.63 24.47 6.70 18.20 18.83 18.98 53.00 79.54 32.14 1.50 48.00 48.71 50.59 32.38

Gemma-7B-Instruct, Btotal = 1024L

StreamingLLM 13.23 27.04 29.08 25.39 22.15 5.67 20.94 17.74 21.97 67.50 79.28 33.64 1.50 11.50 49.80 49.25 29.73

H2O 13.39 30.25 41.23 28.75 24.41 7.31 22.85 18.68 22.73 66.50 79.78 33.12 1.57 44.50 49.49 48.55 33.32

TOVA 13.58 32.92 45.60 28.97 24.50 7.96 22.19 18.95 22.86 73.00 79.94 32.61 1.50 44.50 48.74 47.29 34.07

SnapKV 13.72 33.76 46.00 29.19 23.85 7.49 22.44 19.35 22.73 71.50 79.96 33.35 1.50 43.50 48.64 47.86 34.05

PyramidKV 14.32 33.24 46.35 28.75 23.51 6.91 21.66 19.37 22.47 66.00 78.95 33.52 1.00 43.50 47.43 48.07 33.44

CAKE 15.16 35.12 47.67 28.24 23.12 6.59 23.28 19.72 23.40 68.50 79.47 34.07 1.50 43.00 48.84 49.20 34.18

F.2 EXTENDED EVALUATION ON ADDITIONAL MODEL ARCHITECTURES

To demonstrate the generalizability of CAKE across different model architectures, we conduct ad-
ditional experiments on Qwen2.5-7B-Instruct and Gemma-7B-Instruct. The experiments are con-
ducted on two memory scenarios: a low setting (Btotal = 128L) and a high setting (Btotal = 1024L).
As shown in Table 8, similar to results on Llama and Mistral, CAKE consistently outperforms base-
line methods across both low-memory and high-memory scenarios on Qwen and Gemma architec-
tures. CAKE demonstrates significant advantages in low-memory settings by rationally allocating
cache sizes and evicting KV pairs with more robust indicators. Under the high-budget setting, CAKE
achieves superior performance, even exceeding the full-cache baseline on Gemma (34.18 vs. 34.09).
These results further validate CAKE’s adaptability across different model architectures, maintaining
its performance advantages regardless of the underlying model design.
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Table 9: Performance comparison over 16 datasets of LongBench on different models with sizes
from 13B to 70B. The best result is highlighted in bold, the second best in underline.
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Llama2-13B-Chat, Btotal = Full

Full 14.39 17.07 27.52 12.66 13.21 5.01 27.52 20.89 26.61 68.5 87.75 42.44 2.27 15.25 48.27 49.87 29.95

Llama2-13B-Chat, Btotal = 128L

StreamingLLM 10.48 13.44 19.16 12.86 13.81 4.90 15.63 18.91 16.26 40.00 81.66 34.00 2.29 5.00 40.38 35.16 22.75
H2O 12.74 17.63 25.71 14.12 13.29 3.84 19.35 19.71 21.51 40.00 80.62 39.37 2.03 10.50 40.75 41.31 25.15
TOVA 11.18 13.55 19.65 13.61 13.20 3.95 17.46 18.17 16.51 58.00 88.77 38.91 2.36 7.50 40.10 37.21 25.01
SnapKV 13.33 14.73 24.34 13.47 15.10 4.68 20.37 20.01 20.44 42.00 86.71 38.35 3.21 11.50 43.07 42.28 25.85
PyramidKV 13.04 13.91 25.26 14.37 15.24 4.68 20.01 19.74 20.52 43.50 85.37 38.83 2.80 13.00 43.57 41.31 25.95
CAKE 12.19 17.17 27.28 13.12 14.73 4.33 20.04 20.14 20.74 42.00 87.75 40.60 2.96 12.50 45.52 43.95 26.56

Llama2-13B-Chat, Btotal = 1024L

StreamingLLM 12.47 15.03 19.85 11.39 13.68 3.90 23.48 19.33 24.88 63.00 86.37 40.12 4.40 6.50 47.24 45.56 27.32
H2O 14.76 19.89 29.10 14.84 14.05 4.41 23.38 20.18 25.03 62.50 82.14 41.85 1.13 12.50 47.34 47.07 28.76
TOVA 13.69 16.10 24.41 12.79 13.43 4.96 23.81 20.22 24.99 69.00 88.15 42.18 3.19 13.25 46.71 48.77 29.10
SnapKV 14.39 17.87 27.99 12.94 13.51 4.95 24.65 20.74 25.08 68.50 86.47 42.26 2.62 14.00 48.27 49.42 29.60
PyramidKV 14.15 18.30 28.35 12.98 14.42 5.10 25.05 20.84 25.62 68.50 88.21 42.52 2.28 15.00 47.99 48.12 29.84
CAKE 15.33 17.84 29.05 13.99 14.30 5.46 24.43 20.60 25.29 68.00 87.42 42.58 3.14 15.50 48.40 48.41 29.98

Qwen2.5-32B-Instruct, Btotal = Full

Full 29.25 45.24 51.9 63.31 61.5 38.15 30.33 23.38 23.01 73.5 87.86 45.36 12.0 100.0 51.3 38.17 48.39

Qwen2.5-32B-Instruct, Btotal = 128L

StreamingLLM 16.26 22.62 25.95 44.14 47.57 23.37 15.66 17.50 13.22 41.50 81.47 38.03 12.00 58.04 43.51 32.46 33.33
H2O 24.03 24.48 31.10 52.53 52.38 30.84 17.00 19.67 16.27 43.00 83.64 41.41 12.22 94.58 45.85 34.35 38.96
TOVA 25.53 27.73 38.07 57.08 54.92 32.92 19.28 17.47 15.08 60.50 77.55 41.02 11.81 97.58 38.05 26.75 40.08
SnapKV 21.28 26.68 40.43 56.74 55.61 33.75 17.15 19.65 14.55 48.50 86.46 40.86 12.50 95.58 45.75 33.55 40.56
PyramidKV 18.31 24.62 36.85 55.30 55.40 32.38 15.33 18.02 13.15 46.50 84.50 39.62 11.50 88.83 44.05 31.76 38.51
CAKE 24.03 29.35 41.64 57.42 57.37 31.85 18.54 20.42 16.26 50.00 82.90 40.63 12.50 97.42 46.59 33.86 41.30

Qwen2.5-32B-Instruct, Btotal = 1024L

StreamingLLM 21.42 29.11 31.07 46.44 47.31 26.17 23.76 19.07 21.68 63.50 86.12 42.61 12.50 63.08 49.84 36.13 38.74
H2O 25.96 32.84 40.35 56.46 55.57 32.91 25.06 21.02 21.94 60.50 86.63 44.85 12.50 97.58 50.96 37.15 43.89
TOVA 29.38 40.61 48.18 59.65 60.91 34.77 24.86 20.69 22.03 73.00 87.34 45.09 12.00 100.00 49.11 35.90 46.47
SnapKV 29.93 42.29 50.00 61.97 61.37 37.22 25.01 22.47 21.94 69.50 87.31 44.42 12.50 100.00 51.54 37.32 47.17
PyramidKV 29.39 41.56 49.31 63.12 61.52 38.25 22.47 21.87 18.36 70.50 87.78 44.01 11.83 100.00 50.27 37.38 46.73
CAKE 30.77 44.49 50.73 61.59 60.60 37.39 25.86 22.77 22.18 72.50 87.78 43.84 12.12 100.00 51.13 37.71 47.59

Llama3-70B-Instruct, Btotal = Full

Full 26.08 47.26 49.73 49.61 54.84 27.51 31.01 22.48 27.99 73.5 92.88 45.21 11.0 68.5 37.72 67.28 45.79

Llama3-70B-Instruct, Btotal = 128L

StreamingLLM 22.33 28.13 28.07 42.85 50.73 22.18 17.75 20.02 18.23 44.00 82.95 40.05 11.50 67.50 44.44 59.76 37.53
H2O 24.92 29.15 36.50 45.98 50.40 24.52 19.38 20.61 21.40 43.50 91.78 42.90 10.55 70.15 46.92 63.45 40.13
TOVA 20.61 25.79 30.59 43.67 47.05 24.33 6.18 17.45 18.22 58.50 91.52 37.04 7.46 34.62 41.71 51.35 34.76
SnapKV 25.29 33.37 44.25 48.01 52.93 27.01 18.90 21.53 20.80 48.50 91.63 41.53 7.50 68.00 45.87 64.16 41.20
PyramidKV 25.87 34.16 41.26 48.55 52.24 24.19 19.17 21.20 21.02 46.50 91.43 41.90 9.00 68.00 46.52 63.02 40.88
CAKE 25.21 39.26 44.39 47.47 54.48 27.22 21.26 22.37 22.25 57.00 91.28 43.69 10.00 67.50 44.41 64.16 42.62

Llama3-70B-Instruct, Btotal = 1024L

StreamingLLM 25.18 35.93 32.89 45.57 49.49 21.63 24.42 20.28 26.03 66.00 91.32 43.53 11.00 68.00 42.61 65.87 41.86
H2O 26.66 41.54 44.56 47.47 53.84 26.26 26.05 21.52 26.75 67.00 92.88 44.90 11.00 68.00 40.43 69.09 44.25
TOVA 27.03 45.73 47.61 49.77 55.54 27.02 26.04 21.59 26.58 73.00 92.95 46.24 11.00 68.00 39.76 62.59 45.03
SnapKV 26.63 45.96 47.66 48.57 54.92 27.60 26.31 22.34 26.75 72.00 92.88 45.10 10.00 68.50 40.72 67.22 45.20
PyramidKV 26.99 45.44 48.01 49.04 54.17 27.37 26.08 22.45 26.22 73.00 91.95 45.10 10.50 68.50 38.44 67.95 45.08
CAKE 26.95 46.94 48.51 47.91 55.98 27.46 26.39 22.44 27.44 73.50 92.44 45.60 11.00 68.00 44.23 68.47 45.83

F.3 EXTENDED EVALUATION ON LARGER-SCALE MODELS

We further extend our experiments to models ranging from 13B to 70B parameters, including
Llama2-13B-Chat, Qwen2.5-32B-Instruct, and Llama3-70B-Instruct, under two settings: Btotal =
128L and Btotal = 1024L. In Table 9, CAKE outperforms baseline methods across all model sizes.
Notably, under the high memory setting (Btotal = 1024L), CAKE achieves even better performance
than full-cache settings for both Llama2-13B (29.98 vs. 29.95) and Llama3-70B (45.83 vs. 45.79),
showing that our method scales well to larger models while maintaining its efficiency advantages.
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G EXTENDED EXPERIMENTAL RESULTS ON NEEDLEBENCH

In this section, we provide more detailed experimental results on NeedleBench (Li et al., 2024a),
using Mistral-7B-Instruct-v0.3 (Jiang et al., 2023) and Llama3.1-8B-Instruct (Dubey et al., 2024)
as backbone LLMs. We examine three distinct tasks on NeedleBench: (1) Single-Needle Retrieval
(S-RT): Assessing precision in locating individual details within extensive texts. (2) Multi-Needle
Retrieval (M-RT): Evaluating the retrieval of multiple related information pieces dispersed through-
out lengthy texts. (3) Multi-Needle Reasoning (M-RS): Measuring complex reasoning abilities by
extracting multiple information elements from extended contexts to answer questions.

All experiments are conducted rigorously following the original NeedleBench protocol: Levenshtein
distance is used to measure the similarity between predictions and references. Each case is repeated
ten times to ensure stable scores, and the results are weighted-averaged to obtain an overall score,
providing a balanced representation of each task.

Results on Mistral-7B-Instruct-v0.3. The results presented in Table 10 and Table 11 demonstrate
that CAKE consistently outperforms other KV cache eviction methods across all evaluated tasks.
CAKE exhibits the smallest decrease in performance scores when compared with the full cache
baseline. The robustness of CAKE is evident across all tested cache sizes, with particularly no-
table improvements in Multi-Needle Retrieval tasks (Figure 10 and Figure 11). This superior per-
formance indicates CAKE’s enhanced ability to tolerate attention-shifts in long contexts, which can
be attributed to its eviction strategy that incorporates both sustained importance and attention vari-
ability. The proposed indicator and strategy used in CAKE proves to be effective in maintaining
performance even under constrained cache conditions.

Results on Llama3.1-8B-Instruct. We further evaluate CAKE’s performance on Llama3.1-8B-
Instruct using NeedleBench 32K. The results presented in Table 12 illustrate CAKE’s comprehensive
advantages across all three tasks, and Figure 12 showcases CAKE’s outstanding performance on
multibench tasks, confirming its effectiveness on models with GQA architecture as well.

On the whole, CAKE achieves better overall performance across the two models and various cache
sizes, especially for Multi-Needle Retrieval tasks. Yet, given extremely small cache size budgets,
Multi-Needle Retrieval tasks performance experiences a sharp decline in performance. This may be
attributed to the stringent cache limitations are inadequate to support the information demanded by
multiple needles. Nevertheless, compared to alternative approaches, CAKE demonstrates superior
capability in mitigating this issue. Future research should focus on exploring more sophisticated
methods for retaining KV pairs, as this remains a promising avenue for further improvement.

Table 10: Performance comparison over three subtasks of NeedleBench 32K benchmark on Mistral-
7B-Instruct-v0.3. The best is highlighted in bold, the second best is in underline.

Method Single-Retrieval Multi-Retrieval Multi-Reasoning Overall
ZH EN Overall ZH EN Overall ZH EN Overall

Mistral-7B-Instruct-v0.3, Btotal = Full

Full 91.72 83.01 87.37 90.36 96.95 93.66 55.64 45.89 50.77 78.28

Mistral-7B-Instruct-v0.3, Btotal = 1024L

H2O 59.20 39.75 49.48 39.50 32.91 36.20 36.95 46.58 41.76 43.18
SnapKV 91.73 90.25 90.99 32.27 81.59 56.93 48.87 44.34 46.61 67.46
PyramidKV 91.94 90.69 91.32 25.23 70.55 47.89 47.68 45.32 46.50 64.84
CAKE 89.43 89.89 89.66 51.68 90.32 71.00 52.50 45.57 49.04 71.87

Mistral-7B-Instruct-v0.3, Btotal = 512L

H2O 60.87 38.44 49.66 4.50 12.68 8.59 36.21 46.15 41.18 34.79
SnapKV 91.21 90.49 90.85 4.95 33.32 19.14 43.88 45.20 44.54 55.44
PyramidKV 90.06 88.42 89.24 3.50 17.91 10.70 42.43 45.77 44.10 52.14
CAKE 89.97 92.06 91.01 26.18 70.91 48.55 47.60 46.28 46.94 65.05

Mistral-7B-Instruct-v0.3, Btotal = 256L

H2O 66.54 40.69 53.61 0.23 4.64 2.43 34.61 47.74 41.17 34.53
SnapKV 89.27 89.10 89.18 0.59 2.95 1.77 35.67 47.10 41.39 48.62
PyramidKV 81.51 84.87 83.19 0.18 4.27 2.23 33.41 46.90 40.16 45.99
CAKE 90.33 89.83 90.08 1.27 7.50 4.39 39.03 47.21 43.12 50.29
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Table 11: Performance comparison over three subtasks of NeedleBench 8K benchmark on Mistral-
7B-Instruct-v0.3. The best is highlighted in bold, the second best is in underline.

Method Single-Retrieval Multi-Retrieval Multi-Reasoning Overall
ZH EN Overall ZH EN Overall ZH EN Overall

Mistral-7B-Instruct-v0.3, Btotal = Full

Full 98.33 84.96 91.65 98.25 96.85 97.55 63.59 57.14 60.37 84.03

Mistral-7B-Instruct-v0.3, Btotal = 1024L

H2O 77.93 54.86 66.39 5.15 42.20 23.67 43.55 57.39 50.47 48.80
SnapKV 97.66 89.92 93.79 12.25 50.65 31.45 57.38 57.52 57.45 64.19
PyramidKV 98.68 87.55 93.11 9.95 37.65 23.80 55.59 56.77 56.18 61.24
CAKE 98.20 90.27 94.24 53.80 87.25 70.53 57.75 57.57 57.66 76.15

Mistral-7B-Instruct-v0.3, Btotal = 512L

H2O 72.73 50.71 61.72 0.85 2.75 1.80 39.79 57.86 48.82 39.87
SnapKV 98.11 90.58 94.35 2.25 3.85 3.05 52.71 57.78 55.25 55.23
PyramidKV 97.45 87.87 92.66 1.25 3.00 2.12 49.23 58.52 53.87 53.86
CAKE 98.08 92.33 95.20 16.60 45.25 30.93 52.78 58.48 55.63 64.05

Mistral-7B-Instruct-v0.3, Btotal = 256L

H2O 74.35 48.40 61.37 0.20 0.20 0.20 37.38 57.87 47.62 38.90
SnapKV 97.47 91.89 94.68 0.60 0.50 0.55 42.28 57.93 50.10 53.07
PyramidKV 92.02 88.24 90.13 0.30 0.55 0.43 39.88 57.02 48.45 50.71
CAKE 97.22 91.93 94.57 1.00 1.45 1.22 44.21 58.73 51.47 53.64
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(c) PyramidKV: cache budget Btotal = 1024L
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(d) CAKE: cache budget Btotal = 1024L

Figure 10: Performance comparison of Mistral-7B-Instruct-v0.3 on NeedleBench 32K Multi-Needle
Retrieval Task (EN) using different KV eviction methods under Btotal = 1024L.
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(b) SnapKV: cache budget Btotal = 512L
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(c) PyramidKV: cache budget Btotal = 512L
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Mistral 7B Instruct v0.3 CAKE Cache Size 512L
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(d) CAKE: cache budget Btotal = 512L

Figure 11: Performance comparison of Mistral-7B-Instruct-v0.3 on NeedleBench 32K Multi-Needle
Retrieval Task (EN) using different KV eviction methods under Btotal = 512L.

Table 12: Performance comparison over three subtasks of NeedleBench 32K benchmark on
Llama3.1-8B Instruct. The best is highlighted in bold, the second best is in underline.

Method Single-Retrieval Multi-Retrieval Multi-Reasoning Overall
ZH EN Overall ZH EN Overall ZH EN Overall

Llama3.1-8B Instruct, Btotal = Full

Full 100.00 82.99 91.49 99.64 99.77 99.70 72.50 77.70 75.10 89.04

Llama3.1-8B Instruct, Btotal = 1024L

H2O 89.51 66.59 78.05 89.45 91.77 90.61 54.52 71.91 63.21 77.37
SnapKV 99.90 84.21 92.06 86.68 98.23 92.45 71.11 73.29 72.20 86.22
PyramidKV 100.00 85.53 92.76 56.77 88.55 72.66 71.59 76.16 73.87 81.07
CAKE 100.00 84.02 92.01 89.41 98.91 94.16 69.29 73.42 71.35 86.46

Llama3.1-8B Instruct, Btotal = 512L

H2O 88.14 66.08 77.11 30.05 80.14 55.09 50.97 73.20 62.08 66.00
SnapKV 99.90 84.30 92.10 36.09 78.05 57.07 69.20 73.41 71.31 75.35
PyramidKV 100.00 86.17 93.09 11.00 49.36 30.18 68.72 77.13 72.93 68.17
CAKE 100.00 82.07 91.04 47.36 85.68 66.52 67.67 71.15 69.41 77.19

Llama3.1-8B Instruct, Btotal = 256L

H2O 88.54 69.61 79.08 4.95 6.23 5.59 50.11 72.86 61.49 51.75
SnapKV 99.90 82.90 91.40 4.05 8.45 6.25 66.68 74.48 70.58 59.61
PyramidKV 100.00 85.07 92.53 1.91 6.09 4.00 64.55 76.14 70.34 59.32
CAKE 99.81 81.92 90.86 6.36 27.64 17.00 64.57 68.61 66.59 61.42
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(a) Llama3.1-8B-Instruct full cache baseline
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Llama3.1 8B Instruct SnapKV Cache Size 512L
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(b) SnapKV: cache budget Btotal = 512L
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Llama3.1 8B Instruct PyramidKV Cache Size 512L
Multi-Needle-Retrieval-EN-32K: 49.36
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(c) PyramidKV: cache budget Btotal = 512L
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Llama3.1 8B Instruct CAKE Cache Size 512L
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Figure 12: Performance comparison of Llama3.1-8B-Instruct on NeedleBench 32K Multi-Needle
Retrieval Task (EN) using different KV eviction methods under Btotal = 512L.

Table 13: Prompt prefilling and token decoding latency comparison.

Prefill+Decoding
Length

Method Overall
Generation Time

(s)

Prompt Prefill
Time (s)

Decoding
Time (s)

Decoding
Time per

Token (ms)

7168+1024

SnapKV 33.74 0.71 33.03 32.25
PyramidKV 32.29 0.78 31.50 30.77
CAKE 31.77 0.81 30.96 30.24
Full Cache 34.54 0.70 33.83 33.04

15360+1024

SnapKV 34.78 1.66 33.12 32.34
PyramidKV 33.02 1.73 31.29 30.56
CAKE 32.96 1.77 31.19 30.46
Full Cache 50.71 1.66 49.06 47.91

31744+1024

SnapKV 37.27 4.13 33.15 32.37
PyramidKV 35.78 4.20 31.58 30.84
CAKE 36.42 4.29 32.12 31.37
Full Cache 86.42 4.14 82.28 80.35

64512+1024

SnapKV 44.29 11.33 32.96 32.19
PyramidKV 43.11 11.48 31.63 30.89
CAKE 43.10 11.47 31.63 30.89
Full Cache 176.95 11.42 165.53 161.65

130048+1024

SnapKV 68.98 35.38 33.60 32.81
PyramidKV 67.61 35.51 32.10 31.35
CAKE 66.83 35.55 31.28 30.54
Full Cache 364.15 35.86 328.28 320.59
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H ADDITIONAL EXPERIMENTS AND ANALYSIS ON EFFICIENCY

In this section, we present a detailed time breakdown during both prompt prefilling and token decod-
ing to better assess CAKE’s effectiveness across different inference stages compared to other KV
eviction methods, including SnapKV and PyramidKV with various allocation strategies. All meth-
ods are implemented as extensions of FlashAttention-2 (Dao, 2023) using Mistral-7B-Instruct-v0.3,
and their performance was benchmarked against a full cache baseline utilizing FlashAttention. To
measure computational time more precisely throughout the entire text generation phase, we have
separately evaluated the prompt prefilling time and the duration of autoregressive decoding. By fix-
ing the generation token count at 1024, the experiment simulates typical long-context processing
scenarios in LLMs, which are characterized by lengthy inputs and concise outputs.

As shown in Table 13, while dramatically lowering latency in the decoding phase, CAKE, SnapKV,
and PyramidKV achieve comparable prompt prefilling times. For SnapKV and PyramidKV with
fixed allocation strategies, the prompt prefilling stage requires waiting for KV caching and per-
forming one eviction operation per layer, resulting in L eviction operations. However, compared to
the computation-intensive prefill stage, the eviction operation is relatively inexpensive and can be
considered negligible. Notably, while CAKE utilizes preference-guided cascading cache manage-
ment, it achieves similar timing to SnapKV and PyramidKV with fixed allocation strategies. This
is attributed to the parallelizable execution of KV cache eviction between layers (Algorithm 1, lines
9–14), which allows the dynamic update process to be incorporated into a single eviction operation.
Therefore, the total execution time ultimately equates to that of performing L eviction operations.

I ADDITIONAL ABLATION STUDIES

I.1 ABLATION STUDY ON METHOD COMPONENTS

In this section, we conduct ablation studies on LongBench to analyze the contribution of each com-
ponent in our method. These studies highlight the importance of our design choices, focusing on
two key aspects: (1) the preference-prioritized adaptive allocation strategy, which combines atten-
tion dispersion (H) for spatial influence and attention shift (V) for temporal dynamics, and (2) the
attention-shift tolerant eviction indicator, which integrates mean attention score (Mean) for identi-
fying sustained important tokens and attention variance (Var) to capture dynamic attention changes.

As shown in Table 14, incorporating each additional component leads to a noticeable performance
improvement, demonstrating the synergistic effect of our method. The preference-prioritized adap-
tive allocation strategy improves performance from 28.14 to 28.82 when both H and V are included,
underscoring the importance of capturing spatial and temporal attention dynamics. This highlights
how our approach goes beyond traditional uniform strategies by tailoring cache allocation based
on complex layer-specific attention patterns. Furthermore, incorporating attention variance (Var) in
the eviction indicator significantly enhances performance by accounting for attention fluctuations,
further improving average performance to 29.29. This confirms that addressing both spatial distri-
bution and temporal evolution of attention is crucial for effective KV cache management, especially
in long-context scenarios where dynamic attention patterns heavily influence performance. Our
comprehensive approach successfully balances these factors, yielding superior results compared to
methods that overlook such nuanced attention characteristics.

Table 14: Ablation study on different components of our method. The experiments are conducted
on Llama2-7b-Chat with total cache budget Btotal = 128L.

Allocation strategy Eviction indicator Avg.H V Mean Var
✓ 28.07

✓ ✓ 28.14
✓ ✓ ✓ 28.82
✓ ✓ ✓ ✓ 29.29
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I.2 INFLUENCE OF TEMPERATURE PARAMETER

In this section, we examine the impact of temperature parameters τ1 and τ2, which modulate the
influence of attention dispersion and shift in our preference-prioritized adaptive allocation strategy.
We evaluated various settings on LLama3.1-8B-Instruct and Mistral-7B-Instruct-v0.3 models, using
a cache budget of Btotal = 128L. Our approach is compared against SnapKV, a state-of-the-art
KV eviction method employing uniform cache allocation, which serves as our baseline. As shown
in Figure 13, our method consistently outperforms the baseline across different configurations for
both models. Mistral-7B-Instruct-v0.3 achieves a peak performance of 37.33 (baseline: 35.81),
while LLama3.1-8B-Instruct reached 43.39 (baseline: 42.53), demonstrating the robustness and ef-
fectiveness of our strategy. While our approach is inherently robust, we found that simple, low-cost
adjustments to τ1 and τ2 can further enhance performance. These adjustments allow for better cap-
ture of model-specific attention patterns, optimizing cache allocation without expensive retraining
or extensive hyperparameter searches. This characteristic is particularly valuable in industrial de-
ployments where specific models need to be optimized under constrained memory budgets, offering
a practical solution for resource-efficient inference in production environments.

(a) Llama3.1-8B-Instruct (b) Mistral-8B-Instruct

Figure 13: Performance comparison of different τ1 and τ2 configurations for Mistral-7B-Instruct-
v0.3 and Llama3.1-8B-Instruct models. The plots show the impact of varying τ1 and τ2 on model
performance, with the baseline (SnapKV) and best scores indicated.

J ADDITIONAL DETAILED ANALYSIS AND VISUALIZATION OF ATTENTION
DYNAMICS

In this section, we provide a more intuitive and comprehensive analysis of the differences in attention
patterns by presenting detailed visualizations of attention weights across various dimensions. To
illustrate the variations between different layers, we visualize the model’s attention weights across all
layers by aggregating the attention weights of each attention head. We also highlight the differences
in attention between different models by conducting experiments on both Llama3 and Mistral. To
demonstrate the attention differences across various input contexts, we visualize attention weights
for different task types on Llama3, including single-document QA, summarization, and code tasks.
Additionally, we visualize attention weights for the same task types but with varying contexts on
Mistral.

Attention Differences across Layers. As shown in Figure 14 and Figure 15, attention patterns ex-
hibit significant differences across layers, as mentioned in the main text. Regardless of the model
or input context, we can observe varying degrees of attention dispersion and attention shift across
different layers. For example, we see layers with higher attention dispersion (e.g., layer 0 in Fig-
ure 14(b)) or lower dispersion (e.g., layer 1 in Figure 14(b)), as well as layers with higher shift (e.g.,
layer 24 in Figure 15 (c)) or lower shift (e.g., layer 35 in Figure 15(c)). These observations demon-
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strate the importance of carefully considering the differences in attention mechanisms and allocating
appropriate cache resources accordingly.

Attention Differences across Models. As shown in Figure 14 and Figure 15, these models have
notable differences in attention patterns. For instance, Mistral often exhibits higher attention dis-
persion at the beginning and end of its layer stack. In contrast, Llama3 frequently displays high
attention dispersion primarily in the early layers. These distinct patterns underscore the importance
of model-specific considerations when designing caching strategies, as different architectures may
have varying attention characteristics across their layer stacks.

Attention Differences across Contexts. As evident in Figure 14(a)-(c), there are striking differ-
ences in attention patterns across different task types. Even within the same task type, while there
may be some similarities in attention dispersion, attention shift patterns show marked differences.
This can lead to different layer preferences for KV cache (comparing layers 10-16 in Figure 15(a)
with layers 10-16 in Figure 15(b)). Therefore, whether the task types are the same or different,
attention patterns are consistently dynamic and varied.

Given the dynamic nature of attention across layers, models, and even contexts, adopting a uniform
allocation strategy, while safe, does not effectively utilize memory. On the other hand, using a fixed
pattern allocation strategy fails to generalize effectively across multiple models and task scenarios.
In contrast, our CAKE thoroughly considers layer preferences for KV cache, formulating a reason-
able cache size allocation scheme from a global perspective. It takes into account the substantial
impact of attention dynamics, allowing it to dynamically adapt to different models and contexts.
This approach ensures that CAKE can effectively respond to the varied and changing attention pat-
terns observed across different scenarios.
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(a) Visualization of attention weights on Qasper.
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(b) Visualization of attention weights on Mutinews.
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(c) Visualization of attention weights on Lcc.

Figure 14: Visualization results of attention weights for Llama3.1-8B-Instruct across datasets from
different tasks.
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(a) Visualization of attention weights on NarrativeQA.
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(b) Visualization of attention weights on Qasper.
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(c) Visualization of attention weights on MultiFieldQA-en.

Figure 15: Visualization results of attention weights for Mistral-7B-Instruct-v0.3 across datasets
from Single-document QA task.
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