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ABSTRACT

Forecasting events occurring in space and time is a fundamental problem. Existing neural point process models are only temporal and are limited in spatial inference. We propose a family of deep sequence models that integrate spatiotemporal point processes with deep neural networks. Our novel Neural Spatiotemporal Point Process model is flexible, efficient, and can accurately predict irregularly sampled events. The key construction of our approach is based on space-time separation of temporal intensity function and time-conditioned spatial density function, which is approximated by kernel density estimation. We validate our model on the synthetic spatiotemporal Hawkes process and self-correcting process. On many benchmark spatiotemporal event forecasting datasets, our model demonstrates superior performances. To the best of our knowledge, this is the first neural point process model that can jointly predict the continuous space and time of events.

1 INTRODUCTION

Earthquakes, taxi pickups, mobile check-ins, are all examples of discrete events occurring at different space and time. Accurate forecasting of spatiotemporal events are fundamentally important for disaster response (Veen & Schoenberg, 2008), logistic optimization (Safikhani et al., 2018) and social media analysis (Liang et al., 2019). In sharp contrast to other sequence data such as speech, texts, or sensor measurements, spatiotemporal events pose unique challenges to deep learning. Spatiotemporal events occur irregularly with uneven time and space intervals. Interpolating an irregular sampled sequence into a regular sequence can introduce significant biases (Rehfeld et al., 2011). Furthermore, event sequences contain both short-range and long-range spatiotemporal dependencies. The rate of an event at a given spacetime point depends on the history of the events preceding it, as well as the events geographically correlated to it.

Discrete-time deep sequence models such as RNNs (Hochreiter & Schmidhuber, 1997; Chung et al., 2014) assume events to be evenly sampled. Other continuous-time sequence models such as NeuralODE (Chen et al., 2018) and Neural Hawkes process (Mei & Eisner, 2017; Zuo et al., 2020) can handle irregular time intervals, but fail to model spatial dependencies. In statistics, spatiotemporal point process (Daley & Vere-Jones, 2007; Reinhart et al., 2018) is a family of models that captures the stochastic process of events that occur in continuous space and time. However, these methods often require feature engineering and are computationally expensive.

In this paper, we model events that occur in continuous space-time. Our model, Neural Spatiotemporal Point Process (Neural-STPP), is built on a novel generalization of spatiotemporal point processes, enhanced with the representation power of deep neural networks. In particular, we encode the history of past events into hidden states of the neural networks. We decompose the intensity function to account for the influence from continuous time and space events separately. The event intensity at a given space-time point not only depends on the history of past events but also events in neighboring locations. We then approximate the time-conditional spatial density function with kernel density estimation.

In summary, our work makes the following key contributions:

• Neural Spatiotemporal Point Process (Neural-STPP). We propose Neural Spatiotemporal Point Process models for modeling unevenly sampled spatiotemporal events. It in-
integrates deep neural networks into spatiotemporal point processes to learn hidden states based on past spatial and temporal information.

- **Deep Kernel Density Estimation for Spatial Modeling.** To make the inference tractable, we separate the spatiotemporal intensity into spatial conditional probability and temporal intensity. We use kernel density estimation (KDE) to approximate the spatial conditional probability.

- **Effectiveness.** We demonstrate the effectiveness of the proposed neural spatiotemporal point process model using many synthetic and real-world spatiotemporal event forecasting tasks where it is shown to achieve superior performance and more interpretable predictions.

## 2 Related Work

**Spatiotemporal Forecasting** Modeling the spatiotemporal dynamics of a system in order to forecast the future is a fundamental task in many fields. Most work on spatiotemporal forecasting has been focused on spatiotemporal data measured at regular space-time interval, e.g., (Xingjian et al., 2015; Li et al., 2018; Yao et al., 2019; Fang et al., 2019; Park et al., 2019; Geng et al., 2019). For discrete spatiotemporal events, statistical methods include space-time point process, see (Moller & Waagepetersen, 2003; Mohler et al., 2011). (Zhao et al., 2015) propose multi-task feature learning whereas (Yang et al., 2018a;b) propose RNN-based model to predict spatiotemporal check-in events. These discrete-time models assume data are sampled evenly, thus are unsuitable for modeling irregularly sampled events.

**Continuous-time Dynamic Models** Continuous-time sequence models such as Neural ODE (Chen et al., 2018) assumes the latent dynamics are continuous and can be obtained by an ODE solver. There are many variations (Jia & Benson, 2019; Dupont et al., 2019; Zhong et al., 2019; Liu et al., 2019; Gholami et al., 2019; Fernandes et al., 2019; Finlay et al., 2020; Han et al., 2020). GRU-ODE-Bayes proposed by De Brouwer et al. (2019) introduces a continuous-time version of GRU and a Bayesian update network capable of handling sporadic observations. However, Mozer et al. (2017) shows that there is no significant benefit of using continuous-time RNN for discrete event data. Special treatment is needed for modeling unevenly sampled events.

**Neural Point Process** Temporal point process is a classic topic in statistics (Moller & Waagepetersen, 2003; Daley & Vere-Jones, 2007; Reinhart et al., 2018). Neural point process couples deep neural networks with point process and has received considerable attention. For example, neural Hawkes process applies RNNs to approximate the intensity function (Du et al., 2016; Mei & Eisner, 2017; Xiao et al., 2017; Zhang et al., 2020), and (Zuo et al., 2020) employs Transformers. (Shang & Sun, 2019) integrates graph convolution structure. However, all existing works focus on temporal point processes without spatial modeling. For datasets with spatial information, they discretize the space and treat them as event “markers”. Perhaps the closest to ours is the work by Okawa et al. (2019), which extends Du et al. (2016) for spatiotemporal event prediction but they only predict the density instead of the next location and time of the event.

## 3 Background

### 3.1 Temporal Point Processes and Limitation in Spatial Inference

A temporal point process (TPP) $N(t)$ models the number of events that occurred during the interval $(0, t]$. It is characterized by a nonnegative conditional intensity function $\lambda^*(t) := \lambda(t|\mathcal{H}_t)$, where $\mathcal{H}_t = \{t_1, ..., t_n < t\}$ denotes all events up to $t$. A marked temporal point process (MTPP) models the intensity to also depend on the past events’ information other than timing. It describes an event as a two-tuple $\{t, y\}$, where $t \in \mathbb{R}^+$ is the event timing and $y$ is the event’s continuous or discrete feature, namely, the event marker. The history condition is then denoted as $\mathcal{H}_t = \{(t_1, y_1), (t_2, y_2), ..., (t_n, y_n) : t_n < t\}$.

While an MTPP utilizes the past event markers, its intensity is univariate and cannot be used for predicting the next event marker. Most Neural-MTPP models, e.g. Mei & Eisner (2017), Zuo et al. (2020) only consider marker inference when the markers are discrete. Discrete markers allow one to translate MTPP as a multivariate TPP, and predict as a classification problem.
the past events. As a result, the new event location is denoted as \( \lambda \) (or self-exciting) process (STHP) is characterized by the following intensity function: (Reinhart et al., 2018). One of the most well-known STPPs, a spatiotemporal Hawkes Process (STHP) is implemented as the exponential decay function, \( g \) is the triggering kernel and is often implemented as the exponential decay function, \( g_1(\Delta t) := \alpha \exp(-\beta \Delta t) : \alpha, \beta > 0 \), and \( g_2(s, s_i) \) is the density of an unimodal distribution over \( S \) centered at \( s_i \). When the locations of the events are disregarded, a STHP is equivalent to a markless Hawkes process. (see Appendix A.1.3). The STHP cannot learn the space-time intensity and two terms in the loss function can compete with each other, resulting in poor space and time predictions. Consider an earthquake model, in which each event results in an increase in intensity that depends on both the epicenter location and event time. Temporal point process would not be able capture such dynamics.

3.2 Spatiotemporal Point Process

To overcome this limitation, we describe the spatiotemporal point process (STPP), a generalization of the temporal point process to spatiotemporal modeling. It captures the variation of intensity change at different spatial locations and is thus well-suited for spatial inference.

Definition A spatiotemporal point process (STPP) \( N(t, S) \) models the number of events that occurred during the interval \( (0, t] \) in the spatial domain \( S \subseteq \mathbb{R}^2 \). The conditional intensity function \( \lambda^*(s, t) := \lambda(s, t | H_t) \) uniquely determines a spatiotemporal point process, where \( H_t := \{(s_1, t_1), (s_2, t_2), \ldots, (s_n, t_n)\} \). \( \lambda^*(s, t) \) is such defined that the probability of finding an event in an infinitesimal time interval \( [t, t+\delta t] \) and an infinitesimal spatial ball \( B(s, \delta s) \) is \( \lambda^*(s, t)|B(s+\delta s)|\delta t \), where \( |B(s+\delta s)| \) is the Lebesgue measure of the ball.

Relationship to TPP When the locations of the events are disregarded, a STPP characterized by \( \lambda^*(s, t) \) is equivalent to a TPP characterized by \( \lambda^*(t) = \int_S \lambda^*(s, t)ds \). The conditional density of the new event location is denoted as \( f^*(s|t) := f^*(s|t, H_t) \), depending on the new event timing and the past events. As a result, \( \lambda^*(s, t) \) can be alternatively defined as \( \lambda^*(s, t) = f^*(s|t)\lambda^*(t) \).

Spatiotemporal Hawkes Process One of the most well-known STPPs, a spatiotemporal Hawkes (or self-exciting) process (STHP) is characterized by the following intensity function: (Reinhart et al., 2018)

\[
\lambda^*(s, t) := \mu g_0(s) + \sum_{i: i.t. < t} g_1(t, t_i)g_2(s, s_i) : \mu > 0
\]

where \( g_0(s) \) is the probability density of a distribution over \( S \), \( g_1 \) is the triggering kernel and is often implemented as the exponential decay function, \( g_1(\Delta t) := \alpha \exp(-\beta \Delta t) : \alpha, \beta > 0 \), and \( g_2(s, s_i) \) is the density of an unimodal distribution over \( S \) centered at \( s_i \). When the locations of the events are disregarded, a STHP is equivalent to a markless Hawkes process. (see Appendix A.1.3). The STHP assumes every past event has an additive, positive, decaying, and spatially local influence over future events. Such a pattern resembles neuronal firing and earthquakes.

Spatiotemporal Self-Correcting Process Compared with self-exciting, self-inhibition characteristic is often overlooked in spatiotemporal point process models. Based on the univariate self-correcting process (Isham & Westcott, 1979), we design spatiotemporal self-correcting process (STSCP), which captures the local self-inhibitory effect of events. It is characterized by

\[
\lambda^*(s, t) = \mu \exp \left( g_0(s)/\beta t - \sum_{i: i.t. < t} \alpha g_2(s, s_i) \right) : \alpha, \beta, \mu > 0
\]
4 METHODOLOGY

4.1 NEURAL SPATIOTEMPORAL POINT PROCESS (NEURAL-STPP) MODEL

In practice, it is difficult to decide which parametric form of the conditional intensity function can fit the complex spatiotemporal events best without sufficient prior knowledge. Therefore, we propose the Neural-STPP model which utilizes a deep neural network to model a general nonlinear dependency over space and time. Figure 2(b) visualizes the overall pipeline for Neural-STPP. At the high-level, it combines a kernel density estimation for spatial modeling and an RNN to model the nonlinear spatial dependency and the timestamps of past events.

Summarize Past Influence by a Neural Network We use a recurrent neural network to learn the dependence of the intensities over past events. As shown in Figure 2(b), past events \( \{(s_{i-j}, t_{i-j})\}_{j=1}^{J} \) are fed into a recurrent neural network with gated recurrent unit (Chung et al. 2014) to extract meaningful spatiotemporal information. \( h_{i-j} = \text{GRU}(h_{i-j-1}, (s_{i-j}, t_{i-j})) \). The hidden state \( h_{i-1} \) summarizes the spatiotemporal influence of past events up to \( i-1 \).

Kernel Density Estimation for Spatial Modeling The space domain \( S \in \mathbb{R}^2 \) is divided into \( L = M \times N \) grids. The \( L \) discrete points \( \{s_k\}_{k=1}^{L} \) within the spatial region are called the space representative points. We further assume the spatial conditional density does not rely on time, \( f(s|t, H_{t_{i-1}}) = f(s|H_{t_{i-1}}) \). Given a spatiotemporal sequences \( \{(s_{i-j}, t_{i-j})\}_{j=1}^{J} \), the spatial conditional density function at \( t \) is approximated by the weighted kernel density estimation.

\[
f(s|t, H_{t_{i-1}}) = f(s|H_{t_{i-1}}) = \sum_{j=1}^{J} w_j^s g_s(s, s_{i-j}) + \sum_{k=1}^{L} w_k^s g_s(s, s_k) \tag{3}
\]

where \( g_s(x, y) \) is a typical kernel function, and \( \sum_{j=1}^{J} w_j^s + \sum_{k=1}^{L} w_k^s = 1 \). In our experiments, we adopt a Gaussian kernel that \( g_s(x, y) := \frac{1}{2\pi} |\Sigma|^{-\frac{1}{2}} \exp(-\frac{1}{2} (x - y)^T \Sigma^{-1} (x - y)^T) \). This spatial
probability density function considers two aspects of information: the influence of trajectory information (represented by past locations and \( \{ w^s_k \}_{j=1}^L \)) and background information (represented by representative points and \( \{ w^s_j \}_{k=1}^J \)) on the location of the next event. Given the learned representation \( h_{t-1} \), we model the spatial weight \( w^s \) with a softmax function

\[
    w^s = \frac{\exp W \cdot h_{t-1}}{\sum_{k=1}^L \exp W_k h_{t-1} + \sum_{j=1}^J \exp W_j h_{t-1}} \tag{4}
\]

\( W \) is the weight matrix corresponding to spatial weight \( w \) and the hidden states are then fed to a network to output \( w^s \).

### Conditional Intensity

Based on \( h_{t-1} \), we formulate the conditional intensity function as

\[
    \lambda^*(s, t) = f^*(s|t)\lambda^*(t) = f^*(s|t) \exp (v^T \cdot h_{t-1} + w^t(t - t_i) + b^t), \tag{5}
\]

where \( v^t \) is a column vector, and \( w^t, b \) are scalars. Such a design ensures a closed-form conditional intensity and thus avoids the complexity issue in \( \lambda^*(t) \). For simplicity purposes, we borrow (Du et al., 2016)'s design of \( \lambda^*(t) \); This can be changed to any other Neural-TPP’s \( \lambda^*(t) \), as long as the conditional intensity is integrable over \( t \), such that the likelihood does not need numerical integration. We also discuss many alternative designs in Appendix D which provide empirical and theoretical motivation for our current design. We derive the joint likelihood that the next event will occur at the location \( s \) and the time \( t \) given the history \( H_{t-1} \) as

\[
    f^*(s, t) = \lambda^*(s, t) \exp \left( -\int_{t_i}^t \lambda^*(\tau) d\tau \right) \quad \text{[see Appendix A.2.1]}
\]

\[
    = \lambda^*(s, t) \exp \left( -\frac{1}{w^t} \exp \{ v^T \cdot h_{t-1} + w^t(t - t_i) + b^t \} - \exp \{ v^T h + b^t \} \right). \tag{6}
\]

The expected time and location of next event evaluate to

\[
    \mathbb{E}[t|\mathcal{H}_{t-1}] = \int_{t_i}^\infty tf^*(t) dt \quad \text{and} \quad \mathbb{E}[s|\mathcal{H}_{t-1}] = \sum_{j=1}^J w^s_j s_{i-j} + \sum_{k=1}^L w^s_k s_k. \tag{7}
\]

### 4.2 Parameter Learning

Given spatiotemporal event data \( S = \{(s_{i-j}, t_{i-j})\}_{j=1}^J \), we perform parameter learning by maximizing the log-likelihood of observing the next event at a given location \( (s_i, t_i) \), namely \( \log f^*(s_i, t_i) \). When learning the parameters of the model, it tends to give more weight to its past space influence while ignoring its base space intensity. This results in \( w^s_j \gg w^s_k \forall j, k \). In order to prevent the model from being biased by historical information, we incorporate a regularization term to minimize the largest value of \( w^s \). More formally, the optimization problem on a batch of \( N \) sequences \( \{S^{(n)}\}_{n=1}^N \) is formulated in Equation 10

\[
    \min -\frac{1}{N} \sum_n \log f^*(s_i^{(n)}, t_i^{(n)}) + \gamma \max(w^s) \tag{8}
\]

where \( \gamma \) defines the weight of the regularization term.

### 4.3 Variations

#### All-time Conditioned Spatial PDF

Currently, \( f^*(s|t) \) is conditioned only on the past events. We can modify the conditional spatial PDF to further account for the current time influence by formulating \( w^s \) to be a function of the current time:

\[
    w^s(t) = \frac{\exp W \cdot (h_{t-1}||t)}{\sum_{k=1}^L \exp W_k (h_{t-1}||t) + \sum_{j=1}^J \exp W_j (h_{t-1}||t)}, \tag{9}
\]

where \( || \) denotes concatenation. Then, in the inference stage, the time prediction has to be evaluated first; the predicted \( t \) and the hidden states are then fed to a network to output \( w^s \), which is finally
used for location prediction. However, although such a design increases the model’s expressibility, it leads to the propagation of uncertainty, i.e., the prediction error in time amplifies the prediction error in location. Experiments have shown that the past-time conditioned spatial PDF has overall better performance than all-time conditioned spatial PDE on real-world datasets, see Section 5.3.

**Regularization**  The regularization term prevents the model from being biased by historical information. The regularization term \( \max(w^*) \) can be changed to the entropy regularization (Mnih et al. (2016)) of \( w^* \), which has been widely applied in reinforcement learning to promote action diversity. The loss function then becomes

\[
\min -\frac{1}{N} \sum_n \log f^*(s_i^{(n)}, t_i^{(n)}) - \gamma \sum_j w^*_j \log(w^*_j)
\]  

We have experimented with both regularizations, see Section 5.3. We found that different regularizations yield similar performance over real-world datasets.

**Marked Spatiotemporal Point Processes**  The NSTPP model can also make use of the past non-spatiotemporal event markers, e.g., earthquake magnitudes or event categories, by having the continuous markers and/or the embeddings of the discrete markers as a part of the RNN input. The model is also able to predict such markers by learning an additional linear layer that transforms the hidden states to the marker space. We leave this as a future work as this is not the main focus of this paper.

5 **EXPERIMENTS**

We evaluate Neural-STPP for spatiotemporal prediction using both synthetic and real-world data.

**Baselines**  We compare Neural-STPP with five state-of-the-art deep learning models, including

- GRU (Cho et al. 2014): a multi-layer GRU which learns from the sequence of spatiotemporal events;
- NeuralODE (Chen et al. 2018): an GRU encoder with ODE-based decoder to model continuous-time latent dynamics;
- NeuralODE++: NeuralODE with separate encoders for spatial and temporal information.
- RMTPP (Du et al. 2016): it uses GRU to model the temporal intensity function. We modify this model slightly to also predict the event location.
- Neural Hawkes Process (Mei & Eisner 2017): a continuous-time LSTM to learn a time intensity function based on past events and predict the time of the next event.

All models are implemented in PyTorch. Training is performed using the Adam optimizer with a learning rate initialized to 4e-3 for Neural-STPP and RMTPP, and 1e-3 for other models. Models are trained until convergence up to a maximum of 100 iterations with a minibatch size of 64. The regularization weight \( \gamma \) is set to 1e-4. We also initialize \( \Sigma = I, w^t = 0.1, b = 0.1 \) We use Neural Hawkes Process only for time prediction comparison. In practice, this model performs quite badly on real-world datasets compared to others, so we did not include the results in Figure 4(a). For more details, refer to Table 7 in Appendix C.2.

5.1 **SYNTHETIC DATA**

We simulated the STHP and the STSCP, each with three different parameter settings, labeled as DS1, DS2, and DS3 in the tables. (see Appendix B.2, B.3 for detailed simulation algorithms and Table 3 for experimental settings)

**Experiment Result**  In order to better verify Neural-STPP’s competence to model the spatiotemporal intensity, we compare it with the maximum likelihood estimator of STHP (ST-Hawkes PP), which is the only model that can learn the spatiotemporal intensity. RMTPP can only learn the temporal intensity. Refer to Appendix A.3.2 for a detailed description of ST-Hawkes PP.
5.2 R E A L - W O R L D D A T A

Datasets We use three real-world datasets to evaluate the performance for spatiotemporal event forecasting. (1) Foursquare Checkin dataset which contains over 1 million records of users checking in different venues. Each event is a checkin record. We predict the location and time for the next checkin event of the user that has the most checkin records. (2) NYC Taxi[^1] which contains about 173 million trip records of individual Taxi for consecutive 12 months in 2013. Each event is a pickup record for a taxi. We predict the location and time of the next pickup event of the taxi which has the most trip records. (3) Earthquake[^2] which contains over 3 million earthquake records during the

[^1]: http://www.andresmh.com/nyctaxitrips
[^2]: https://www.kaggle.com/danielpe/earthquakes
years 1970-2018. We predict the location and time of the next earthquake above level 4.0 that occur in California state.

**Experimental Setup** In each experiment, the input is the $J$ precedent events, and the targets are the subsequent $K$ events. For all the datasets, we fix $J$ to be 20. For evaluation, we choose $K \in \{1, 5, 10, 20, 40\}$. We measure the root mean square error (RMSE) of latitude and longitude (averaged across $K$ predicted events) as the space error. Similarly, we measure the RMSE of delta time between 2 consecutive events as the time error and the uniform weight average of all outputs’ RMSE as the joint error. Each dataset is split into train/val/test set with the ratio of 8:1:1. We report the average and standard error of each metric across 5 random runs with the same train-test set.

**Prediction Performance.** Figure 4(a) shows the performance of multi-step prediction for our Neural-STPP and baselines. For Foursquare, our model achieves the lowest time, space, and joint error for the initial 10 steps prediction. All models’ time prediction errors decrease after the 10th step. This is because, after multiple steps, all models start generating the same time prediction. The predictions are not that reliable so the trend for time error is not very obvious. On NYC Taxi, our model reaches the lowest space prediction error for all different steps on the NYC Taxi dataset. Also, it achieves the smallest time error after 10 forecasting steps. However, the time error decreases starting from the 1st step for both Neural-STPP and RMTPP. Our explanation for the similar phenomenon in the Foursquare dataset also works in this case. The only difference is that our Neural-STPP and RMTPP make relatively bad predictions at first which leads to large RMSE. For long-term forecasting, the predicted time value would approach a constant value gradually, which contributes to a smaller time error. For Earthquake, our model has a significant advantage in time prediction over other baselines. Additionally, it attains a relatively lower time prediction error across all different step predictions.

We also visualize the predictions for our model compared with RMTPP in Figure 4(b). On Foursquare, it is evident that our model makes realistic spatiotemporal predictions while RMTPP fails to capture the trend of human mobility. On the other hand, Neural-STPP generates more dynamical prediction on the NYC Taxi and Earthquake compared with RMTPP. We can conclude that on datasets with highly irregular moving patterns, Neural-STPP is better at modeling the underlying event dynamics. In summary, Neural-STPP is a highly competitive model for spatiotemporal forecasting.

5.3 ABLATION STUDY

In Section 4.3, we have discussed two variations of NSTPP: NSTPP with an all-time(current time and past event timings) conditioned spatial pdf and with an entropy regularization term.
We have compared the performance of NSTPP with all-time conditioned spatial pdf and previous-time conditioned spatial pdf over the three real-world datasets, see Figure 5. The hyperparameter settings and initial parameter values are the same as in Appendix Table 4 and 5. In most of the cases, the latter (current design) has better performance.

Entropy Regularization  We compare the model performance with different regularization methods. At the same time, we validated our choice of the regularization coefficient $\gamma$, see Figure 6. It can be seen that the choice of $\gamma$ has a non-trivial effects on the prediction accuracy, and $\gamma = 1e^{-4}$ yields the best performance for maximum regularization. While the two regularization methods have similar best performance, the entropy regularization term is more sensitive to $\gamma$. In Figure 6(b), when $\gamma = 1e^{-2}$, the regularization term becomes dominant and the prediction becomes relatively inaccurate.

6 CONCLUSION

We propose a family of deep sequence models to model irregularly sampled spatiotemporal event data. Our model, Neural Spatiotemporal Point Process (Neural-STPP), integrates principled spatiotemporal points process with flexible deep neural networks. We derive tractable inference procedure by decomposing the tri-variate spatiotemporal intensity function into temporal intensity and time-conditioned spatial intensity. We approximate the temporal intensity function with an RNN and estimate the spatial intensity with KDE. Using synthetic data from spatiotemporal Hawkes process and self-correcting process, we show that our model can learn the correct spatial and temporal dynamics. We demonstrate superior forecasting performances on many real-world benchmark spatiotemporal event datasets.
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A  MODEL DETAILS

A.1  TEMPORAL POINT PROCESS

In this appendix, we elaborate on the markless TPP model.

A.1.1  DEFINITION

An infinitesimal definition of a TPP’s conditional intensity function $\lambda^*(t)$ is

$$\lambda^*(t)dt = \mathbb{E}[dN(t)|\mathcal{H}_{t-}], \delta t \to 0.$$  

In other words, the probability of finding an event in the time interval $[t, t+\delta t)$ of infinitesimal width $\delta t$ is $\lambda^*(t)dt$. Given that $\mathcal{H}_t = \{t_1, ..., t_n\}$, let $f^*(t) := f(t|\mathcal{H}_t)$ denotes the conditional probability density function that the next event will be at $t : t > t_n$, and $F^*(t) := F(t|\mathcal{H}_t) := \int_{t_n}^{t} f^*(t)$ to be the cumulative density function. The relationship $f^*(t)dt = \frac{\lambda^*(t)\delta t}{1 - F^*(t)}$ is straightforward since that the next event is at $t$ implies that no event happens between the final event and $t$. Solving the equation yields

$$\lambda^*(t)dt = \frac{dF^*(t)}{dt} \frac{dt}{1 - F^*(t)} = d(-\log(1 - F^*(t)))$$

$$\Rightarrow \int_{t_n}^{t} \lambda^*(\tau)d\tau = -\log(1 - F^*(\tau))|_{t_n}^{t} = -\log(1 - F^*(t)) + 0$$

$$\Rightarrow \exp\left(-\int_{t_n}^{t} \lambda^*(\tau)d\tau\right) = 1 - F^*(t)$$

$$\Rightarrow f^*(t) = \lambda^*(t)(1 - F^*(t)) = \lambda^*(t)\exp\left(-\int_{t_n}^{t} \lambda^*(\tau)d\tau\right),$$

which is an alternative definition of $f^*(t)$.

A.1.2  LIKELIHOOD

Given a TPP, the log likelihood of observing a sequence $\{t_1, t_2, ..., t_n\}$ is

$$\mathcal{L} = \log \left( (1 - F^*(t)) \prod_{i=1}^{n} f(t_i|\mathcal{H}_{t_{i-}}) \right)$$

$$= \sum_{i=1}^{n} \left[ \log \lambda^*(t_i) - \int_{t_{i-1}}^{t_i} \lambda^*(\tau)d\tau \right] + \log(1 - F^*(t))$$

$$= \sum_{i=1}^{n} \log \lambda^*(t_i) - \int_{0}^{t_n} \lambda^*(\tau)d\tau - \int_{t_n}^{T} \lambda^*(\tau)d\tau$$

$$= \sum_{i=1}^{n} \log \lambda^*(t_i) - \int_{0}^{T} \lambda^*(\tau)d\tau$$

where $T$ refers to the end time of the observation, such that we know there is no event in $[t_n, T]$. In practice, $T$ is often simply considered as $t_n$. Notice that the first term is the probability of events occurring at $t_1, t_2, ..., t_n$, while the second term is the probability of no event occurring elsewhere.

A.1.3  EXAMPLES

**Poisson Process**  The stationary Poisson process is the most basic temporal point process, with its intensity defined as a constant. A nonhomogenous Poisson process is defined by a time-varying but not history-dependent intensity. Both are memoryless, since the $\mathcal{H}_s : s < t$ has no influence on $N(t) - N(s)$.
**Hawkes Process** The Hawkes process is characterized by the intensity $\lambda^* (t) = \mu + \sum_{i: t_i < t} g_1 (t - t_i) : \mu > 0$, where $g_1$ is the triggering kernel and is often implemented as the exponential decay function, $g_1 (\Delta t) := \alpha \exp(-\beta \Delta t) : \alpha, \beta > 0$. The Hawkes process captures self-excitation. It could be seen as the summation of a background process with constant intensity $\mu$ and the offspring process triggered by each historical event $i$, starting at $t_i$ with the decreasing intensity $g_1 (t - t_i)$. Therefore, each event could be thought of as either being a background event or having a parent event. This hierarchical clustering structure makes the Hawkes Process a useful tool for modeling earthquakes and aftershocks, or gang-related crimes and retaliations.

The Hawkes process is the markless version of the STHP, as

$$\int_S \lambda^*(s,t)ds = \mu \int_S g_0 (s)ds + \sum_{i: t_i < t} g_1 (t, t_i) \int_S g_2 (s, s_i)ds = \mu + \sum_{i: t_i < t} g_1 (t, t_i)$$

**Self-Correcting Process** The self-correcting process is characterized by the intensity $\lambda^* (t) = \exp(\mu t - \sum_{i: t_i < t} \alpha) : \alpha, \mu > 0$. It captures self-inhibition. While the background intensity is increasing over time, the arrival of a new event leads to a decrement of the intensity by a factor of $\exp(\alpha)$. The past events’ influence is not additive but multiplicative, hence no clustering structure.

The event sequences generated by a self-correcting process feature regular inter-event intervals. Each interval is unlikely to be too short, as the intensity after an event is low; it is also unlikely to be too long, as the intensity grows exponentially. Real-world applications of the self-correcting process include modeling machine failure. After each failure, a repair will reduce the machine’s failure rate, which increases as time goes.

**Renewal Process** The renewal process is a family of the temporal point process whose conditional intensity function only depends on the time since the most recent event, i.e., $\lambda^* (t) = g (t - t_n)$. The renewal process captures self-reset; the arrival of a new event resets the intensity to $g(0)$.

### A.2 Spatiotemporal Point Process

In this section, we elaborate on the STPP model.

#### A.2.1 Conditional Density

$$f(s, t| \mathcal{H}_t) = f(t| \mathcal{H}_t) f(s| t, \mathcal{H}_t) = \lambda^* (t) \exp \left(- \int_{t_n}^{t} \lambda^*(\tau) d\tau \right) f(s| t, \mathcal{H}_t) \quad \text{[see Appendix A.1.1]}$$

$$= \lambda^* (s, t) \exp \left(- \int_{t_n}^{t} \lambda^*(\tau) d\tau \right)$$

#### A.2.2 Likelihood

Given a STPP, the log-likelihood of observing a sequence $\{(s_1, t_1), (s_2, t_2), \ldots (s_n, t_n)\}$ is

$$\mathcal{L} = \log \left[ (1 - F^*(t)) \prod_{i=1}^{n} f(s_i, t_i| \mathcal{H}_{t_{i-1}}) \right]$$

$$= \sum_{i=1}^{n} \left[ \log \lambda^* (s_i, t_i) - \int_{t_{i-1}}^{t_i} \lambda^* (\tau) d\tau \right] + \log (1 - F^*(t))$$

$$= \sum_{i=1}^{n} \log \lambda^* (s_i, t_i) - \int_{t_{i-1}}^{t_i} \lambda^* (\tau) d\tau - \int_{t_n}^{T} \lambda^* (\tau) d\tau$$

$$= \sum_{i=1}^{n} \log \lambda^* (s_i, t_i) - \int_{t_n}^{T} \lambda^* (\tau) d\tau$$
A.2.3 Inference

With a trained STPP and a sequence of history events, we can predict the next event timing and location using their expectations, which evaluate to

\[ E[t_i | H_{t_{i-1}}] = \int_{t_{i-1}}^\infty t \int_S f(s, t | H_{t_{i-1}}) ds dt = \int_{t_{i-1}}^\infty \exp \left( - \int_{t_{i-1}}^t \lambda^*(\tau) d\tau \right) \int_S \lambda^*(s, t) ds dt, \]

\[ = \int_{t_{i-1}}^\infty \exp \left( - \int_{t_{i-1}}^t \lambda^*(\tau) d\tau \right) \lambda^*(t) dt \text{ and} \]

\[ E[s_i | H_{t_{i-1}}] = \int_{t_{i-1}}^\infty \int_S s \lambda^*(s, t) \exp \left( - \int_{t_{i-1}}^t \lambda^*(\tau) d\tau \right) ds dt \]

\[ = \int_{t_{i-1}}^\infty \exp \left( - \int_{t_{i-1}}^t \lambda^*(\tau) d\tau \right) \int_S s \lambda^*(s, t) ds dt, \text{ respectively.} \]

A.2.4 Complexity Issue

It is worth noting that both learning and inference require conditional intensity. If the conditional intensity has no analytic expression, then it has to be evaluated by numerical integration over \( S \). Then, evaluating the likelihood or either expectation requires at least triple integral. Note that \( E[t_i | H_{t_{i-1}}] \) and \( E[s_i | H_{t_{i-1}}] \) actually are sextuple integrals, but we can memorize all \( \lambda^*(s, t) \) from \( t = t_{i-1} \) to \( t \gg t_{i-1} \) to avoid re-compute the intensities. However, memorization leads to high space complexity. As a result, we generally want to avoid an intractable conditional intensity in the model.

A.3 Spatiotemporal Hawkes Process

In this section, we present the details of the spatiotemporal Hawkes process MLE learner.

A.3.1 Likelihood

Specifically for the STHP, the second term in the STPP likelihood evaluates to

\[ \int_0^T \lambda^*(\tau) d\tau = \mu T + \alpha \int_0^T \int_0^\tau e^{-\beta(\tau-u)} dN(u) d\tau \]

\[ (0 \leq u \leq \tau, 0 \leq \tau \leq T) \rightarrow (u \leq \tau \leq T, 0 \leq u \leq T) \]

\[ = \mu T + \alpha \int_0^T \int_u^T e^{-\beta(\tau-u)} d\tau dN(u) \]

\[ = \mu T - \frac{\alpha}{\beta} \int_0^T \left[ e^{-\beta(T-u)} - 1 \right] dN(u) \]

\[ = \mu T - \frac{\alpha}{\beta} \sum_{i=0}^N \left[ e^{-\beta(T-t_i)} - 1 \right] \]

Finally, the STHP log-likelihood is

\[ \mathcal{L} = \sum_{i=1}^n \log \lambda^*(s_i, t_i) - \mu T + \frac{\alpha}{\beta} \sum_{i=0}^N \left[ e^{-\beta(T-t_i)} - 1 \right] \]
A.3.2 MLE SETTINGS

We pre-specified the model kernels \( g_0(s) \) and \( g_2(s, s_j) \) to be Gaussian:

\[
\begin{align*}
go_0(s) & := \frac{1}{2\pi \mid \Sigma g_0 \mid^{-\frac{1}{2}}} \exp \left( -\frac{1}{2} (s - s_\mu) \Sigma g_0^{-1} (s - s_\mu)^T \right) \\
g_2(s, s_j) & := \frac{1}{2\pi \mid \Sigma g_2 \mid^{-\frac{1}{2}}} \exp \left( -\frac{1}{2} (s - s_j) \Sigma g_2^{-1} (s - s_j)^T \right)
\end{align*}
\]

Therefore, the model has 11 scalar parameters: \( 2 \) for \( s_\mu \), \( 3 \) for \( \Sigma g_0 \), \( 3 \) for \( \Sigma g_2 \), \( \alpha, \beta \), and \( \mu \). We directly estimate \( s_\mu \) as the mean of \( \{s_i\}_{i=0}^n \), and then estimate the other 9 parameters by minimizing the negative log-likelihood using the BFGS algorithm. \( T \) in the likelihood function is treated as \( t_n \).

A.3.3 INFERENCE

Based on the general inference formulas in Appendix A.2.3, and also note that for an STHP,

\[
\int_{t_{i-1}}^t \lambda^*(\tau) d\tau = \int_0^t \lambda^*(\tau) d\tau - \int_0^{t_{i-1}} \lambda^*(\tau) d\tau
\]

\[
= \left\{ \mu - \frac{\alpha}{\beta} \sum_{j=0}^{i-1} \left[ e^{-\beta(t-t_{j})} - 1 \right] \right\} - \left\{ \mu t_{i-1} - \frac{\alpha}{\beta} \sum_{j=0}^{i-1} \left[ e^{-\beta(t_{i-1}-t_{j})} - 1 \right] \right\}
\]

\[
= \mu(t - t_{i-1}) - \frac{\alpha}{\beta} \sum_{j=0}^{i-1} \left[ e^{-\beta(t_{i-1} - t_{j})} - e^{-\beta(t_{i-1} - t_{j})} \right]
\]

\[
= \mu(t - t_{i-1}) - \frac{\alpha}{\beta} \left( e^{-\beta(t_{i-1})} - 1 \right) \sum_{j=0}^{i-1} e^{-\beta(t_{i-1} - t_{j})} \]

and

\[
\int_S s \mu g_2(s, s_\mu) ds = \mu s_\mu
\]

\[
\int_S \sum_{i=0}^n g_1(t, t_i) g_2(s, s_i) ds = \sum_{i=0}^n g_1(t, t_i) \int_S g_2(s, s_i) ds = \sum_{i=0}^n g_1(t, t_i) s_i
\]

\[
\int_S s \lambda^*(s, t) ds = \mu s_\mu + \sum_{i=0}^n g_1(t, t_i) s_i,
\]

we have

\[
\mathbb{E}[t_i | \mathcal{H}_{t_{i-1}}] = \int_{t_{i-1}}^\infty t \left( \mu + \alpha \sum_{j=0}^{i-1} e^{-\beta(t-t_{j})} \right) \exp \left( \frac{\alpha}{\beta} \left( e^{-\beta(t_{i-1})} - 1 \right) \sum_{j=0}^{i-1} e^{-\beta(t_{i-1} - t_{j})} - \mu(t - t_{i-1}) \right) dt\text{ and}
\]

\[
\mathbb{E}[s_i | \mathcal{H}_{t_{i-1}}] = \int_{t_{i-1}}^\infty \left( \mu s_\mu + \alpha \sum_{j=0}^{i-1} e^{-\beta(t-t_{j})} s_j \right) \exp \left( \frac{\alpha}{\beta} \left( e^{-\beta(t_{i-1})} - 1 \right) \sum_{j=0}^{i-1} e^{-\beta(t_{i-1} - t_{j})} - \mu(t - t_{i-1}) \right) dt
\]

Both require 1D numerical integration.
B SIMULATION DETAILS

In this appendix, we discuss a general algorithm for simulating any STPP, and a specialized algorithm for simulating an STHP. Both are based on an algorithm for simulating any TPP.

B.1 TPP SIMULATION

The most widely used technique to simulate a temporal point process is Ogata’s modified thinning algorithm, as shown in Algorithm 1 (Daley & Vere-Jones 2007). It is a rejection technique; it samples points from a stationary Poisson process whose intensity is always higher than the ground truth intensity, and then randomly discards some samples to get back to the ground truth intensity.

The algorithm requires picking the forms of \(M^*(t)\) and \(L^*(t)\) such that

\[
\sup(\lambda^*(t + \Delta t), \Delta t \in [0, L(t)]) \leq M^*(t).
\]

In other words, \(M^*(t)\) is an upper bound of the actual intensity in \([t, t + L(t)]\). It is noteworthy that if \(M^*(t)\) is chosen to be too high, most sampled points would be rejected and would lead to an inefficient simulation.

When simulating a process with decreasing inter-event intensity, such as the Hawkes process, \(M^*(t)\) and \(L^*(t)\) can be simply chosen to be \(\lambda^*(t)\) and \(\infty\). When simulating a process with increasing inter-event intensity, such as the self-correcting process, \(L^*(t)\) is often empirically chosen to be \(2/\lambda^*(t)\), since the next event is very likely to arrive before twice the mean interval length at the beginning of the interval. \(M^*(t)\) is therefore \(\lambda^*(t + L^*(t))\).

**Algorithm 1** Otaga Modified Thinning Algorithm for Simulating a TPP

1: **Input:** Interval \([0, T]\), model parameters
2: \(t \leftarrow 0\), \(H \leftarrow \emptyset\)
3: **while** true **do**
4: \(m \leftarrow M(t|H)\), \(l \leftarrow L(t|H)\)
5: \(\Delta t \sim \text{Exp}(m)\) (exponential distribution with mean \(1/m\))
6: **if** \(t + \Delta t > T\) **then**
7: **return** \(H\)
8: **end if**
9: **if** \(\Delta t > l\) **then**
10: \(t \leftarrow t + l\)
11: **else**
12: \(t \leftarrow t + \Delta t\)
13: \(\lambda = \lambda^*(t)\)
14: \(u \sim \text{Unif}(0, 1)\)
15: **if** \(\lambda/m > u\) **then**
16: \(H = H \cup t\)
17: **end if**
18: **end if**
19: **end while**

B.2 STPP SIMULATION

It has been mentioned in Section 3.2 that an STPP can be seen as attaching the locations sampled from \(f^*(s|t)\) to the events generated by a TPP. Simulating an STPP is basically adding one step to Algorithm 1: sample a new location from \(f^*(s|t)\) after retaining a new event at \(t\).

As for a spatiotemporal self-correcting process, neither \(f^*(s, t)\) nor \(\lambda^*(t)\) has a closed form, so the process’s spatial domain has to be discretized for simulation. \(\lambda^*(t)\) can be approximated by \(\sum_{s \in S} \lambda^*(s, t)/|S|\), where \(S\) is the set of discretized coordinates. \(L^*(t)\) and \(M^*(t)\) are chosen to be \(2/\lambda^*(t)\) and \(\lambda^*(t + L^*(t))\). Since \(f^*(s|t)\) is proportional to \(\lambda^*(s, t)\), sampling a location from \(f^*(s|t)\) is implemented as sampling from a multinomial distribution whose probability mass function is the normalized \(\lambda^*(s, t)\).
Table 3: The Parameter Settings for the Synthetic Dataset

<table>
<thead>
<tr>
<th></th>
<th>α</th>
<th>β</th>
<th>μ</th>
<th>g₀ covariance</th>
<th>g₂ covariance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST-Hawkes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DS1</td>
<td>.5</td>
<td>1</td>
<td>.2</td>
<td>[.2 0; 0 .2]</td>
<td>[0.5 0; 0 0.5]</td>
</tr>
<tr>
<td>DS2</td>
<td>.5</td>
<td>.6</td>
<td>.15</td>
<td>[5 0; 0 5]</td>
<td>[.1 0; 0 .1]</td>
</tr>
<tr>
<td>DS3</td>
<td>.3</td>
<td>2</td>
<td>1</td>
<td>[1 0; 0 1]</td>
<td>[.1 0; 0 .1]</td>
</tr>
<tr>
<td>ST-Self Correcting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DS1</td>
<td>.2</td>
<td>.2</td>
<td>1</td>
<td>[1 0; 0 1]</td>
<td>[0.85 0; 0 0.85]</td>
</tr>
<tr>
<td>DS2</td>
<td>.3</td>
<td>.2</td>
<td>1</td>
<td>[.4 0; 0 .4]</td>
<td>[.3 0; 0 .3]</td>
</tr>
<tr>
<td>DS3</td>
<td>.4</td>
<td>.2</td>
<td>1</td>
<td>[.25 0; 0 .25]</td>
<td>[.2 0; 0 .2]</td>
</tr>
</tbody>
</table>

B.3 STHP Simulation

To simulate a spatiotemporal Hawkes process with Gaussian kernel, we mainly followed an efficient procedure proposed by Zhuang (2004), that makes use of the clustering structure of the Hawkes process and thus do not require repeated calculations of \( \lambda^*(s, t) \).

Algorithm 2 Simulating spatiotemporal Hawkes process with Gaussian kernel

1: Generate the background events \( G^{(0)} \) with the intensity \( \lambda^*(s, t) = \mu g_0(s) \), i.e., simulate a homogeneous Poisson process \( \text{Pois}(\mu) \) and sample each event’s location from a bivariate Gaussian distribution \( N(s_\mu, \Sigma) \).
2: \( \ell = 0, S = G^{(0)} \)
3: while \( G^{(\ell)} \neq \emptyset \) do
   4:   for \( i \in G^{(\ell)} \) do
      5:      Simulate event \( i \)'s offsprings \( O^{(\ell)}_i \) with the intensity \( \lambda^*(s, t) = g_1(t, t_i)g_2(s, s_i) \), i.e., simulate a non-homogenous stationary Poisson process \( \text{Pois}(g_1(t, t_i)) \) by Algorithm 1 and sample each event’s location from a bivariate Gaussian distribution \( N(s_i, \Sigma) \).
   6: end for
   7: \( G^{(\ell+1)} = \bigcup_i O^{(\ell)}_i, S = S \cup G^{(\ell+1)} \), \( \ell = \ell + 1 \)
8: end while
9: return \( S \)

B.4 PARAMETER SETTINGS

For the synthetic dataset, we pre-specified both the STSCP’s and the STHP’s kernels \( g_0(s) \) and \( g_2(s, s_j) \) to be Gaussian:

\[
g_0(s) := \frac{1}{2\pi} |\Sigma_{g0}|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} (s - [0, 0]) \Sigma_{g0}^{-1} (s - [0, 0])^T \right)
\]

\[
g_2(s, s_j) := \frac{1}{2\pi} |\Sigma_{g2}|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} (s - s_j) \Sigma_{g2}^{-1} (s - s_j)^T \right)
\]

The STSCP is defined on \( S = [0, 1] \times [0, 1] \), while the STHP is defined on \( S = \mathbb{R}^2 \). The STSCP’s kernel functions are normalized according to their cumulative probability in \( S \). Table B.4 shows the simulation parameters. The STSCP’s spatial domain is discretized as an 101 \times 101 grid during the simulation.

C EXPERIMENT DETAILS

In this appendix, we include more details of our Neural-STPP parameter settings and some additional experiment results.

C.1 MODEL SETUP DETAILS

For a better understanding of our Neural-STPP, we list out the detailed hyperparameter setting and initial parameter values of the model in Table 5.
### Table 4: Hyperparameter settings for training Neural-STPP on Foursquare Dataset.

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimizer</td>
<td>Adam</td>
<td>Optimizer of the rnn is set to Adam</td>
</tr>
<tr>
<td>Learning rate</td>
<td>3e-4</td>
<td>Decay the learning rate by 0.2 every 10 epochs</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.9</td>
<td>-</td>
</tr>
<tr>
<td>Epoch</td>
<td>100</td>
<td>Train the rnn for 100 epochs for 1 step prediction</td>
</tr>
<tr>
<td>Batch size</td>
<td>64</td>
<td>-</td>
</tr>
<tr>
<td>Hidden size</td>
<td>128</td>
<td>The rnn has 128 features in the hidden state</td>
</tr>
<tr>
<td>$M \times N$</td>
<td>40 × 40</td>
<td>The number of grids for kernel density estimation in Section 4.1</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1e-4</td>
<td>A regularization term for historical information in Section 4.2</td>
</tr>
</tbody>
</table>

### Table 5: Initial parameter values for training Neural-STPP on Foursquare Dataset.

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w^t$</td>
<td>0.1</td>
<td>Scalar for current time influence in Section 4.1</td>
</tr>
<tr>
<td>$b$</td>
<td>0.1</td>
<td>Base time intensity in Section 4.1</td>
</tr>
</tbody>
</table>

All of the hyperparameters are subject to change for different datasets and fine-tune these parameters can always give out better results.

#### C.1.1 Validation of Grid Size

We validated our choice of the grid size $M \times N = 40 \times 40$ by grid search, see Figure 7.

### C.2 Additional Experiment Result

<table>
<thead>
<tr>
<th></th>
<th>ST-Hawkes</th>
<th>ST-Self Correcting</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1</td>
<td>2.70±0.01</td>
<td>2.71±0.02</td>
</tr>
<tr>
<td>DS2</td>
<td>2.15±0.08</td>
<td>2.16±0.11</td>
</tr>
<tr>
<td>DS3</td>
<td>0.97±0.00</td>
<td>0.97±0.00</td>
</tr>
<tr>
<td>GRU</td>
<td>0.59±0.00</td>
<td>0.67±0.00</td>
</tr>
<tr>
<td>Neural ODE</td>
<td>0.88±0.01</td>
<td>0.87±0.01</td>
</tr>
<tr>
<td>Neural ODE++</td>
<td>0.59±0.00</td>
<td>0.68±0.00</td>
</tr>
<tr>
<td>RMTPP</td>
<td>0.85±0.01</td>
<td>0.86±0.00</td>
</tr>
<tr>
<td>Neural-STPP</td>
<td>0.58±0.00</td>
<td>0.67±0.00</td>
</tr>
<tr>
<td></td>
<td>0.82±0.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Performance comparison of one-step prediction for models on synthetic data. Each column corresponds to a row in Appendix B.4 Table 3 which describes all these synthetic datasets in detail.

**Synthetic Data** We compare our Neural-STPP with other alternative baselines mentioned in Section 5 on the synthetic data simulated by the synthetic models in Table 3. Table 6 shows the space and time joint RMSE of one step prediction of our Neural-STPP and baselines on synthetic data where lower RMSE indicates better performance. Each column represents a different synthetic data and each row represents a prediction model. When evaluating on the same dataset, our Neural-STPP is among the best two models in all cases which indicates its generally great performance on synthetic data. In addition, Neural-STPP always has the smallest standard deviation in comparison to other baselines, which implies its better stability.

**Real-world data** As is mentioned in Section 5, we use Neural Hawkes Process [Mei & Eisner, 2017] as a time prediction baseline. Table 7 describes the error of multi-step time prediction of Neural Hawkes Process. It is evident that Neural Hawkes Process performs the worst as the time error is much larger than that of the other models on all datasets.
D ALTERNATIVE DESIGN AND NEGATIVE RESULTS

Before reaching at our current design, we had attempted two alternative designs which both failed. These negative results provide evidence on why we favor our current design. We present the negative results here in the hope of reducing others’ efforts to duplicate similar experiments.

D.1 NSTPPv1: MOVING s INTO THE POWER OF exp

Intuitively, moving the space and time representations into the power of exp would allow the space and time representations to interact more closely.

Our first proposed model is as below,

$$\lambda^*(s, t) = \exp \left( \mu g_0(s)(t - t_i) + \sum_{t_i < t} v^T h_{t_i-1} g_2(s, s_i) \right)$$

where the variable definitions are the same as in the main text. This model is more flexible. When the spatial domain $S$ is bounded, the kernel density function $g_0(s)$ and $g_2(s, s_i)$ can be replaced by neural networks of $s$ to further increase its expressivity.

However, the key problem of the model is that the negative likelihood, $\exp(- \int_{\infty}^{\infty} \int_{S} \lambda^*(s, t))$, has to be approximated using expensive triple numerical integration (see Appendix A.2.4). While the integral evaluated via the trapezoidal rule supports backpropagation, the model needs to discretize the space, losing its decisive advantage over marked temporal point process models. Additionally, triple summations at a reasonable spatial resolution are extremely costly. If the spatial resolution is not high enough, the peak of the kernel function cannot be precisely learned.

The upper bound of the time (integrating from $t$ to $\infty$) has to be determined empirically for different datasets. The integral estimate via Monte Carlo sampling is not differentiable, as the simulation requires rejection sampling and the conditional intensity (see Appendix B.3). Inference also requires numerical integration.

In our design, we can apply the sum rule of integration and have a tractable $\lambda^*(t)$. Our experiments show that such a numerically convenient design also enjoys a favorable empirical performance.
D.2 NSTPPv2: model the change in intensity before and after the event

We have seen the importance of having a tractable conditional intensity. Another design that is tractable is to model the conditional intensity before and after the event separately. Denote the conditional intensity before the event $t_i$ as $\lambda^*_i$ and that after the event $t_i$ as $\lambda^*_i$. The spatiotemporal intensity is as follows:

$$\lambda^*(s, t) = g_0(s)\lambda_0 + \sum_{i=0}^j g_2(s, s_i)(\lambda^*_i - \lambda^*_{i-1}) \exp(w^i(t - t_i)) \quad (12)$$

Using the same conditional intensity in the main text:

$$\lambda^*_i = \exp(v^T h_i + b')$$
$$\lambda^*_{i-1} = \exp(v^T h_i + w^i(t - t_{i-1}) + b').$$

The spatial integral of $\lambda(s, t)$ is a telescoping series:

$$\int_S \lambda^*(s, t) = \exp(v^T h_0 + w^0(t - t_{-1}) + b') + \sum_{i=0}^j (\lambda^*_i - \lambda^*_{i-1}) \exp(w^i(t - t_i))$$

$$= \exp(v^T h_0 + w^0(t - t_{-1}) + b') + \exp(v^T h_1 + w^1(t - t_0) + b') - \exp(v^T h_0 + w^0(t - t_{-1}) + b')$$
$$+ \exp(v^T h_2 + w^2(t - t_1) + b') - \exp(v^T h_1 + w^1(t - t_0) + b') + \ldots$$
$$+ \exp(v^T h_{j+1} + w^j(t - t_j) + b')$$
$$= \exp(v^T h_{j+1} + w^j(t - t_j) + b') = \lambda^*(t)$$

which evaluates to a tractable conditional intensity.

Essentially, NSTPPv2 directly multiplies each event’s temporal intensity change by the event’s spatial pdf. In contrast, in the current design, an event’s location wouldn’t interact with the event’s time until being combined with other events’ locations ($f^*(s|t)$). NSTPPv2 features a more straightforward spatiotemporal interaction while retaining a tractable conditional intensity. The spatial and temporal inferences also only need 1-dimensional numerical integration, as shown below:

$$\int_{t_j}^{\infty} \int_S tf^*(s, t) = \int_{t_j}^{\infty} tf^*(t)$$
$$= \int_{t_j}^{\infty} t \exp(v^T h_j + w^i(t - t_j) + b') + \frac{1}{w}(\exp(v^T h_j + b') - \exp(v^T h_j + w^i(t - t_j) + b'))$$

$$\int_{t_j}^{\infty} \int_S sf^*(s, t)$$
$$= \int_{t_j}^{\infty} \exp \left( - \int_{t_j}^{t} \lambda^*(\tau) d\tau \right) \int_S s\lambda^*(s, t)$$
$$= \int_{t_j}^{\infty} \exp \left\{ \frac{1}{w^t}[\exp(v^T h_j + b') - \exp(v^T h_j + w^i(t - t_j) + b')] \right\} \left( \int_S s\lambda^*(s, t) \right)$$
However, NSTPPv2 has a major weakness: the intensity’s positivity is not guaranteed. If we cast a rectifier over the intensity function and \( \lambda^*(s, t) \) is negative somewhere in \( \mathcal{S} \), the nice relationship \( \int_{\mathcal{S}} \lambda^*(s, t) \) would no longer hold. Accordingly, we have to constrain the model’s parameters to stay positive during the training, which significantly limits the model’s expressivity. We have tested the model on the Foursquare dataset, see Figure 8. We can see that when the kernel variance is initialized to be 1 (relatively large when the locations are normalized), the model is not able to reduce the spatial kernel variance, since a sharper kernel is likely to produce negative intensity at its peak. The resulting spatial prediction is inaccurate, submitting to the temporal prediction.

When the kernel variance is relatively small, e.g. 0.01, the model is not able to learn the change in temporal intensity, since a substantial change in the temporal intensity is likely to break the constraint given sharp spatial kernels. The resulting temporal prediction is flat and inaccurate.

D.3 Summary

We have considered various alternative designs. While it is desirable to have a more flexible space-time intensity function, we are largely constrained by the difficulty of numerical integration in NSTPPv1 and the non-negativity constraints in NSTPPv2.

Consequently, to the best of our knowledge, a tractable model of the spatiotemporal intensity function shall summate outside the exponential, and separate the temporal and spatial parts of the intensity. Hence, our current design is developed based on these two conditions.