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Dynamic tasks demand that robots respond and adapt
rapidly to changing environments. Algorithms across all
levels—perception, planning, control, optimization, and
learning—must account for challenges such as environmental
variations, computation constraints, time delays, and hardware
constraints, often imposing higher system requirements to
ensure robust performance. Remarkable success has been
achieved in highly dynamic robotic tasks, such as Catching
the Ball [1]], Spherical Pendulum [2], Robot Juggling [3l,
and Table Tennis [4} [5]. In such tasks, robots are pushing
to the limits of their hardware capabilities to achieve highly
dynamic motions. However, safety—one of the most critical
aspects of robotics—is often overlooked or implicitly
simplified in such scenarios. For instance, robots are
typically placed in obstacle-free environments, significantly
simplifying the complexity of the task. On the other hand,
when safety is the key research question, the robot’s speed
is often intentionally scaled down to values far below its
theoretical limits [6 [7]. In fact, developing reactive motor
skills and ensuring safe behaviors often present conflicting
challenges. Slow, compliant motions can significantly reduce
impact forces when interacting with obstacles, inherently
enhancing safety. However, achieving reactive behavior
requires high-performance tracking controllers and high-
speed motion, which, in turn, increases the risk and severity
of potential collisions. This fundamental trade-off underscores
the difficulty of balancing agility and safety in dynamic
robotic systems. Therefore, my research focuses on bridging
the gap between dynamic motor skills while ensuring safety
in robotic systems. The central question is: How to develop
reactive robotic motor skills to achieve high-speed tasks
while ensuring safety in dynamic environments?

Robot safety in dynamic tasks is highly challenging due to a
wide range of environmental and task-specific factors: a) Task
Complexity. The unpredictability of dynamic environments
makes it difficult to cover all possible variations in algorithmic
design. Defining both objectives and safety constraints is
inherently complex and often leads to suboptimal solutions. b)
Sim-to-Real Gap. The simplification of the simulated dynamic
model [8] and the computational approximation [9] aggravate
the discrepancy between simulation and reality, especially
in high-speed tasks, making real-world deployment more
challenging. c) Reactiveness. In dynamic tasks, robots must
perform fast computations and reactive behavior. Obtaining
safe motion within a short time frame is essential. d) Physical
Feasibility. Learning algorithms should comply with physical
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constraints, including velocity continuity, actuator limits, and
hardware limitations.

I majorly use Robot Air Hockey (Figure [I)) as a benchmark
problem, as it requires the robot to perform high-speed mo-
tions in a restricted workspace, such as hitting and defending.
Safety constraints are defined to avoid collisions with the table
and respect joint position/velocity limits. Beyond robot air
hockey, we further investigate the safety problem in the HRI
(Human-Robot Interaction) and the navigation task, validating
its effectiveness across diverse dynamic environments.

A. Fast and Reactive Robot Skills via Optimization

Safety problems are often defined as constraints in the
joint and task space. Typical approaches, such as mo-
tion planning in task space, effectively address task space
constraints. However, when Cartesian velocity is high, the
resulting joint-space trajectory often becomes infeasible [10].
Instead, directly optimizing joint space trajectories while sat-
isfying task space constraints is high-dimensional, nonlinear,
and computationally expensive [[L1} [12].

To overcome this challenge in the robot air hockey task,
we propose a sequential optimization framework. This
framework decomposes the problem into four computationally
efficient subproblems [13] that are low-dimensional and can
be solved efficiently. In the first step, we search for an
optimal hitting joint configuration by maximizing the measure
of manipulability of the robot along the hitting direction.
Then, we construct a linear programming problem to find the
maximum hitting velocity considering joint velocity limits.
Third, a trajectory planner is applied to obtain a task-space
trajectory. Finally, we formulate a quadratic programming
problem that exploits the robot’s redundancy to find a physi-
cally feasible joint trajectory. This framework allows the robot



to obtain a safe and feasible trajectory reactively (under 30
ms). While this framework generically focuses on the robot
air hockey tasks, concepts, such as optimizing manipulability
or exploiting redundancy, can be applied to other tasks.

While the decomposed sequential optimization framework
improves computational efficiency, it suffers from the problem:
the optimal solutions in the previous step may not be feasible
in subsequent steps. To address this issue, in a collaborative
effort, we developed a kinodynamic planner that eliminates
the need for decomposition [[14]. Our approach trains a neural
network to directly infer the control points of a B-Spline. By
constructing a differentiable loss function that encodes both
task requirements (fast motions) and safety constraints, we
obtain a neural planner that outputs high-speed motions while
satisfying safety constraints. The inference time is less than
10ms, allowing us to achieve reactive behavior and dynamic
hitting. We show in real-robot experiments that the trained
kinodynamic planner results in lower tracking errors and a
higher success rate than the baselines.

B. Safe Reinforcement Learning for Robotics

Previous approaches rely on prior knowledge of the sys-
tem, task, and environment to design task-specific solutions.
While effective and well-performed, these methods are task-
dependent and lack generalizability. Instead, Reinforcement
Learning (RL) offers a powerful framework for solving com-
plex problems without domain-specific modeling. However,
RL methods require accurate simulators and a huge amount
of interactions, which makes the deployment of RL in real-
world tasks challenging [15} 16, |17]. These challenges become
even more pronounced in dynamic tasks, where capturing
environmental variations along with real-world factors such
as delays, observation noise, and disturbances, in simulation,
is exceedingly difficult. Alternatively, developing safe and
efficient RL algorithms that learn directly from real-world
interactions will solve the issues effectively [18} [19} 20, 21]].

In our initial work on this topic, we address the Safe
Exploration (SE) problem, enabling robots to explore their
environment while maintaining safety in the real world. Dif-
ferent from typical Safe RL algorithms that do not consider
the constraint satisfaction during exploration [22, 23| [24]], SE
algorithms ensure safety at every step, such as constrained
optimization [25| 26], Gaussian Processes [27], and backup
policies [28]. Such methods are often algorithm-specific and
lack generalizability across different RL frameworks.

To overcome these limitations, we propose a safe explo-
ration method by constructing a constraint manifold. We then
build an action space that allows agents to explore safely by
determining the tangent space of the constraint manifold. This
approach effectively transforms a constrained RL problem into
an unconstrained one, making it compatible with any model-
free RL algorithm while ensuring constraint satisfaction. We
validate our approach in the Robot Air Hockey task and, to
the best of our knowledge, demonstrate for the first time that a
robotic system learns to solve a task directly in the real world
from scratch while explicitly addressing safety constraints.

Building upon this foundation, we show our approach can
handle safety constraints in dynamic environments, such as
collision avoidance in human-robot shared workspaces [29].
Notably, we have provided a grounded theoretical analysis
and extensive validation of our approach across different
robotic platforms—including manipulation, mobile robots, and
quadrotors—demonstrating its robust generalizability [30].

C. Learning Constraint for HRI and Long-Term Safety

Lastly, I focus on constructing safety constraints in dynamic
environments, the most critical challenge in safe motion plan-
ning and control [31} 32]. Our first attempt focuses on the
collision avoidance problem by enforcing the distance between
the robot and the obstacles bigger than a threshold. However,
accurate distances are difficult to compute for objects with
complex geometries or articulated structures. To address this,
we propose a method that leverages neural networks with a ro-
bust inductive bias to train a Signed Distance Function (SDF).
Our model offers precise distance computation for objects in
proximity, meaningful level curves at the far end, and smooth
and differentiable functions well-suited for reactive control or
trajectory optimization. We validate our learned SDF model
in building reactive whole-body controllers [33]] and Safe RL
policy in the bi-manipulation task and HRI task [29].

Another key challenge in constructing safety constraints is
ensuring long-term safety, where robots must anticipate poten-
tial hazards and take early preventive actions—such as braking
in advance to avoid collisions. Effectively tackling long-term
safety requires predictive models capable of accounting for
future outcomes, interactions, and environmental variations. To
address these challenges, we proposed a data-driven approach
that learns the long-term safety constraints, inspired by the
value function in RL [34]. To further address the uncertainty
raised by the system, we use the distributional RL to construct
the safety constraint as a random variable, enabling the training
of a risk-aware Safe RL algorithm.

FUTURE RESEARCH

In my future research, I will investigate the following topics:
a) Safe Hierarchical Policies: Solving complex robotic
tasks usually requires a hierarchical policy structure. High-
level policies focus on abstract concepts of the task, while
low-level policies focus on the execution level[35] 36]. Robot
safety should specified in different levels of the policy. How-
ever, high-level policies may generate infeasible commands
for low-level policies to execute. I will to investigate how to
build consistent hierarchical safe policies for robots.

b) Robot Safety in the Open World: Current existing
safety methods are often designed for the closed environment,
i.e., the task domain and environment variations are fixed in a
certain domain. When deploying the robot in the open world,
defining safe constraints to cover all environment scenarios is
impractical. How to encode common knowledge (e.g., LLM,
Knowledge Graph) in building safety specifications is one
important problem to be explored in my future research.
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