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Abstract

With the rapid advancement of Natural Language Processing in recent years, nu-
merous studies have shown that generic summaries generated by Large Language
Models (LLMs) can sometimes surpass those annotated by experts, such as journal-
ists, according to human evaluations. However, there is limited research on whether
these generic summaries meet the individual needs of ordinary people. The biggest
obstacle is the lack of human-annotated datasets from the general public. Existing
work on personalized summarization often relies on pseudo datasets created from
generic summarization datasets or controllable tasks that focus on specific named
entities or other aspects, such as the length and specificity of generated summaries,
collected from hypothetical tasks without the annotators’ initiative. To bridge
this gap, we propose a high-quality, personalized, manually annotated abstractive
summarization dataset called PersonalSum. This dataset is the first to investigate
whether the focus of public readers differs from the generic summaries generated
by LLMs. It includes user profiles, personalized summaries accompanied by source
sentences from given articles, and machine-generated generic summaries along
with their sources. We investigate several personal signals — entities/topics, plot,
and structure of articles—that may affect the generation of personalized summaries
using LLMs in a few-shot in-context learning scenario. Our preliminary results
and analysis indicate that entities/topics are merely one of the key factors that
impact the diverse preferences of users, and personalized summarization remains
a significant challenge for existing LLMs. Our dataset and code are available at
https://github.com/SmartmediaAl/PersonalSum.

1 Introduction

Recent studies have demonstrated significant improvements in generating generic summaries using
Large Language Models (LLMs) like GPT-3.5, achieving state-of-the-art, even human-level, per-
formance on standard summarization benchmarks. However, personalized summarization, which
condenses text to match user preferences while maintaining relevance and non-redundancy remains
largely unexplored.

Kukoleva et al. [1] identified three distinct user reading habits in the news domain: Attentive reading,
where users read the full article attentively, focusing on details, Selective reading, where users focus
only on interesting fragments; and Scanning, where users absorb only the important ideas. User
reading focus and attentive reading time can be achieved by monitoring reading duration and scrolling
depth, or asking users to annotate their interested parts explicitly. However, there are no existing
publicly available resources for research purposes in this area.
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Table 1: Comparison between PersonalSum and existing popular summarization datasets.

Construction
User Summary .
X Personalized
Human Multi- Profile Source

Annotation  annotation

Datasets Language Domain #Summaries

Generic Summarization Datasets

CNN/DM [2] English News 311,971 IV X X X X
XSum [3] English News 226,711 V4 X X X X
NewsRoom [4] English News 1,212,740 Vv X X X X
BigPatent [5] English Academic 1,341,362 X X X X X
arXiv [6] English Academic 215913 X X X X X
PubMed [6] English Academic 133,215 X X X X X
LCSTS [7] Chinese News 2,400,591 Vv X X X X
WikiHow [8] English WikiHow 230,843 X X X X X
Controllable Summarization Datasets
DUC [9] English News 300 IV v X X X
QMSum [10] English Meetings 1,808 Vv Vv X X X
WikiAsp [11] English Wikipedia 566,881 X Vv X X X
MACSUM [12] English  News&Meetings 8333 v 4 X vV X
Personalized Summarization Datasets
Amazon Reviews [13]  English E-commerce 571,540,000 4 Vv V4 X V4
PENS [14] English ~ News Headline 20,600 vV 4 X X v
PersonalSum (ours) Norwegian News 1,816 v 4 v 4 Vv

Existing textual summarization datasets still suffer from several limitations. First, most data annotators
are predominantly journalists or professional writers in related fields, or they are few in number
(e.g. only single-digit annotators), resulting in a lack of representativeness, personalization and
diversity of the annotated summaries for the general public. Apart from that, the lack of crucial user
information, such as reading time and specific content engagement, limits existing research to generic
and controllable summary generation. Including user-specific data could enable more personalized
and user-centric studies. Second, existing summarization datasets do not include the annotators’ user
profiles, making our work the only available data for personalized summarization tasks at this stage.

To this end, we propose PersonalSum, a high-quality human-annotated dataset for personalized
news summarization with multiple attributes. In PersonalSum, each article includes personalized
summaries annotated by multiple ordinary users based on their interests, multiple pairs of questions
and answers related to news articles, and generic summaries generated by machines with manual
proofreading. Both the summaries and the question-and-answer pairs contain source information
corresponding to the original text. We validated the personalized nature of the dataset and compared
it with machine-generated summaries. Today, where LLMs are widely used for text summarization,
collecting personalized summaries driven by user subjectivity is challenging. Moreover, we cannot
verify the effectiveness of manual annotations by comparing their similarity to machine-generated
summaries. Our analysis revealed that most machine-generated summaries tend to rephrase the
introductory sections of news articles, which may also align with user interests. To ensure good
annotation quality, we designed an iterative approach combining human evaluation and LLM outputs.
Based on user subjectivity, we preliminarily explored the capability of LLMs to generate personalized
summaries under different in-context learning settings. Inspired by the findings by Kukoleva et
al. [1] for determining user interest points, we investigated the impact of entities/topics, plot, and
article structure on extracting personalized summaries. We have made the above-mentioned datasets,
codes and documents available at https://github.com/SmartmediaAIl/PersonalSum under a
CC BY-NC 4.0 license.

2 Related work

The personalized textual summarization task is an important yet challenging area in Natural Language
Processing. It aims to generate concise and targeted summaries based on a user’s personal preferences
and focus. However, due to the lack of publicly available datasets, there has been very little research
that has investigated this problem. Currently, publicly available summarization datasets can roughly
be divided into three different categories. The first category involves the generation of generic
summaries. These summaries can be either pseudo datasets, created by extracting the abstract of
the article [15, 18, 19] or the highlighted sentences within each paragraph [16, 21], or they can be
datasets annotated by professional writers or journalists, leveraging their expertise [17, 20].
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Although generic text summarization methods are useful for general-purpose summarization tasks,
they frequently fall short in meeting the specific intentions and needs of individual users. This short-
coming has prompted the development of the second category of datasets, called the Controllable Text
Summarization (CTS) techniques, an expanding corpus of research dedicated to this area [25]. The
task of CTS focuses on creating summaries of source documents that adhere to various controllable
attributes or aspects, such as summary length and coverage of specific topics [11, 12, 26, 27, 28]. The
primary distinction between controllable summarization datasets and PersonalSum lies in the method
of controlling the summaries. The former employs explicitly given attributes to guide the generation
of summaries, ensuring that these control factors are clearly present in the dataset. In contrast, the
personalized news summary dataset proposed in this paper is based on users annotating points of
interest within the articles they read. The personalized factors in this dataset are implicit, making
them more closely aligned with user interests as reflected in real-world scenarios.

The third category of datasets for textual summarization (e.g. Amazon Reviews [13]) focuses on
generating personalized reviews by considering a series of discrete attributes of a given product, which
is often an important part of recommender systems [15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. Different
from generic summarization datasets, this dataset category usually contains various personalized
information, e.g., ratings, user and product IDs, and history text, etc. The difference between
personalized review summarization and personalized news summarization is that the former often
contains user sentiment information. Further, in specific domains, the vocabulary in user reviews
tends to be relatively limited. For example, the vocabulary used to describe a movie or a song is not
typically used to describe an electronic product, and vice versa. News summaries, on the other hand,
often focus on facts and are expressed in a relatively neutral manner, rarely incorporating personal
emotions.

To the best of our knowledge, the most similar dataset to this paper is called PENS, which is used
for personalized headline generation [14]. Headline generation is a special case of abstractive text
summarization where the goal is to create a concise, often single-sentence "summary" highlighting
one key fact of a news article. In contrast, the summaries in PersonalSum may contain two or more
user interested points that reflect different perspectives on the news. Furthermore, in PersonalSum,
the sources, a feature that is absent in the other two personalized summarization datasets, can be
utilized for various analyses, such as reflecting the user’s information extraction habits, serving as a
reference for model interpretability, and extracting user interests. A comparison among representative
summarization datasets is shown in Table 1.

3 PersonalSum

In this section, we detail our PersonalSum dataset from the perspective of data preparation and
collection, while ensuring annotation quality for personalized summarization.

3.1 Dataset construction

The data collection process requires iterative efforts, primarily involving 3 stages, as detailed below.

Stage 1: Construction of generic summaries. In the initial stage, we carefully selected 465
news articles evenly distributed across 10 categories, provided by Schibsted?, an international
media company. We then developed a data annotation platform and recruited three Norwegian
native-speaking students for this task. The students were instructed to revise the GPT-4 generated
summaries, emphasizing language fluency, factual consistency, and coherence with the given article
while maintaining the focus of the machine-generated summaries. Meanwhile, the students were also
asked to highlight sentences from the given news article indicating sources of the summary. After
that, each summary was cross-checked by two distinct students with 100% internal agreement. In
addition to this, each article was paired with multiple question-answer (QA) sets related to the article
content, serving as a component of the quality control process during the second phase.

Stage 2: Construction of personalized summaries. In this stage, we recruited annotators from
Amazon Mechanical Turk for personalized summarization tasks. First, we instituted a qualification
process to assess the suitability of workers for the annotation task. A questionnaire, encompassing
fluency in Norwegian, demographic information, news consumption habits, areas of interest, and
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gender, was administered, allowing us to filter potential workers based on different criteria. Workers
without fluent Norwegian knowledge were filtered out. To ensure that each user has certain historical
data for later analysis and to ensure the diversity of annotations per article, we then decided to include
three articles in each HIT3, with each HIT assigned to at least three different annotators. Detailed
instructions were provided to guide workers through the annotation process, emphasizing the creation
of concise and informative summaries aligned with the annotator’s own preferences and interests,
while also providing the source of the summary in the given article. Further, workers were instructed
to choose the correct question-answer pair related to the given article from three options to assess
comprehension and validate annotations. HITs without a passing rate of 2/3 on the single-choice
questions were automatically rejected. Other automatic filtering rules include that the source should
come directly from the article, the summary length should not be less than 50 words, and the task
duration should not be less than 5 minutes based on the statistics of the time peoples used per reading
session in [1], among others, to pre-control the data quality. Considering the market salary level,
annotators were compensated $6 USD per approved HIT, reflecting an hourly rate of $18 USD, with
a projected completion time of 30 minutes per task.

Stage 3: Post quality control. After checking randomly sampled data, we found that a considerable
proportion of the collected summaries did not meet the collection standards. They either lack semantic
coherence, are irrelevant to the given source, or are annotated in other languages such as English.
Inspired by recent work that leverages LLMs as evaluators [27], we utilized OpenAl GPT-3.5-Turbo
with few-shot prompting to evaluate the annotated summaries from the perspectives of Coherence,
Consistency, and Relevance. In addition to evaluating the coherence of summaries and news articles
based on existing work, we especially evaluated the relevance between summaries and sources.
Specifically, we score relevance from 0 to 1 according to the relevant scale between the summary and
its source. Annotations with a relevance score of less than 0.8 were set aside for human evaluation.
For the remaining annotations with a relevance score greater than 0.8, a random sample of 10 percent
was taken for human evaluation to estimate the accuracy of the LLM results. This is a very effective
way to control the annotation quality. One concern raised during the post-quality control process is
that certain sources include only a part of the content of the summary, rather than the entirety. This
situation is commonly seen when the relevant score is greater than 0.8. In this context, we reached a
consensus that as long as the source effectively conveys the main points within the summary, it is
considered qualified. After the second phase of the first round, only 668 annotations out of 1,395 met
the collection criteria. Based on a spot check of the evaluation results, we found that GPT-3.5-Turbo
can achieve 98% accuracy for data with a relevance score greater than 0.8, and 95% accuracy for
evaluations less than 0.8. We then iterated through stages 2 and 3 until the predefined evaluation is
satisfied or we reach the budget limit. The prompt used for evaluation is shown in the supplementary
material. We use one-shot prompting to control the format of the returned results.

3.2 Statistical analysis

This section introduces the basic statistics of PersonalSum, covering: 1) annotators, articles, and
summaries; 2) the differences between personalized and machine-generated summaries.

After the data collection process described in Section 3.1, we collected a total of 1099 personalized
summaries from 441 news articles annotated by 39 distinct Amazon Turkers. Figure 1(a)-1(d)
shows the distributions of the annotators based on their gender, age, reading habits and occupation.
These distributions indicate that the annotators come from diverse demographic groups, allowing
the annotated summaries to represent the perspectives of ordinary people to some extent. Figure 1
(e)-1(g) present basic statistics from the article perspectives. In Figure 1(h) and 1(i), we present the
distributions of qualified annotated summaries per worker and the time consumed per annotation.

Figure 2(b) shows that machine-generated summaries are relatively longer than human-annotated
ones, but we believe this should not be a major difference since LLMs can generate shorter summaries
with different sampling strategies. To illustrate the distribution of summary sources within its given
news article, we evenly divided the article into five parts based on the number of sentences, labeling
them 1, 2, 3, 4, and 5 from the beginning to the end. Each sentence’s source was then identified
according to its corresponding part of the article. If multiple sentences originate from the same part,
they were counted only once. In Figure 2(a), it can be seen that a considerable number of machine-

3In our task, a HIT is one task assigned to an annotator that contains three qualification tests and three
different news articles for annotation.
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Figure 1: (a)-(d) shows annotator demographics, including gender, age, reading habits, and occupation.
(e)-(g) cover annotation categories and counts. (h) and (i) display the distribution of qualified
summaries per worker and time spent per annotation.
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Figure 2: (a) The distribution of sources of machine-generated summaries and human-annotated
personalized summaries. (b) The distribution of average words per machine-generated summary and
human-annotated summary.

generated summaries originate from the first part of the article. In contrast, the manually annotated
summaries are relatively evenly distributed across various parts of the article. This discrepancy may
arise because most existing summary datasets use the abstract, typically located at the beginning of the
news article, as the ground truth. This observation also indicates that users’ focus is diverse and not
limited to the initial section of the article. Further, we analyzed the distribution of different annotation
sources for the same article. Out of 441 articles, 52 had only one annotation, 36 had different user
summaries originating from the same article part(s), and 353 had annotations from different parts of
the article. Notably, the sources for these 36 articles were inconsistent at the sentence level.

4 Experiments

4.1 Models and evaluation metrics

Considering the limitations of language and data size in PersonalSum, we tested our dataset on four
LLMs across different architectures and model scales, namely OpenAI GPT-3.5 Turbo?, Llama3-

*https://platform.openai.com/docs/models/gpt-3-5-turbo
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instruct®, Google Gemini-1.0-pro®, and NorwAI-Mixtral-8x7B-instruct’. All of the selected models
are reported to support Norwegian prompting and complex tasks. We benchmarked GPT-3.5-Turbo,
Gemini-1.0-pro and NorwAI-Mixtral-8x7B-instruct in zero-shot (for generating generic summaries)
and 2/5/10-shot prompting with Norwegian prompts®. For all tested LLM:s in this paper, we sampled
with a temperature of 0.3, following the work of Wu et al.[29]. We evaluated the Llama3-Instruct
model using 2-shot prompting and observed that, aside from producing generic summaries, it often
generated English summaries for longer Norwegian prompts. This led to significantly lower test
results compared to generic summaries. The subpar performance may be due to the limited Norwegian
data in the Llama3 pre-training dataset or suboptimal prompt design. Therefore, we chose not to test
it with other prompt settings.

We present the performance of PersonalSum on several representative summarization metrics:
ROUGE-1/2/L [30], and BERTScore (F1) [31]°. Inspired by Maynez et al.[32], who used an
entailment score to measure the factuality of generated text compared to human-written text in
abstractive summarization, we adopted an entailment model [33]'% pretrained on NorBERT [34]
to assess the entailment relationship between the generated summaries and the human-annotated
personalized summaries in the PersonalSum dataset. Specifically, we consider a generated summary
to successfully capture the annotator’s interests if it entails any part of the human-written summary
for the corresponding news article. Based on the same work, we calculated the entailment score as
the summation of the ratio of support and neutral, as the contradict ratio means that the generated
summaries violate the human-written golden summaries. Due to page limits, we only report the
best performance of different promptings. The final performances are reported as the average of test
results over 5 runs. For the complete evaluation results, please refer to the supplementary materials.

4.2 Data preprocessing and prompting

To investigate the impact of three factors, entity/topics, story plots, and article structure, on users’
personalized summarization behavior, we utilize GPT-40'!, which we found to have superior accuracy
in Named Entity Recognition (NER) and the ability to extract simple plot components from given
news articles. Specifically, we use GPT-40 to: 1) extract NEs from news articles, summaries, and
sources, and 2) extract plot components including event storyline, event cause and event result from
news articles. We then compare the user-annotated sources with the article plot to identify which plot
components the user highlights in the summary'2. To investigate article structures, we project the
worker summary source distribution from Section 3.2 as the worker interested position distribution.

4.3 Evaluation results

We report the experimental results of different models using 2-shot prompting in Table 2, where
Generic refers to generating a summary from the input article without incorporating the user’s
historical data, with the prompt not accounting for specific factors. Direct implies that the prompt
does not explicitly include these factors, but it still utilizes the user’s previous history. Plot, Entity,
and Position indicate that the model prompt is tailored to focus on these particular factors from the
user’s historical data, with n-shot prompting including this pre-extracted information. The "+" symbol
signifies a combination of factors, such as Entity+Plot, which considers both. All indicates that the
prompt instructs the model to account for all relevant factors when generating the summary. We can
observe that incorporating the user’s historical annotations and personalized factors into the prompt
slightly improved the generated results. However, BERTScore struggled to effectively distinguish
between different prompt generation results. This may be because most generated summaries convey
similar meanings but vary in focus or details. As BERTScore relies on semantic similarity, it loses
its advantage in such cases. Besides, through a horizontal comparison of the results generated by

Shttps://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct

®https://console.cloud.google.com/vertex-ai/publishers/google/model-garden/gemini-pro?pli=1

"https://huggingface.co/Norw Al/Norw AI-Mixtral-8x7B-instruct

8We also tested the performance of different models using English prompts, but all results were lower than
those using Norwegian prompts.
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I2We present our prompts of NER and plot extraction in the supplementary materials.
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Table 2: 2-shot experimental results of different LLMs on PersonalSum. Best results are on bold and
the second best results are underlined.

Models ‘ Metrics ‘ Generic  Direct Entity Plot Position  Entity+Plot Entity+Position Plot+Position All

Rouge-1 37.90 38.01 37.56 36.90 37.93 37.93 38.03 38.16 38.43

& +14.73 +14.82 +15.23 +16.25 +£15.38  +15.36 +15.10 +15.43 +15.22

R 5 17.00 17.17 16.89 16.55 17.05 17.06 17.27 17.20 17.47

GPT-3.5 | ~ouse +13.04 +£13.19 £13.22 +13.52 £13.41  +13.27 +13.48 +13.71  £13.65
Turbo

Rouge-L 26.84 27.16 26.85 26.28 27.15 26.96 27.37 27.37 27.45

& +13.10 +13.13 +13.31 +14.05 +13.65 +13.49 +13.53 +13.74 +13.71

BERTScore 75.00 75.16 74.76 74.64 74.98 75.00 75.02 75.20 75.20

| 1539  +5.30 +£5.72 4+6.14 +5.79 +5.64 +5.62 +5.64 +5.60

Rouge-1 35.21 35.67 35.30 35.45 35.42 35.60 3591 35.62 35.47

& +13.51 +14.09 +13.46 +13.45 +13.97 +13.89 +14.03 +14.05 +13.87

R 5 14.32 14.76 14.27 14.37 14.55 14.42 14.88 14.70 14.59

Gemini | Rouge- +11.14 +£11.60 £11.09 £11.02 £11.51 £11.34 +11.70 +11.62  £11.43
1.0 Pro

Rouge-L 25.21 25.75 25.18 25.57 25.46 25.55 25.86 25.53 25.27

e +11.86 +12.52 +11.82 +11.91 +12.22  +12.17 +12.38 +12.33 +11.90

BERTScore 74.52 74.74 74.42 74.56 74.49 74.63 74.53 74.54 74.41

+5.07 +5.24 +5.02 +5.01 +5.28 +5.14 +5.36 +5.28 +5.28

Rouge-1 33.88 34.14 34.01 33.83 33.96 34.15 33.81 34.24 34.29

& +12.62 +13.54 +13.58 +£13.42 +£13.31  +13.60 +13.49 +13.88 +13.66

NorwAl- R 5 13.36 13.66 13.77 13.56 13.69 13.75 13.62 13.77 13.89

Mixtral- | “OUES +10.43 £11.13 =£11.00 =+11.13 £10.95 £11.05 +10.96 +11.26 +11.03
8x7B-

instruct 23.58 24.12 24.03 23.99 24.01 24.16 24.04 24.04 24.13

5 Rouge-L Tt e

+10.49 +11.49 +11.38 +11.55 +11.18 +11.51 +11.26 +11.73 +11.28

BERTScore 73.51 73.69 73.79 73.79 73.84 73.78 73.75 73.77 73.95

+4.72 +4.95 +4.94 +4.92 +4.82 +5.09 +4.94 +4.98 +4.87

2/5/10-shot prompting, we found that as the number of user’s historical annotations in the prompt
increases, performance decreases. The possible reason is that the user’s annotation data contains
scattered features of interest. For example, if a HIT includes both content the user is interested in and
content they are not, the user pays attention to different details and reads the article more deeply for
the former, as shown in the sources provided. For the latter, the user tends to read only the beginning
or end and provides a general summary.

Through data analysis, we discovered that since articles in each HIT were randomly assigned during
data collection, only a small portion of articles within HITs share overlapping entities. As a result,
the historical records in the prompt become less relevant to the entity and fail to reflect scenarios
where users may focus on specific entities. To better simulate varying user interests in entities, we
collected a targeted dataset called Topic-centric PersonalSum, as described in the following section.

5 Topic-centric PersonalSum

Experimental design. For data collection, we initially grouped articles by identical entities. We
observed that many extracted NEs were numbers, publishers, and media brands, which were not
indicative of user interest. To enhance the possibility that articles contain shared entities other than
invalid ones, we set the minimum number of overlapping NEs in articles within the same HIT to
3. Due to budget constraints, we curated 141 HITs following the steps outlined in Section 3.1.
Differently, we assigned each HIT to two distinct annotators. Finally, we collected 276 personalized
summaries for 72 articles. Among these, 68 articles received at least 2 annotated summaries from
distinct annotators, while only 4 articles had a single annotation.

Results and analysis. We conducted the same experiments as described in Section 4 on Topic-centric
PersonalSum. Experimental results using 5-shot prompting are shown in Table 3'3. We can observe
the following. First, all personalized results outperform the generic summaries, demonstrating that our
data is effectively personalized and captured by different models across various dimensions. Further,

3Please see supplementary materials for the statistics and the complete experimental results of the Topic-
centric PersonalSum.



Table 3: 5-shot experimental results of different LLMs on Topic-centric PersonalSum. Best results
are on bold and the second best results are underlined.

Models | Metrics | Generic ~ Direct  Entity Plot  Position Entity+Plot Entity+Position Plot+Position  All
Rouge-1 37.61 39.75 39.68 40.22 39.39 39.10 38.68 39.31 39.96
& +13.70 +£13.86 £13.79 +14.55 £13.74  +14.19 +13.60 +14.37  £13.95
R 5 16.95 18.13 18.58 18.62 17.90 17.81 17.65 18.06 18.71
GPT-3.5 | ~ouse +11.83 +12.44 412,11 +12.80 +£12.20 +12.25 +11.90 +12.85  +12.33
Turbo
R L 26.74 27.86 28.08 28.49 27.99 27.25 27.27 27.91 28.63
ouge +12.00 +12.34 +£12.37 +13.12 +12.46 +£12.54 +11.76 +12.91  +12.72
BERTScore 75.05 75.64 75.57 75.77 75.55 75.60 75.52 75.56 75.90
+5.05 +£5.04 £5.23 +5.38 £5.13  £5.06 +5.00 +5.17 +5.19
Rouge-1 35.87 37.35 37.54 36.96 37.81 38.04 36.40 37.50 37.61
& +13.25 +£13.20 +13.49 +13.39 £13.27 +13.44 +13.12 +13.56 +13.02
Rouge-2 14.94 15.63 15.98 15.11 15.95 15.91 14.85 15.57 15.74
Gemini ug +11.14 +10.84 +11.32 +10.87 +£10.99 +11.20 +10.73 +11.42  +10.98
1.0 Pro
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Figure 3: Experimental results showing improvements in the ROUGE-1 score from personalized
prompting compared to generic summaries using GPT-3.5 Turbo for each worker. The X-axis
represents worker IDs, and the Y-axis represents the ROUGE-1 score improvements.
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Event Storyline (<s>), Event Result (<e>) NM-sluttspillet, Storhamar, Valerenga, Axel Sundberg, Martin Rgymark, Tobias Breivold, Jgrgen Karterud, Stefan
Espeland, semi Etter kampen, 5-1, den sjette kvartfinalen, Sommartider, Stavanger Oilers, Evan
T — Buitenhuis, Oilers, Trym Gran, Lillehammer, Jeppe Meyer, Andreas
har for i om at det fgrste kommer i 2023 og at Worker summary:
renten vil °Ve"5"€e 0,5 prosent da. Ingen forventer rentehopp [ 2021, og et flertall tror heller ikke pa Stavanger Oilers vant 2-1 mot Vilerenga etter forlengning, med Bryce Gervais som matchvinner i klubbens
12022. Den har veert sterkere enn ventet bade i april og mai, jubileumskamp i DNB Arena. Tidligere i kampen hadde Dennis Sveum gitt Stavanger ledelsen, mens Thomas
med kjerneinflasjonen i mai som den sterkeste arlige oppgangen siden 1992 pé 3,8 prosent. Dette Olsen utlignet for Vlerenga for forlengningen. Samtidig vant Storhamar hele 10-0 over Griiner i Oslo.
er langt over sentralbankens mal pé 2 prosent, men Fed har &pnet for at inflasjonen kan overstige
malet midlertidig. Sentralbanken forventer at den sterke prisveksten vil avta, med Generated Generic summary:
gjenapningseffekter, hgyere ravarepriser og flaskehalser p3 tilbudssiden som bakgrunn for Stavanger Oilers slo Vilerenga 2-1 etter forlengning, med Bryce Gervais som matchvinner. Storhamar vant hele
oppgangen.. 10-0 over Griiner, mens Frisk Asker og Sparta ogsa tok seire i sine kamper.
Generated Generic summary: Generated summary with Entity factor:
Federal Reserve planlegger to rentehopp innen utgangen av 2023 og gker anslaget pa inflasjonen til Stavanger Oilers vant 2-1 over Vilerenga etter ing, med Bryt is som inner. Storhamar
3,4 prosent  2021. ey e nzer null, men signaliserer en ED dominerte med en 10-0 seier over Griiner, der Tommy Hjelm og Patrick Thoresen begge scoret to mal. Frisk Asker

politikken. Analytikere har fokusert pa hva Fed vil si om nedtrapping av obligasjonskjgp, mens snudde kampen og slo Lillehammer 4-3, mens Sparta knuste Ringerike 10-4 pé bortebane.

rentekomiteen forventer at fgrste rentehopp kommer i 2023.

(c)

Generated summary with Plot factor:

Federal Reserve, den amerikanske to inger innen utgangen av Extracted Plots from news articles: . o .
2023 og gker anslaget for inflasjonen til 3,4 prosent i 2021. Sentralbanken har signalisert en endring ;S:De" ar"tér;':]azr*lste/;:ntralhannn ser for seg to rentehopp i Igpet av 2023, og gker anslaget p4 inflasjonen til
i politikken og pien ing. Prisveksten i USA har vaert sterkere enn Gol et s T . .

| mai al Kemeinfl { 1992,
ventet, med kjerneinflasjonen pa sitt hgyeste niva siden 1992,(<s>) men Fed tror den vil vaere ;j::;'x:' hakde Ushs Kemeinflesjon sin sterkeste drllge oppgang siden 1952, med en vekst pd 3.8
forbigdende.gkonomien forventes  vokse med 7,0 prosent i &r, mens arbeidsledigheten forventes tror ogs4 den i ien vil vokse 7,0 prosent i &r, opp fra deres tidligere
& veere pd 4,5 prosent. Brsindeksene | USA reagerte negativt pé rentebeslutningen, med S&P 500- estimat pa 6,5 prosent.</s> <e>Estimatet p arbeidsledigheten var det samme som fr: 4,5 prosent.</e>
indeksen ned 0,28 prosent fgr beslutningen og ytterligere fall etterpa.(<s>) <s>Den brede S&P 500-indeksen var for eksempel ned 0,28 prosent for dagen.</s>

(a) (b)

Figure 4: (a) The plot information concerned in the 5-shot historical annotated summaries of Worker
3, the generic summary, and the summary with the prompt including the annotator’s plot information.
(b) The article’s plot data is extracted by GPT-4o0. For clarity, we only include the original information
relevant to the generated summaries for Worker 3. (c) The entities that appear in the 5-shot historical
annotations of Worker 1, the user-annotated summary, the generic summary, and the summary with
the prompt including the annotator’s entity details. All generated summaries are from GPT-3.5-Turbo.

explicitly incorporating diverse factors into the prompt influences the model’s output to varying
extents. We also observe that 5-shot prompting yields the best results across all models, whereas
10-shot prompting performs worse than 2-shot prompting. This indicates that when generating
personalized summaries, it is crucial to balance the number of input user history records. Compared
with Section 4.3, although the best results appear with different few-shot prompting methods, we
can still see that an excessive amount of user history data introduces noise to the pre-trained models,
adversely affecting the generation outcomes. The superior experimental results on Topic-centric
PersonalSum may demonstrate that it exhibits more pronounced user annotation characteristics
compared to PersonalSum.

To gain a more comprehensive understanding of how different factors impact the models, we in-
vestigated the performance from the user side. Figure 3 shows the experimental results of the
improvements in the ROUGE-1 score from personalized prompting compared to generic summaries
using GPT-3.5 Turbo for each worker, based on Table 3. From the differences in improvement, we
selected two instances for further analysis: one from worker 1, who showed a higher improvement,
and one from worker 3, who showed reduced performance. This analysis aims to have a hint on the
impact of various factors. As shown in Figure 4(a) and 4(b), Worker 3 is interested in event storylines
which could be details of the event, and event results. When the model is prompted to generate a
summary with a storyline, it introduces additional descriptions about 1992 that align with the user’s
annotations, compared to the generic summary. However, it also includes descriptions of the S&P 500
index, which were not annotated by the user. In Figure 4(c), when the model is prompted to generate
a summary considering Worker 1’s previously annotated NEs, apart from the entities highlighted in
purple that match the annotated summary, the model also includes the entity "Lillehammer" which
appears in the user’s history.

6 Human Evaluation

We recruited three well-educated Norwegian native colleague students to evaluate model generated
summaries (including generic, direct and all factors) of three models (GPT3.5-turbo, Gemini, and
NorwAI-Mixtral-8x7B-instruct) using 5-shot prompting with human written summaries. Considering
the time and cost limit, we randomly selected 50 samples from PersonalSum for evaluation. The
detailed instructions to the evaluators are shown in Figure 10 in the supplementary materials.

We adopted Fleiss’ kappa (k) to measure Inter-rater Agreement among the three raters for each
evaluation metric and model. The results are shown in Table 4. The Fleiss’ kappa score shows that all



Table 4: Human evaluation results on the quality of personalized summaries generated by LLMs.

Models Consistency / Fleiss’ kappa Coherence / Fleiss’ kappa

Generic Direct All Generic Direct All
GPT-3.5 Turbo 4.03/0.96 4.02/0.91 4.05/0.91 4.78 /0.86 4.77/0.80 4.70/0.86
Gemini 1.0 Pro 3.95/0.83 4.01/0.73 4.03/0.86 4.69/0.82 4.74/0.82 4.67/0.98
NorwAlI-Mixtral-8x7B-instruct 3.81/0.82 3.87/0.71 3.99/0.83 4.53/0.66 4.5970.83 4.63/0.77

evaluation results achieve substantial or almost perfect agreement [35]'*. From the Table, we can
see that while the generic summary preserves much of the content from the user-annotated summary,
the summary generated using prompts that explicitly include entities, news plots, or news article
structure preference aligns more closely with the user’s personalized content needs. In addition, after
analyzing the issues present in the generated summaries provided by the raters, we observed that
for GPT3.5-Turbo and Geminil.O-pro, the primary challenges are "2. excessive detail", followed by
"1. a focus on different topics" and "4. divergent plot emphasis". In contrast, the primary issues for
NorwAI-Mixtral-8x7B-instruct involve "1. a focus on different topics", followed by "4. divergent
plot emphasis" and "5. incomplete outputs".

7 Concluding remarks

From the experimental results on both datasets, we observe the following: 1) Entities play a crucial
role in personalized summarization. Despite the similarity or interconnectedness of topics in many
HITs articles in the Topic-centric dataset, solely considering the entity factor in few-shot scenarios
may not maximize improvement. Plot and article structure could also be among the myriad factors
affecting the user’s personalized summary. 2) Through the analysis of individual use cases, we found
that there are many details in the user’s personalized summary, which are often ignored by expert
writers and journalists when writing summaries. This is reasonable because professional writers and
journalists often extract the main points and salient content to meet the needs of the public. However,
we argue that the uniqueness of each individual should not be ignored. (3) Limitations of our work
include an insufficient amount of data for model training and the workers were not able to select
articles to annotate themselves.

The rich properties of PersonalSum enable its use across various applications, such as evaluating the
explainability and factuality of document-grounded question-answering systems and news summa-
rization models, exploring information extraction characteristics, and uncovering the general public’s
implicit interests. Furthermore, it provides an opportunity to delve into a comparative analysis of
machine-generated summaries and those annotated manually. This diverse range of applications
underscores the versatility and potential of the dataset in advancing research in these areas.

8 [Ethical Statement

Prior to the annotation process, all participants were informed about the purpose and intended use of
the data they provided. Annotators were given the option to select "prefer not to say" to ensure they
feel comfortable sharing personal information. Sensitive data, such as age and occupation, was used
solely for statistical purposes and will not be shared or used beyond the scope of the study outlined in
this paper. This ensures that participants’ identities remain unidentifiable through the annotated data.
Also, each users were given all necessary information about the extents of our study, hence ensuring
transparency.

To achieve a diverse representation of users, we collected annotations from various age groups,
including those under 25 and over 35, since the majority of annotators were aged 25-34. While
biases may arise if users’ preferences do not align with the assigned news articles, capturing user
subjectivity is one of our goals, as it reflects real user behavior and personal perspectives.

We emphasize that this work focuses on exploring the capability of LLMs to generate personalized
summaries rather than defining users by their traits or personalities, thus respecting privacy and
avoiding unwarranted generalizations. The code and dataset used for data collection and experiments
in this paper have been made publicly available on GitHub for reproducibility purposes.

"“https://www.ncbi.nlm.nih.gov/books/NBK 92287 /table/executivesummary.t2/?report=objectonly
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