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Abstract

Object-centric learning aims to represent visual data with a set of object entities
(a.k.a. slots), providing structured representations that enable systematic generaliza-
tion. Leveraging advanced architectures like Transformers, recent approaches have
made significant progress in unsupervised object discovery. In addition, slot-based
representations hold great potential for generative modeling, such as controllable
image generation and object manipulation in image editing. However, current
slot-based methods often produce blurry images and distorted objects, exhibiting
poor generative modeling capabilities. In this paper, we focus on improving slot-to-
image decoding, a crucial aspect for high-quality visual generation. We introduce
SlotDiffusion — an object-centric Latent Diffusion Model (LDM) designed for both
image and video data. Thanks to the powerful modeling capacity of LDMs, SlotD-
iffusion surpasses previous slot models in unsupervised object segmentation and
visual generation across six datasets. Furthermore, our learned object features can
be utilized by existing object-centric dynamics models, improving video prediction
quality and downstream temporal reasoning tasks. Finally, we demonstrate the
scalability of SlotDiffusion to unconstrained real-world datasets such as PASCAL
VOC and COCO, when integrated with self-supervised pre-trained image encoders.
Additional results and details are available at our website.

1 Introduction

Humans perceive the world by identifying discrete concepts such as objects and events [88], which
serve as intermediate representations to support high-level reasoning and systematic generalization of
intelligence [24]. In contrast, modern deep learning models typically represent visual data with patch-
based features [ 14, 28], disregarding the compositional structure of scenes. Inspired by the human
perception system, object-centric learning aims to discover the modular and causal structure of visual
inputs. This approach thus holds the potential to improve the generalizability and interpretability of

Al algorithms [50, 80]. For example, explicitly decomposing scenes into conceptual entities facilitates
visual reasoning [8, 12, 13] and causal inference [80, ]. Also, capturing the compositional structure
of the world proves beneficial for both image generation [83, 90] and video prediction [ 100, ].

However, unsupervised object-centric learning from raw perceptual input is challenging, as it requires
capturing the appearance, position, and motion of each object. Earlier attempts at this problem usually
bake in strong scene or object priors in their frameworks [19, 40, 55, 56], limiting their applicability
to synthetic datasets [5, 42]. Later works extend the Scaled Dot-Product Attention mechanism [94]
and introduce a general Slot Attention operation [60], which eliminates domain-specific priors. With
a simple input reconstruction objective, these models learn to segment objects from raw images [60]
and videos [46]. To date, state-of-the-art unsupervised slot models [83, 84] have shown promising
scene decomposition results on naturalistic data under specialized scenarios such as traffic videos.

Despite tremendous progress in object segmentation, the generative capability of slot-based methods
has been underexplored. For example, while the state-of-the-art object-centric model STEVE [84]
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is able to decompose complex data into slots, it reconstructs videos with severe object distortion
and temporal inconsistency from slots [100]. Moreover, our own experiments reveal that all popular
slot models [46, 60, 83] suffer from low slot-to-image decoding quality, preventing their adoption in
visual generation such as image editing. Therefore, the goal of this work is to improve the generative
capacity of object-centric models on complex data while preserving their segmentation performance.

We propose SlotDiffusion, an unsupervised object-centric model with a Latent Diffusion Model
(LDM) [73] based slot decoder. We consider slots extracted from images as basic visual concepts
(i.e., objects with different attributes), akin to text embeddings of phrases from sentences. The LDM
decoder learns to denoise image feature maps guided by object slots, providing training signals for
object discovery. Thanks to the expressive power of diffusion models, SlotDiffusion achieves a better
trade-off between scene decomposition and visual generation. We evaluate our method on six synthetic
and three real-world datasets consisting of complex images and videos. SlotDiffusion improves object
segmentation results and achieves significant advancements in compositional generation. Crucially,
we demonstrate that SlotDiffusion seamlessly integrates with recent development in object-centric
learning, such as dynamics modeling [100] and the integration of pre-trained image encoders [81].

Our main contributions are as follows: (i) SlotDiffusion: a diffusion model based object-centric
learning method. (ii) We apply SlotDiffusion to unsupervised object discovery and visual generation,
where it achieves state-of-the-art results across both image and video datasets. (iii) We demonstrate
that our learned slots can be directly utilized by the state-of-the-art object-centric dynamics model, im-
proving future prediction and temporal reasoning performance. (iv) We further scale up SlotDiffusion
to real-world datasets by integrating it with a self-supervised pre-trained image encoder.

2 Related Work

In this section, we provide a brief overview of related works on unsupervised object-centric learning
and diffusion models, which is further expanded in Appendix B.

Unsupervised object-centric learning aims to discover the underlying structure of visual data and
represent it with a set of feature vectors (a.k.a. slots). To achieve unsupervised scene decomposition,
most methods use input reconstruction as the training signal. Earlier works often perform iterative
inference to extract object slots, followed by a CNN-based decoder for reconstruction [6, 17, 23, 40,

, 56]. AIR [19] and SQAIR [48] use a patch-based decoder to decode each object in a canonical
pose, and then transform them back to the original position. Slot Attention [60] and SAVi [46] adopt
the spatial broadcast decoder [97] to predict the RGB images and segmentation masks from each slot,
which are combined via alpha masking. However, the per-slot CNN decoder limits the modeling
capacity of these methods to synthetic datasets [5, 42]. Recently, SLATE [83] and STEVE [84]
proposed a Transformer-based slot decoder. They first pre-train a dVAE to tokenize the input, and
then train the slot-conditioned Transformer decoder to reconstruct patch tokens in an autoregressive
manner. The powerful Transformer architecture and the feature-level reconstruction target enable

them to segment naturalistic images and videos [79, 81, 85]. However, as observed in [83, ], the
slot-to-image reconstruction quality of Transformer decoders is low on complex data, sometimes
even underperform CNN decoders. In this work, we leverage diffusion models [34, 73] as the slot

decoder, which runs iterative denoising conditioned on slots. Thanks to their expressive power, our
method not only improves scene decomposition, but also generates results with higher visual quality.

Diffusion models (DMs) [34, 87] have recently achieved tremendous progress in image genera-
tion [11, 64, 71, 77], showing their great capability in sample quality and input conditioning. The
generative process of DMs is formulated as an iterative denoising procedure from Gaussian noise
to clean data, where the denoiser is typically implemented as a U-Net [74]. However, the mem-
ory and computation requirements of DMs scale quadratically with the input resolution due to the
self-attention layers in the U-Net. To reduce the training cost, LDM [73] proposes to first down-
sample images to feature maps with a pre-trained VAE encoder, and then run the diffusion process in
this low-resolution latent space. LDM also introduces cross-attention as a flexible mechanism for
conditional generation. For example, text-guided LDMs [73] perform cross-attention between text
embeddings and U-Net’s feature maps at multiple resolutions to guide the denoising process. In this
work, we adopt LDM as the slot decoder due to its strong generation capacity, where the conditioning
is achieved by cross-attention between the denoising feature maps and the object slots.

While conventional DMs excel in controllable generation such as image editing [3 1, 44] and composi-
tional generation [57, 75], they often require specific supervision such as text to guide the generation



Figure 1: SlotDiffusion architecture overview. Given an initial frame of a video we initialize slots from a set

of learnable vectorSy, and perform Slot Attention with image features to update object Stot®uring training,

a U-Net denoiser predicts the noiseadded to the image tokems conditioned on slots via cross-attention. The
entire model is applied recurrently to all video frames with a Predictor initializing future slots from current step.

process. In contrast, SlotDiffusion discovers meaningful visual concepts from data in an unsupervised
manner, which can be used for controllable generation as will be shown in the experiments.

Concurrent work. Recently, Jiang et aJ41] also employ LDM in object-centric learning. However,

they utilize an image tokenizer pre-trained on external datasets, while all components of our model
are trained purely on target datasets. Moreover, their work only evaluates on images, while we test
SlotDiffusion on both images and videos. In addition, we combine our model with recent development
in object-centric learning, showing our potential in dynamics modeling and handling real-world data.

3 SlotDiffusion: Object-Oriented Diffusion Model

In this section, we describe SlotDiffusion by rst reviewing previous unsupervised object-centric
learning methods (Section 3.1). Then, we introduce our slot-conditioned diffusion model decoder
(Section 3.2). Finally, we show how to perform compositional generation with the visual concepts
learned by SlotDiffusion (Section 3.3). The overall model architecture is illustrated in Figure 1.

3.1 Background: Slot-based Object-Centric Learning

Unsupervised object-centric learning aims to represent a scene with a set ostdt@eithout object-
level supervision. Here, we review the SAVi famil{d 84] as they achieve state-of-the-art object
discovery on videos. SAVi builds upon Slot Attentic#] and runs on videos in a recurrent encoder-
decoder manner. Giveh input frames x g/, , SAVi rst leverages an encoder to extract per-frame
features, adds positional encodings, and attens them into a set of végters ¢nx;) 2 RM  Denc,
Then, the model initializedl slotsS; 2 RN Pt from a set of learnable vectors£ 1), and updates
them with Slot Attention a$; = fsa(St;ht). fsa performs soft feature clustering, where slots
compete with each other to capture certain areas of the input via iterative atteldfiod achieve
temporally aligned slots, SAVi leverages a Transformer-based predictor to initilize 2) as

St = fped St 1). Finally, the model utilizes a decodigec to reconstruct inpux, from slotsS;
and uses the reconstruction loss as training signal. Below we detail the slot déggdstudied

in previous works as we focus on improving it in this paper, and refer the readerd fof more
information about other model components. See Appendix A for gures of different slot decoders.

Mixture-based decoder.Vanilla SAVi [46] adopts the Spatial Broadcast decod&d [consisting of

a stack of up-sampling deconvolution layers. It rst broadcasts eactsskota 2D grid to form a
feature map. Each feature map is then decoded to an RGB iymael an alpha magk {, which
are combined into the nal reconstructed imafye SAVi is trained with an MSE reconstruction loss:

(Ymp) = faee(S): Re= My Y Limage=  fixe  Rii®: )
i=1 t=1
Transformer-based decoder.The above mixture-based decoder has limited modeling capacity as it
decodes each slot separately without interactions. Also, pixel-level reconstruction biases the model
to low-level color statistics, which only proves effective on objects with uniform colors, and cannot



scale to complex data with textured objects. Current state-of-the-art model STEMAUS proposes
to reconstruct intermediate features produced by another netwdrkGiven framex;, STEVE
leverages a pre-trained dVAE encoder to convert it into a sequence of patch tpkerfoigh, ,
which serve as the reconstruction targets for the autoregressive Transformer decoder:

X X
or = FORE(xy); 8} = £35S 080 1); Lioken= CrossEntropfo}; 6):  (2)
t=1 I=1
Thanks to the cross-attention mechanism in the Transformer decoder and the feature-level reconstruc-
tion objective, STEVE works on naturalistic videos with textured objects and backgrounds. However,
the generation quality of the Transformer slot decoder is still low on complex data [83, 1.

3.2 Slot-conditioned Diffusion Model

Object-centric generative modeis 11(] often decompose the generation process to rst predicting
object slots in the latent space, and then decoding slots back to the pixel space. Here, the image-to-slot
abstraction and the slot-to-image decoding are often performed by a pre-trained object-centric model.
Therefore, the generation quality is greatly affected by the scene decomposition result and the slot
decoder capacity. As observed B[ 10(], methods with mixture-based decoders usually generate
images with blurry objects, as they fail to capture objects from complex data. While models with
Transformer-based decoders are better at scene decomposition, they still produce results of low visual
quality. We attribute this to two issuefi) treating images as sequences of tokens ignores their
inherent spatial structuréj) autoregressive token prediction causes severe error accumulation. In
this work, we overcome these drawbacks by introducing diffusion models as the slot decoder, which
preserves the spatial dimension of images, and iteratively re nes the generation results. From now on,
we omitt as the video timestamp, and will only usto denote the timestep in the diffusion process.

Diffusion model. Diffusion models (DMs) §4, 87] are probabilistic models that learn a data
gistributionp (X o) by gradually denoising a standard Gaussian distribution, in the fopn(&f ) =

p (Xo1) dX 1.7, whereX 1.1 are intermediate denoising results. The forward process of DMs is
a Markov Chain that iteratively adds Gaussian noise to the cltgz@lr)(datwhich is controlled by a

pre-de ned variance schedulletgtT:1 .Let =1 rand = ts=1 s, we have:

. P — . P
AX Xt )= N(X¢j 1 Xt 15 ¢l) ) aXijXoe)= N(X¢j  Xoi (1 o)I): ()
During training, a denoisiBg model (X ¢;t) is trained to predict the noise applied to a noisy sample:
X¢=" Xo+ 1 (1 Low =it (X ;1)jj% where ¢ N (0;1): (4)
At inference time, we can start from a random Gaussian noise, and apply the trained denoiser to
iteratively re ne the sample. See Appendix C for a detailed formulation of diffusion models.

SlotDiffusion. Our model consists of the same model components as SAVi and STEVE, while only
replacing the slot decoder with the DM-based one. Inspired by the success of feature-level reconstruc-
tion in STEVE, we adopt the Latent Diffusion Model (LDMj ] as the decoder, which denoises
features in the latent space. This improves the segmentation results with a higher-level reconstruction
target, and greatly reduces the training cost as it runs at a lower resolution. Speci cally, we pre-train
a VQ-VAE [72] to extract feature mags2 R" W DPw from x before training SlotDiffusion:

2= fR(x); R =132(2); Lvo=jix Rjj*+ LPIPSX;®); (5)
wherelLPIPY ;) is the VGG perceptual loss.(0d. In preliminary experiments, we also tried
KL-VAE [73] and VQ-GAN [20] as the image tokenizer, but did not observe clear improvements.

To condition the LDM decoder on slo& we notice that slots are a setNffeature vectors, which
are similar to text embeddings output by language modgis/qJ]. Therefore, we follow recent
text-guided LDMs [73] to guide the denoising process via cross-attention:

¢ = CrossAttention( Q(e); K (S); V(8)): (6)
Here,Q, K, V are learnable linear projectiorsijs an intermediate feature map from the denoising
U-Net , andc is the feature map updated with slot information. An important property of cross-
attention is that the result in E() is order-invariant to the conditional inp8t thus preserving the
permutation-equivariance of slots, which is a key property of object-centric models. In practice, we
perform conditioning after several layers in the U-Net at multiple resolutions. Overall, our model is
trained with a slot-conditioned denoising loss over VQ-VAE feature maps:

20=" 240 O Lew=ji¢ (2ot S)i% where { N (0;1): ()



3.3 Compositional Generation with Visual Concepts

Previous conditional DMs/L, 73, 77] rely on labels such as text to control the generation process.

In contrast, SlotDiffusion is conditioned on slots output by Slot Attention, which is trained jointly
with the DM. We consider each object slot extracted from an image as an instance of a basic visual
concept (e.g., red cube). Therefore, we can discover visual concepts from unlabeled data, and build a
library of slots for each of them. Then, we can compose concepts via slots to generate novel samples.

Visual concept library. We follow SLATE [33] to build visual concept libraries by clustering slots.

Take image datasets for example, we rst collect slots extracted from all training images, and then
apply K-Means clustering to discovir clusters, each serves as a concept. All slots assigned to a
cluster form a library for that concept. On video datasets, we discover concepts by clustering slots
extracted from the rst frame. As shown in our experiments, SlotDiffusion discovers semantically
meaningful concepts, such as objects with different shapes, and different components of human faces.

To generate new samples, we rst seldciconcepts fronK candidates, pick one slot from each
concept's library, and then decode them with our LDM-based slot decoder. To avoid severe occlusions,
we reject slots with object segmentation masks overlapping greater than an mloU threshold.

4 Experiments

SlotDiffusion is a generic unsupervised object-centric learning framework that is applicable to both
image and video data. We conduct extensive experiments to answer the following quéstioas:

we learn object-oriented scene decomposition supervised by the denoising loss of DMs? (Section 4.2)
(ii) Will our LDM-based decoder improve the visual generation quality of slot models? (Section 4.3)
(i) s the object-centric representation learned by SlotDiffusion useful for downstream dynamics
modeling tasks? (Section 4.4y) Can we extend our method to handle real-world data? (Section 4.5)
(v) Can SlotDiffusion bene t from other recent improvements in object-centric learning? (Section 4.6)
(vi) What is the impact of each design choice on SlotDiffusion? (Section 4.7)

4.1 Experimental Setup

Datasets.We evaluate our method in unsupervised object discovery and slot-based visual generation
on six datasets, namely, the two most complex image dat@sdi¥RTeXN43] and CelebA[59)]

from SLATE [33], and four video datasetdOVi-D/E/Solid/TeX25] from STEVE [34]. Then, we

show SlotDiffusion's capability for downstream video prediction and reasoning tasReysion[4].

Finally, we scale our method to unconstrained real-world imagd?ASCAL VOC 201 1] andMS

COCO 201754]. We brie y introduce each dataset below and provide more details in Appendix D.1.

CLEVRTexaugments the CLEVR/[] dataset with more diverse object shapes, materials, and textures.
The backgrounds also present complex textures compared to the plain gray one in CLEVR. We train
our model on the training set with 40k images, and test on the test set with 5k samples.

CelebAcontains over 200k real-world celebrity images. All images are mainly occupied by human
faces, with roughly front-view head poses. This dataset is more challenging as real-world images
typically have background clutter and complicated lighting conditions. We train our model on the
training set with around 160k images, and test on the test split with around 20k images.

MOVi-D/E/Solid/Texconsist of videos generated using the Kubric simulaté}.[Their videos feature
photo-realistic backgrounds and diverse real-world objects, where one or several objects are thrown to
the ground to collide with other objects. We follow the of cial train-test split to evaluate our model.

Physionis a VQA dataset containing realistic simulations of eight physical scenarios, such as dropping
and soft-body deformation. The goal of Physion is to predict whether two target objects will contact
as the scene evolves. Following the of cial protocol, we rst train models to learn scene dynamics
and evaluate the video prediction results, and then perform VQA on the model's future rollout.

PASCAL VOC 2012/MS COCO 20aie real-world datasets commonly used in object detection and
segmentation. They are more challenging than CelebA as the images capture unconstrained natural
scenes with multiple objects of varying sizes. We will denote themi@6 andCOCOfor short.

BaselinesWe compare SlotDiffusion with state-of-the-art fully unsupervised object-centric models.
On image datasets, we ad@lbt Attention(SA for short) p0] and SLATE[83]. On video datasets,
we adoptSAVi[46] and STEVH 84]. They are representative models which use the mixture-based



Figure 2: Unsupervised object segmentation measured by FG-ARI (left), mloU (middle), and mBO (right).
Mixture, Transformer, and Diffusion stand for SA/SAVi, SLATE/STEVE, and SlotDiffusion, respectively.

Figure 3: Visualization of video segmentation results on MOVi-D (left) and MOViI-E (right).

decoder and the Transformer-based decoder. We will introduce other baselines in each task below.
See Appendix D.3 for implementation details of all baselines adopted in this paper.

Our Implementation Details. We use the same image encoder, Slot Attention module, and transition
predictor as baselines, while only replacing the slot decoder with the conditional LDM. We rst
pre-train VQ-VAE on each dataset, and then freeze it and train the object-centric model w(i). Eq.
Please refer to Appendix D.4 for complete training details, and Appendix E.1 for a comparison of
computation requirements of SlotDiffusion and baseline methods.

4.2 Evaluation on Object Segmentation

Evaluation Metrics. Following previous works, we use foreground Adjusted Rand In8€&«ARY)

to measure how well the predicted object masks match the ground-truth segmentation. As pointed
out by [L7, 43], FG-ARI is sub-optimal since it only considers foreground pixels and ignores false
segmentation of backgrounds. Therefore, we also adopt the mean Intersection ovemilaldynand

mean Best Overlapn{BO computed over all pixels. See Appendix D.2 for metric implementations.

Results. Figure 2 presents the results on unsupervised object segmentation. We do not evaluate
on CelebA as it does not provide object mask annotations. SlotDiffusion outperforms baselines in

three metrics across all datasets, proving that the denoising loss in LDMs is a good training signal

for scene decomposition. Compared to CLEVRTex, our method achieves larger improvements on
video datasets since SlotDiffusion also improves the tracking consistency of objects. Figure 3 shows
a qualitative result of video segmentation. As observed in previous dtkNIOVi-E's moving

camera provides motion cues compared to static cameras in MOVi-D, making object discovery easier.
Indeed, SAVi degenerates to stripe patterns on MOVi-D, but is able to produce meaningful masks

on MOVI-E. Compared to STEVE, our method has fewer object-sharing issues (one object being

captured by multiple slots), especially on large objects. See Appendix E.2 for more qualitative results.

4.3 Evaluation on Generation Capacity

Evaluation Metrics. To generate high-quality results, object-centric generative models need to rst
represent objects with slots faithfully, and then compose them in novel ways. Hence, we rst evaluate
slot-to-image reconstruction, which inspects the expressive power of object slots. Wé/tsiband
LPIPS[10g following previous works. As discussed in(0, 10d], LPIPS better aligns with human

L

perception, while MSE favors blurry images. We thus focus on comparing LPIPS, and report MSE






