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Abstract

We investigate various prompting strategies for enhancing personalized recom-
mendation performance with large language models (LLMs) through input aug-
mentation. Our proposed approach, termed LLM-Rec, encompasses four distinct
prompting strategies: (1) basic prompting, (2) recommendation-driven prompting,
(3) engagement-guided prompting, and (4) recommendation-driven + engagement-
guided prompting. Our empirical experiments show that incorporating the aug-
mented input text generated by LLM leads to improved recommendation perfor-
mance. Recommendation-driven and engagement-guided prompting strategies
are found to elicit LLM’s understanding of global and local item characteristics.
This finding highlights the importance of leveraging diverse prompts and input
augmentation techniques to enhance the recommendation capabilities with LLMs.

Description: A group of toys embark on a journey of self-discovery as they learn the true meaning of friendship.

The description of an item is as follows: 
‘{description}’, paraphrase it

Model Input

A collection of toys go on an adventure to 
understand the power of companionship.

Model Output

Basic Prompting Recommendation-Driven Prompting Engagement-Guided Prompting

The description of an item is as follows: 
‘{description}’, what else should I say if I want to 
recommend it to others?

Model Input

This is a heartwarming story about friendship 
and self-discovery. It follows a group of toys on 
an exciting journey as they learn the 
importance of being there for each other. With 
its charming characters and captivating plot, 
this is a must-read for anyone looking for a fun 
and inspiring adventure.

Model Output

Summarize the commonalities among the 
following descriptions: ‘{description}’; 
‘{descriptions of other important neighbors}’

Model Input

The commonalities among the descriptions are 
that they all involve journeys, discovery, and 
comedic elements.

Model Output

The description of an item is as follows: 
‘{description}’. What else should I say if I want 
to recommend it to others? This content is 
considered to hold some similar attractive 
characteristics as the following descriptions: 
‘{descriptions of important neighbors}’

Model Input

This item is a great choice for those looking for 
an entertaining and heartwarming story about 
friendship. It follows a group of toys on a 
journey of self-discovery as they learn the true 
meaning of friendship. It has a similar feel to 
classic films such as ‘Being John Malkovich’, 
‘Airplane!’ and ‘Monty Python and the Holy 
Grail’, combining elements of comedy, 
adventure and fantasy. It's sure to be a hit with 
viewers of all ages!

Model Output

Recommendation + Engagement 

… this is for 
recommendation …

… this is for 
recommendation …

Figure 1: Recommendation-driven and engagement-guided prompting components play a crucial
role in enabling large language models to focus on relevant context and align with user preferences.
Recommendation-driven and engagement-guided prompting components, along with their corre-
sponding augmented text are highlighted.

Preprint. Work in progress.
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1 Introduction

The use of large language models in recommender systems has garnered significant attention in
recent research. Numerous studies have explored the direct use of LLMs as recommender models.
The underlying principle of these approaches involves constructing prompts that encompass the
recommendation task, user profiles, item attributes, and user-item interactions. These task-specific
prompts are then presented as input to the LLM, which is instructed to predict the likelihood of
interaction between a given user and item [3, 4, 5, 8, 9, 21].

While these works demonstrate the potential of LLMs as powerful recommender models, the focus
primarily revolves around utilizing the LLM directly for recommendation purposes. However, in
this study, we approach the problem from a different perspective. Rather than using LLMs as
recommender models, this study delves into the exploration of prompting strategies to augment input
text with LLMs for personalized content recommendation. By leveraging LLMs, which have been
fine-tuned on extensive language datasets, we seek to unlock their potential in generating high-quality
and context-aware input text for enhanced recommendations.

Specifically, we propose LLM-Rec prompting, which encompasses various prompting strate-
gies tailored for personalized content recommendation. These strategies include basic prompt-
ing, recommendation-driven prompting, engagement-guided prompting, and the combination of
recommendation-driven and engagement-guided prompting. By leveraging these strategies, we aim
to enhance the generation of input text by LLMs and improve the accuracy and relevance of content
recommendations.

Through comprehensive empirical experiments, we evaluate the effectiveness of the LLM-Rec
framework and compare it against baseline approaches. Our study provides insights into the impact
of different prompting strategies on recommendation performance and sheds light on the potential of
leveraging LLMs for personalized recommendation.

2 LLM-Rec Prompting

2.1 Basic prompting

We consider three basic prompting variants and refer to them as pparapparappara, ptagptagptag, and pinferpinferpinfer, respectively
in the following experiments.

• pparapparappara: This prompt instructs LLM to paraphrase the original content description, emphasiz-
ing the objective of maintaining the same information without introducing any additional
details.

• ptagptagptag: This prompt instructs LLM to summarize the content description by using tags, aiming
to generate a more concise overview that captures key information.

• pinferpinferpinfer: This prompt instructs LLM to deduce the characteristics of the original content
description and provide a categorical response that operates at a broader, less detailed level
of granularity.

The exact prompts and corresponding responses by LLM are shown in Figure 2 (upper).

2.2 Recommendation-driven prompting

This prompting strategy is to add a recommendation-driven instruction into the basic prompting. We
refer to the three recommendation-driven prompting as precparaprecparaprecpara, prectagprectagprectag, and precinferprecinferprecinfer, respectively in the
following experiments, aligning with their counterparts in the basic prompts. The exact prompts and
corresponding responses by LLM are shown in Figure 2 (lower).

The use of recommendation-driven prompting exhibits several compelling characteristics, making it
an appealing approach for generating high-quality content descriptions:

1. Enhanced Context: By explicitly mentioning that the generated content description is
intended for content recommendation, models gain a clearer understanding of the task at
hand. This additional context helps models align their responses more closely with the
purpose of generating content descriptions for recommendation purposes.
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The description of an item is as follows: '{description}', 
paraphrase it

Basic Prompting Ppara

A collection of toys go on an adventure to understand 
the power of companionship.

Description: A group of toys embark on a journey of self-discovery as they learn the true meaning of friendship.

Response

The description of an item is as follows: '{description}', 
summarize it with tags.

Basic Prompting Ptag

The description of an item is as follows: '{description}', 
what kind of emotions can it evoke?

Basic Prompting Pinfer

#Friendship #Journey #Toys #SelfDiscovery

Response

This description can evoke feelings of joy, 
excitement, curiosity, and warmth. It can also evoke 
feelings of nostalgia, as it may remind people of their 
own childhood adventures with friends. Additionally, it 
can evoke feelings of hope and optimism, as the toys 
embark on a journey of self-discovery and learn the 
true meaning of friendship.

Response

The description of an item is as follows: '{description}', 
what else should I say if I want to recommend it to 
others?

Recommendation Driven Prec
para

This is a heartwarming story about friendship and 
self-discovery. It follows a group of toys on an 
exciting journey as they learn the importance of being 
there for each other. With its charming characters 
and captivating plot, this is a must-read for anyone 
looking for a fun and inspiring adventure.

Response

The description of an item is as follows: '{description}', 
what tags should I use if I want to recommend it to 
others?

The description of an item is as follows: '{description}', 
recommend it to others with a focus on the emotions it 
can evoke.

Tags: Toys, Friendship, Self-Discovery, Journey, 
Meaningful

Response

This item is sure to evoke a range of emotions, from 
joy and excitement to sadness and nostalgia. It 
follows a group of toys on an adventure of 
self-discovery as they learn the true meaning of 
friendship. It's a heartwarming story that will leave 
you feeling inspired and uplifted.

Response

Recommendation Driven Prec
tag Recommendation Driven Prec

infer

Figure 2: Examples of basic prompting (upper) - pparapparappara, ptagptagptag, pinferpinferpinfer, recommendation-driven
prompting (lower) - precparaprecparaprecpara, prectagprectagprectag, precinferprecinferprecinfer, and their corresponding responses made by GPT-3
(text-davinci-003). Recommendation-driven instructions as well as the additional content pro-
vided in the response to the recommendation-driven prompts are highlighted.

2. Guided Generation: The specific instruction acts as a guiding cue for models, directing their
attention towards generating content descriptions that are better suited for recommendation
scenarios. The mention of “content recommendation” likely prompts LLM to focus on key
features, relevant details, and aspects of the content that are more helpful in guiding users
towards their preferred choices.

3. Improved Relevance: The instruction aids LLM in generating content descriptions that
are tailored to the requirements of content recommendation. This alignment with the
recommendation task leads to more relevant and informative descriptions, as LLM is primed
to emphasize aspects that are important for users seeking recommendations.

2.3 Engagement-guided prompting

This prompting strategy is to leverage user behavior (i.e., user-item engagement) to design prompts
with the intention to guide LLM to better capture the characteristics inside the content description
that align with user preferences. We aim to generate more meaningful description with this type of
prompts for recommendation tasks. We refer to this variant as pengpengpeng.

To create the engagement-guided prompt, we combine the content description of the target item,
denoted as dtarget, with the content descriptions of T important neighbor items, represented as
d1, d2, · · · , dT . The importance is measured based on user engagement. We will discuss more
details in the Experiment section. This fusion of information forms the basis of the prompt, which
is designed to leverage user engagement and preferences in generating more contextually relevant
content descriptions:

3



Table 1: Statistics of the evaluation datasets.
Dataset # Interaction # Item # User

MovieLens-1M 1,000,209 3,706 6,040
Recipe 132,246 4,125 2,589

“Summarize the commonalities among the following descriptions: ‘dtarget’; ‘d1; d2; ... dT ’.”

An engagement-guided prompt can assist the Language Model (LLM) in generating more useful
content descriptions for content recommendation due to several reasons:

1. Contextual Relevance: By incorporating information from both the target item and its
important neighbor items, the prompt provides LLM with a broader context and a more
comprehensive understanding of the content. This contextual information helps LLM
generate descriptions that are more relevant to the specific item and its related items, thereby
increasing their usefulness in content recommendation scenarios.

2. User Preference Alignment: Including the content descriptions of important neighbor
items, which are determined based on user engagement, enables LLM to align with user
preferences. By considering items that are frequently engaged by users, the generated
content descriptions are more likely to capture the content characteristics and features that
are appealing to the target users. This alignment enhances the usefulness of the generated
descriptions in effectively recommending items that align with user preferences.

3. Enhanced Recommendation Quality: The engagement-guided prompt leverages user
engagement data to identify important neighbor items. By including information from these
items in the prompt, LLM can potentially uncover meaningful connections, similarities,
or relevant aspects between the target item and its neighbors. This can result in more
accurate, informative, and high-quality content descriptions, thereby improving the overall
performance of the content recommendation system.

2.4 Recommendation-driven + engagement-guided prompting

This type of prompt intends to incorporate both the recommendation-driven and engagement-guided
instructions (Figure 1), which we denote as prec+engprec+engprec+eng . The prompt is designed as following:

“The description of an item is as follows: ‘dtarget’. What should I say if I want to recommend it to
others? This content is considered to hold some similar attractive characteristics as the following
descriptions: ‘d1; d2; ... dT ’.”

3 Experiment

3.1 Experiment Setup

We investigate the four prompting strategies for large language models on two widely-used recom-
mendation benchmarks.

3.1.1 Benchmarks

Two datasets are used to evaluate the effect of prompting strategies on input augmentation. Their
statistics are shown in Table 1.

1. MovieLens-1M [6] is a highly recognized benchmark dataset commonly used for evaluating
item recommendation systems. It contains a vast collection of 1,000,209 ratings provided by
6,040 MovieLens users, covering 3,900 movies. Each user has at least 20 ratings. Following
He et al. [7], we convert the rating data into implicit feedback. More specifically, each entry
is marked as 0 or 1 indicating whether the user has rated the corresponding item. The original
movie data only contain movie titles and genres. We employ GPT-3 (text-davinci-003)
to generate the content description of each movie using the following prompt:
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“Summarize the movie {title} with one sentence. The answer cannot include the movie
title.”
The response from GPT-3 is used as the content description. Temperature is set at 0 to
generate more focused and deterministic responses.

2. Recipe [11] is another benchmark dataset we use to assess the recommendation performance.
This dataset consists of recipe details and reviews sourced from Food.com. The metadata
includes ratings, reviews, recipe names, descriptions, ingredients, directions, and so on.
For instance, an example recipe description is “all of the flavors of mac n’ cheese in the
form of a hot bowl of soup!”. In our evaluation, we employ the recipe descriptions as item
descriptions for the four prompting strategies. Similar to the MovieLens-1M dataset, we
apply filtering criteria, excluding users with fewer than 20 ratings and items with fewer than
30 ratings.

3.1.2 Item module

• Response generation: In our evaluation, we focus on assessing the performance of GPT-
3 [1], particularly the variant known as text-davinci-003. This model is an advancement
over the InstructGPT models [12], incorporating several improvements. We specifically
select this variant due to its ability to consistently generate high-quality writing, effectively
handle complex instructions, and demonstrate enhanced proficiency in generating longer
form content [13].

• Text encoder: We use Sentence-BERT [14] to derive the textual embeddings from the origi-
nal content description and augmented text. The embedding model is all-MiniLM-L6-v2.

• Importance measurement for engagement-guided prompting: In our study, we show
an example of use Personalized PageRank (PPR) score as the importance measurement.
In particular, we first construct the user-item bipartite graph G = (V,E). In this notation,
G represents the bipartite graph, E denotes the set of nodes, and E represents the set
of edges. There are two types of nodes including users Vuser ⊂ V and items Vitem ⊂
V (Vuser ∪ Vitem = V, Vuser ∩ Vitem = ∅). An edge e ∈ E between a user node
vuser ∈ Vuser and an item node vitem ∈ Vitem is created if this user interacts with this item.
Next, we proceed by calculating the Personalized PageRank (PPR) score for each item
node, which quantifies their relative importance from an individual node’s perspective. For
every item node, we construct a set of significant neighboring items. By identifying the
top T item nodes with the highest PPR scores that share the same genre as the target item
node, we pinpoint essential neighbor items guided by user engagement. The rationale
behind this approach lies in the observation that when users frequently engage with two
items, there tends to be a greater similarity in terms of user preferences. By incorporating
this information, we aim to capture user preferences more effectively, leading to enhanced
performance in content recommendation. For both datasets, we set T = 3.

3.1.3 User module

We employ an embedding table to convert user ID into latent representations. For both MovieLens-
1M and Recipe, the output dimension is set at 128.

3.1.4 Recommendation module

In our study, we explore four recommendation modules.

• ItemPop: This method makes recommendation based on item popularity.
• MLP: This recommendation module is a combination of Multi-Layer Perceptron (MLP)

and dot product. For simplicity, we refer to it as MLP. The augmented text embeddings
and the original content description embeddings are combined by concatenation and then
passed through a two-layer MLP. The first MLP layer’s output dimension, as well as the
input/output dimensions of the second MLP layer, are all set to 128. A ReLU activation
function and a dropout layer are applied to the first MLP layer. Next, the dot product of
the latent embeddings of the user and the item is calculated, and the resulting value is then
passed through a Sigmoid function. This Sigmoid function transforms the dot product into a
final relevance score between the user and the item.

5
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• AutoInt [16]: A multi-head self-attentive neural network with residual connections is
proposed to explicitly model the feature interactions in the low-dimensional space.

• DCN-V2 [18]: DCN [17] uses feature crossing explicitly at each layer. For our experiments,
we employ the improved version of DCN, namely DCN-V2 [18].

3.1.5 Model training.

To train the model, we employ the Binary Cross Entropy Loss. Each user-item interaction is
considered as a positive sample. Each user-item interaction within the dataset is treated as a positive
sample. In addition to positive samples, we randomly select negative samples by pairing users
and items that do not have any recorded interactions. To prevent overfitting and optimize training
efficiency, we employ an early stop mechanism. It is worth noting that we have also explored the
possibility of using the Bayesian Personalized Ranking (BPR) Loss [15] within the framework.
However, after experimentation, we find that the BPR Loss does not yield superior performance
compared to the Binary Cross Entropy Loss. As a result, we choose to use the Binary Cross Entropy
Loss as our primary loss function.

3.1.6 Evaluation protocols.

To assess the recommendation performance, we adopt the evaluation methodology employed by
Wei et al. [19]. Initially, we randomly divide the dataset into training, validation, and testing sets
using an 8:1:1 ratio. Negative training samples are created using random negative sampling, as
mentioned earlier.

For the validation and testing sets, we pair each observed user-item interaction with 1,000 items that
the user has not previously interacted with. It is important to note that there is no overlap between the
negative samples in the training set and the unobserved user-item pairs in the validation and testing
sets. This ensures the independence of the evaluation data.

To evaluate the performance of top-K recommendations, we employ widely-used metrics such as
Precision@K, Recall@K, and NDCG@K. In our case, we set K = 10, indicating that we consider
the top 10 recommendations. We report the average scores across five different splits of the testing
sets, providing a comprehensive evaluation of the recommendation performance.

3.1.7 Hyper-parameter settings.

We initialize the model parameters randomly, following a Gaussian distribution. To optimize the
framework, we employ the AdamW algorithm [10] with a weight decay value of 0.0005. The hyper-
parameter grids for the learning rate and dropout rate are discussed in the Appendix. Settings that
achieve the highest Recall@K on the validation set are chosen for the evaluation on the testing set.

3.1.8 Implementation details.

Our methods are implemented and experiments are conducted using PyTorch. The computation of
PPR scores is facilitated by the use of the torch-ppr library. The experiments are conducted on a
NVIDIA A100 GPU with 80 GB of memory. Each experiment is run on one GPU at a time.

4 Results

Table 2 summarizes the recommendation performance of the baselines. Remarkably, LLM-Rec
boosts simple MLP models to achieve superior recommendation performance, surpassing other more
complex feature-based recommendation methods.

To understand the effect of each prompting strategy, we design another experiment. Figure 3 shows
the evaluation architecture. We keep the recommendation and user modules consistent across all
experiments and only change the augmented text generated by our proposed prompting strategies. For
each generated response, we first encode it and then concatenate the embeddings with the embeddings
of the original content description. The responses generated from the basic prompting (i.e., pparapparappara, ptagptagptag,
pinferpinferpinfer), recommendation-driven prompting (i.e., precparaprecparaprecpara, prectagprectagprectag, precinferprecinferprecinfer), engagement-guided prompting
(i.e., pengpengpeng), and recommendation-driven + engagemen guided prompting (i.e., prec+engprec+engprec+eng) are compared.
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Table 2: LLM-Rec empowers simple MLP models to achieve superior recommendation per-
formance, surpassing other more complex feature-based recommendation methods. The input
feature for the MLP, AutoInt, and DCN-V2 models is the embeddings of the original content descrip-
tion. LLM-Rec in this table represents the MLP baseline whose input feature is the concatenation
of the embeddings of the original content description and all responses generated by large language
models via our proposed prompting strategies. Note that it is still just an MLP model.

Movielens-1M Recipe
Precision@10 Recall@10 NDCG@10 Precision@10 Recall@10 NDCG@10

ItemPop 0.0426 0.0428 0.0530 0.0116 0.0274 0.0201
MLP 0.2914 0.2440 0.3626 0.0325 0.0684 0.0580
AutoInt 0.2149 0.1706 0.2698 0.0351 0.0772 0.0658
DCN-V2 0.2961 0.2433 0.3689 0.0360 0.0786 0.0653
LLM-Rec 0.3150 0.2766 0.3951 0.0394 0.0842 0.0706

Content DescriptionUser

Recommendation

● Item 0
● Item 3
● Item 5
● …

LLM

Augmented Text

Recommendation Driven Prompting

Engagement Guided Prompting

Recommendation+Engagement 
Prompting

Basic Prompting

Figure 3: Evaluation architecture. ⊕ represents concatenation. Only prompts and corresponding
augmented text which are highlighted with dashed lines are different across baselines. Other input
and modules remain consistent throughout the evaluation process.

CDCDCD represents the original content description. No augmented text is introduced. The item input
exclusively comprises the embeddings of the original content description.

Table 4 shows the recommendation performance of each prompting strategy. Two key takeaways
can be observed from the figure. Firstly, the combination of augmented text and the original content
description leads to an improvement in recommendation performance. This finding suggests that all
three types of prompting, namely basic, recommendation-driven, and engagement-guided, provide
additional and valuable information for the recommendation module to effectively model content
recommendation.
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Figure 4: The ablation study conducted on different prompting strategies shows that augmenting
the input text with responses generated by large language models using our proposed prompting
strategies enhances recommendation performance. However, the extent of this improvement
may vary depending on the characteristics of the datasets used. The basic prompting strategy
includes three variants: PparaPparaPpara (paraphrase), PtagPtagPtag (tag), and PinferPinferPinfer (infer). The recommendation-
driven versions of these three variants are denoted by P rec

paraP rec
paraP rec
para, P rec

tagP rec
tagP rec
tag , and P rec

inferP rec
inferP rec
infer. In addition, P engP engP eng

represents the engagement-guided prompts, and P rec-engP rec-engP rec-eng stands for the recommendation + engage-
ment prompts. The blue line in each figure indicates the performance achieved by using only the
original content description CDCDCD. Note that in this ablation study, all the baselines use a concatenation
of the CDCDCD embeddings and prompt response embeddings as their model input. For instance, the bar
corresponding to PparaPparaPpara represents the recommendation performance of the baseline that takes the
concatenation of CDCDCD and PparaPparaPpara as input. For simplicity, we have omitted CDCDCD in this figure.

Secondly, the extent of this improvement may vary depending on the characteristics of the datasets
used. To further investigate the reasons the recommendation performances vary across different
prompting strategies, we conduct a case study comparing PparaPparaPpara with P rec

paraP rec
paraP rec
para. For both datasets,

we choose three example item descriptions and the corresponding generated responses (Figure 5).
The three examples selected are the top three items that the recommendation is correct based on
the response of P rec

paraP rec
paraP rec
para while incorrect based on the response of PparaPparaPpara. We find that the most

distinctive words in the response of P rec
paraP rec
paraP rec
para are the words that are related with user preferences.

These words include the words that can express users’ preferences about items such as exciting,
thought-provoking, delicious, and so on. We also discover words that are related to the well-
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The description of an item is as follows: '{description}', paraphrase it

Basic Prompting Ppara

The description of an item is as follows: '{description}', what else 
should I say if I want to recommend it to others?

Recommendation Driven Prec
para

Description: A troubled child psychologist helps a young 
boy who is able to see and communicate with the dead.

Ppara: A child psychologist works with a young boy who 
has the ability to perceive and talk to spirits.

Prec
para:  This movie is a must-watch for anyone who 

loves psychological thrillers. It follows the story of a child 
psychologist as he helps a young boy who can see and 
communicate with the dead. The movie is full of 
suspense and mystery, and will keep you on the edge of 
your seat. It's a great watch for anyone looking for an 
exciting and thought-provoking movie.

Description: Marty McFly must travel back in time to 
save his future family and ensure his own existence.

Ppara: Marty McFly must go back in time to protect his 
relatives and guarantee his own survival.

Prec
para:  This item is a must-have for any fan of the 

classic movie, Back to the Future. It follows Marty McFly 
as he travels back in time to save his future family and 
ensure his own existence. With an exciting plot and 
memorable characters, this item is sure to provide hours 
of entertainment.

Description: Indiana Jones embarks on a thrilling 
adventure to find the lost Ark of the Covenant and 
prevent it from falling into the hands of the Nazis.

Ppara: Indiana Jones sets off on an exciting journey to 
locate the Ark of the Covenant and keep it away from the 
Nazis.

Prec
para:  This classic action-adventure movie is a 

must-see for any fan of the Indiana Jones franchise. 
Follow Indy as he races against time to find the Ark of the 
Covenant and keep it out of the hands of the Nazis. With 
its thrilling plot, iconic characters, and stunning visuals, 
Indiana Jones and the Raiders of the Lost Ark is an 
unforgettable cinematic experience.

Description: a fast and healthier way to serve 
chimichangas than the traditional deep fried. these are 
very good, and you may dress them up to you own 
preference. i like to serve with green chile sauce 
sometimes instead of the picante sauce.

Ppara: This is an alternative to the traditional deep-fried 
chimichangas that is both faster and healthier. They are 
very tasty and can be customized with different sauces, 
such as green chile sauce instead of picante sauce.

Prec
para:  I highly recommend these chimichangas as a 

healthier alternative to the traditional deep fried version. 
They are delicious and you can customize them with 
your favorite toppings or sauces. I personally love to 
serve them with green chile sauce for an extra kick of 
flavor.

Description: this recipe came from a local church fund 
raising cook book. mrs. geraldine is a good friend of the 
family. she reminds me so much of mrs. clause, that i 
can't help but smile every time i think of her. this recipe 
freezes well. do not bake before freezing. just put it 
together, freeze it, thaw it and cook.

Ppara: This recipe was given to me by a close family 
friend, Mrs. Geraldine, who reminds me of Mrs. Claus. It 
is easy to make and can be frozen for later use; simply 
assemble it, freeze it, thaw it and cook when ready.

Prec
para:  I highly recommend this recipe from Mrs. 

Geraldine! It's a great way to support your local church 
and it freezes well, so you can make it ahead of time 
and have it ready to go when you need it. Plus, it's a 
reminder of Mrs. Clause, which is sure to bring a smile 
to your face. Give it a try!

Description: amazing flavor, and so simple! no salt 
needed here. in fact, you may wish to use half the ranch 
dressing mix to cut back on the saltiness. found this 
crock-pot pot roast recipe on of a website called 
www.recipegoldmine.com. it's all the rage there, so i 
thought i'd try it.

Ppara: This crock-pot pot roast recipe from 
www.recipegoldmine.com has an amazing flavor and is 
incredibly easy to make. You may want to use half the 
amount of ranch dressing mix to reduce the saltiness. 
It's a popular recipe on the website, so it's worth trying 
out.

Prec
para:  I highly recommend this crock-pot pot roast 

recipe from www.recipegoldmine.com! It has an 
amazing flavor and is so simple to make - no salt 
needed. You may even want to use half the ranch 
dressing mix to cut back on the saltiness. It's all the rage 
on the website, so you won't be disappointed!

MovieLens-1M

Recipe

Figure 5: Examples show that the distinctive words generated with the recommendation-driven
prompting strategy are related with user preferences. The augmented words in the response of
P rec
paraP rec
paraP rec
para are highlighted.

defined concept in terms of user preferences such as genres (e.g., classic, action, adventure).
We hypothesize that words generated with the recommendation-driven prompting strategy improve
recommendation performance.

To validate this hypothesis, we design two variants of the response, namely Pmask
paraPmask
paraPmask
para and P keyword

paraP keyword
paraP keyword
para .

To construct Pmask
paraPmask
paraPmask
para , we mask the words that appear in the response of P rec

paraP rec
paraP rec
para but are absent in the

response of PparaPparaPpara. To construct P keyword
paraP keyword
paraP keyword
para , we append the words that (1) appear in the response

of P rec
paraP rec
paraP rec
para and (2) are well-defined user-preference-related words such as genres to the end of the

response of PparaPparaPpara. These two variants of the responses are then fed into MLP models to form
baselines. The recommendation performances are shown in Figure 6. Upon a comparative analysis of
the performance between P rec

paraP rec
paraP rec
para and Pmask

paraPmask
paraPmask
para , a discernible decline in recommendation performance

is observed when words unique to the response of P rec
paraP rec
paraP rec
para are selectively masked. This outcome

underscores the pivotal role played by the supplementary insights introduced through the augmented
text. Furthermore, our investigation reveals that the incorporation of vital keywords, as opposed to
the inclusion of all response words, can yield even superior recommendation performance. This
phenomenon may be attributed to potential discrepancies or extraneous elements within the response
of P rec

paraP rec
paraP rec
para.

When comparing pinferpinferpinfer and precinferprecinferprecinfer, which instruct LLM to deduce the characteristics of the original
content description, a decrease in performance is observed. This suggests that the reduced recom-
mendation performance may stem from the discrepancy between the inferred context and the original
context. In other words, the desired response from pinferpinferpinfer requires inference beyond the information
provided in the original context, making it less effective. Conversely, recommendation-driven prompt-
ing proves beneficial for pparapparappara and ptagptagptag , as these prompts do not rely on LLM inferring information
beyond the original input.
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Figure 6: The ablation study shows that the LLM-augmented words that align with user
preferences such as genres boost recommendation performance. Pmask

paraPmask
paraPmask
para masks all the words

that appear in the response of P rec
paraP rec
paraP rec
para but are absent in the response of PparaPparaPpara. P keyword

paraP keyword
paraP keyword
para append the

user-preference-related words that appear in the response of P rec
paraP rec
paraP rec
para onto the end of the response of

PparaPparaPpara.

When comparing pengpengpeng with CDCDCD, we observe improvements in recommendation performance. In
a manner consistent with our preceding experiments, we curate exemplar responses from pengpengpeng

for closer scrutiny (Figure 7). Our analysis unveils a distinctive pattern where the response of
pengpengpeng encompasses descriptive vocabulary intricately tied to user preferences. Remarkably, upon
contrasting these lexicons with the terms embedded in the response of precparaprecparaprecpara, a discernible refinement
is evident. Notably, the composite response stemming from prec+engprec+engprec+eng , achieved through the synergy
of recommendation-driven and engagement-guided prompting strategies, not only integrates user-
preference-related words of a more universal nature but also embraces well-defined concepts, such as
genres.
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Summarize the commonalities among the following descriptions: 
‘{description}’; ‘{descriptions of other important neighbors}’

Engagement-guided 
Prompting Peng

The description of an item is as follows: ‘{description}’. What else 
should I say if I want to recommend it to others? This content is 
considered to hold some similar attractive characteristics as the 
following descriptions: ‘{descriptions of important neighbors}’

Recommendation+Engagement
 Prec+eng

Description: The Paper Chase follows a first-year 
Harvard Law student as he struggles to balance his 
studies and personal life while facing the demanding 
expectations of his professor.

Peng: The commonalities among these descriptions are 
that they all feature characters facing difficult challenges 
and obstacles. They also all have themes of resilience, 
hope, and friendship. We recommend these stories to 
others because they offer inspiring messages of 
overcoming adversity and the power of friendship.

Prec-eng:  If you're looking for a movie that will keep you 
on the edge of your seat, The Paper Chase is a great 
choice. It follows a first-year Harvard Law student as he 
navigates the pressures of his studies and personal life 
while facing the expectations of his professor. It's a story 
of determination and resilience in the face of adversity, 
and it will leave you feeling inspired and motivated.

Description: Under the Rainbow is a comedy about a 
group of misfit spies who must save a Hollywood hotel 
from a group of Nazi agents.

Peng: The commonalities among these descriptions are 
that they all involve comedic elements, misfit characters, 
and a mission to save something from danger. All of 
these movies are recommended for their humorous take 
on the genres they represent and their entertaining 
storylines.

Prec-eng:  Under the Rainbow is a hilarious and 
action-packed comedy that follows a group of misfit 
spies as they attempt to save a Hollywood hotel from a 
group of Nazi agents. With its unique blend of comedy, 
adventure, and suspense, Under the Rainbow is sure to 
keep you entertained from start to finish. It's a perfect 
mix of the classic disaster movie genre and the modern 
comedy parody, making it a must-see for fans of both 
genres.

Description: A brilliant engineer and his team must 
race against time to prevent a catastrophic chain 
reaction from destroying the world.

Peng: The commonalities among these descriptions are 
that they all involve a protagonist who must prevent a 
catastrophic event from occurring. They also all involve 
a sense of urgency and suspense. We recommend 
these stories to others as they provide an exciting and 
thrilling experience.

Prec-eng:  This thrilling story of a brilliant engineer and his 
team racing against time to prevent a catastrophic chain 
reaction from destroying the world is sure to keep you 
on the edge of your seat. With its intense action and 
suspense, this story will have you rooting for the heroes 
as they battle against the clock to save the world. It's a 
thrilling ride that will keep you guessing until the very 
end.

MovieLens-1M

Figure 7: Examples show that the distinctive words generated with the engagement-guided
prompting strategy are fine-grained descriptive words related to user preferences. The aug-
mented words in the response of P engP engP eng and P rec+engP rec+engP rec+eng are highlighted.

Table 3: Concatenating embeddings of the responses augmented by LLM-Rec outperforms
concatenating randomized embeddings and concatenating duplicate CD embeddings. It also
achieves a superior performance than concatenating the raw text.

Movielens-1M Recipe
Precision@10 Recall@10 NDCG@10 Precision@10 Recall@10 NDCG@10

CD 0.2914 0.2440 0.3626 0.0325 0.0684 0.0580
Randomizing embeddings 1e-4 8.85e-5 3e-4 0.0 0.0 0.0
Duplicating CD embeddings 0.2858 0.2417 0.3567 0.0327 0.0694 0.0590
Text concatenation 0.3038 0.2615 0.3796 0.0332 0.0714 0.0591
P allP allP all 0.3126 0.2731 0.3932 0.0394 0.0842 0.0706

To conduct a more in-depth exploration into the caliber of the combined augmented text, we engage in
a process of concatenating the embeddings derived from diverse prompting strategies’ responses. This
concatenation is performed in various permutations, interwoven with the embeddings of the original
content description. We then conduct the same experiment again, searching for hyper-parameters in
the similar manner as discussed previously. The results are shown in Figure 8. P allP allP all concatenates
the embeddings of all responses and the original content description. Overall, concatenating more
information helps improve recommendation performance. This finding emphasizes the added value
of incorporating augmented text over using the original content description alone.

Table 3 shows the recommendation performances of other concatenation variants:

• Randomizing embeddings: We randomize the embeddings of P allP allP all.

• Duplicating CD embeddings: We concatenate multiple CD embeddings to match the
dimension of the embeddings of P allP allP all.

• Text concatenation: Instead of concatenating the embeddings of all response, we concate-
nate the responses first, and then convert it to embeddings.
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Figure 8: The ablation study shows that overall, recommendation benefits from concatenating
the embeddings of the input text augmented by large language models. The blue line in each
figure indicates the performance achieved by using only the original content description CDCDCD, while
the red line represents the performance achieved by DCN-V2 [18].

5 Discussion

In this study, we have investigated the effectiveness of LLM-Rec prompting as a straightforward yet
impactful mechanism for improving personalized recommendation through large language models.
Our findings reveal several key insights.

Firstly, we demonstrate that by combining augmented text with the original content description,
we observe a significant enhancement in recommendation performance. It also empowers simple
models such as MLPs to achieve superior recommendation performance than other more complex
feature-based methods. This highlights the value of incorporating additional context to facilitate more
accurate and relevant recommendations, coupled with an easier training process.
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Furthermore, our experimental results on recommendation-driven and engagement-guided prompting
strategies illustrate their ability to encourage the large language model to generate high-quality
input text specifically tailored for recommendation purposes. These prompting strategies effectively
leverage recommendation goals and user engagement signals to guide the model towards producing
more desirable recommendations. More specifically, the recommendation-driven prompting strat-
egy engenders a spectrum of broader user-preference-associated terms, including well-established
concepts. This phenomenon signifies its adeptness at tapping into the global comprehension of the
recommendation objective concerning the specific item to be suggested. On the other hand, the
engagement-guided prompting strategy, integrating more immediate user co-engagement signals,
encapsulates the capacity of LLMs to grasp nuanced, finely detailed, and localized insights about the
item to be recommended.

Lastly, by combining all augmented text, we achieve the best overall recommendation performance.
This suggests the complementary nature of these strategies and their collective impact in further
improving recommendation quality.

Overall, our study showcases the effectiveness of LLM-Rec prompting in facilitating large language
models to generate enhanced and relevant input text for personalized recommendation. These findings
contribute to the advancement of recommendation systems, emphasizing the significance of thoughtful
prompt design to enhance recommendation performance.

Throughout our experimental analysis, we also uncover a potential limitation when employing LLM
for augmenting input text in recommendation systems. We notice a distinction between prompts
that solely instruct LLM to modify the content description and those that prompt LLM to infer
additional information. In the latter case, where inference beyond the original context is required,
the recommendation-driven prompting strategy may not yield the expected benefits. Our hypothesis
suggests that the quality, specifically in terms of recommendation relevance, of the inferred context
might have an unknown impact on the overall recommendation performance.

This observation emphasizes the need for careful consideration and evaluation of the prompts em-
ployed, particularly when instructing LLM to infer information beyond the provided context. While
recommendation-driven prompting strategies prove effective for prompts that do not necessitate infer-
ence, their effectiveness may be hindered when the prompts require LLM to extrapolate information.
Further research is necessary to explore techniques for managing and improving the quality and
impact of inferred context on recommendation outcomes.

In addition to its superior performance in personalized content recommendation, the incorporation of
engagement signals in prompt designs may have broader associated benefits. The engagement-guided
prompting strategy instructs the LLM to generate commonalities among different items, resembling
the concept of neighborhood aggregation in Graph Neural Network (GNN) learning. In GNN, each
target node is partially learned by aggregating information from its neighboring nodes. In this context,
we highlight the potential of using engagement-guided prompts as a means to replace the learning
process of GNN, thereby simplifying the overall model architecture.

Furthermore, leveraging the fine-tuned LLM opens up possibilities for zero-shot generation without
incurring any additional learning cost. Since the LLM has already undergone training to capture
linguistic patterns and semantic understanding, it can be harnessed to generate responses or recommen-
dations in unseen scenarios without requiring further training. This zero-shot generation capability
enables flexibility and scalability in recommendation systems, allowing for efficient adaptation to
new domains or contexts.

The combination of engagement-guided prompting and the zero-shot generation potential of the
fine-tuned LLM presents promising opportunities for streamlining model architectures, reducing
computational complexity, and expanding the applicability of recommendation systems. Further
exploration and investigation in this direction could unlock novel techniques for efficient and effective
personalized recommendation.

6 Related Work

In addition to leveraging LLMs directly as recommenders, there have been efforts to use LLMs
for augmenting the input side of personalized recommendation. For instance, Chen et al. [2]
incorporated user history behaviors, such as clicks, purchases, and ratings, into LLMs to generate
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user profiles. These profiles were then combined with the history interaction sequence and candidate
items to construct the final recommendation prompt. LLMs were subsequently employed to predict
the likelihood of user-item interaction based on this prompt. Xi et al. [20] introduced a method that
leverages the reasoning knowledge of LLMs regarding user preferences and the factual knowledge
of LLMs about items. However, our study takes a different approach, focusing specifically on input
augmentation for items with LLMs’ reasoning ability. By employing prompting strategies, we aim to
generate augmented input text that better captures the characteristics and nuances of items, leading to
improved personalized recommendations.

7 Conclusions

In this study, we introduce LLM-Rec prompting strategies, which leverage large language mod-
els (LLMs) for input augmentation, aiming to enhance personalized recommendation. Through
rigorous experimentation across four variants of LLM-Rec, we observe that the combination of aug-
mented input text and original content descriptions yields notable improvements in recommendation
performance.

These findings emphasize the potential of using LLMs and strategic prompting techniques to enhance
the accuracy and relevance of personalized recommendation with an easier training process. By
incorporating additional context through augmented text, we enable the recommendation algorithms
to capture more nuanced information and generate recommendations that better align with user
preferences.

The experimental results of LLM-Rec highlights the importance of innovative approaches in leverag-
ing LLMs for content recommendation and showcases the value of input augmentation in improving
recommendation performance. As personalized recommendation continues to play a pivotal role in
various domains, our study provides insights into effective strategies for leveraging LLMs to deliver
enhanced recommendation experiences.
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A Supplemental Material

A.1 Prompts

• p1p1p1: The description of an item is as follows: ‘{item description}’, paraphrase it.
• prec1p

rec
1p
rec
1 : The description of an item is as follows: ‘{item description}’, what else should I

say if I want to recommend it to others?
• p2p2p2: The description of an item is as follows: ‘{item description}’, summarize it with tags.
• prec2p

rec
2p
rec
2 : The description of an item is as follows: ‘{item description}’, what tags should I

use if I want to recommend it to others?
• p3p3p3: The description of an item is as follows: ‘{item description}’, what kind of emotions

can it evoke?
• prec3p

rec
3p
rec
3 : The description of an item is as follows: ‘{item description}’, recommend it to

others with a focus on the emotions it can evoke.
• pengpengpeng: Summarize the commonalities among the following descriptions: ‘{item descrip-

tion}’; ‘{descriptions of other important neighbors}’.
• prec+engprec+engprec+eng: The description of an item is as follows: ‘{item description}’. What else should

I say if I want to recommend it to others? This content is considered to hold some similar
attractive characteristics as the following descriptions: ‘{descriptions of other important
neighbors}’.
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A.2 Hyper-parameters

For the MLP model, the hyper-parameter grids for the learning rate and dropout rate are
{0.0001, 0.0005, 0.001} and {0.1, 0.3, 0.5}, respectively. For AutoInt, the hyper-parameter grids for
the learning rate, dropout rate, hidden layer size, number of attention layers, and attention heads are
{0.001, 0.005, 0.01}, {0.1, 0.3, 0.5}, {16, 32, 64, 128}, {1, 2}, and {1, 2}, respectively. For DCN-
V2, the learning rate, dropout rate, hidden layer size, and number of cross layers are searched in
{0.001, 0.005, 0.01}, {0.1, 0.3, 0.5}, {16, 32, 64, 128}, {1, 2}, and {1, 2}, respectively. The perfor-
mance is evaluated every five epochs, and the early stop mechanism is configured to have a patience
of 5. Additionally, we set the batch size to 4096 for all baselines except for AutoInt which is 1024
due to the memory limitation.
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