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Abstract

Constructing stock agents that facilitate invest-001
ment analysis is an important research direc-002
tion in finance. The key technology is the003
agent’s capability to automatically identify user004
queries and integrate multimodal data for anal-005
ysis by large language models (LLMs). Cur-006
rently, LLMs have made some progress, pri-007
marily in retrieving text and time-series data008
from knowledge bases based on user queries009
and providing these data in a basic combina-010
tion to LLMs. However, they have not effi-011
ciently integrated these data to enhance the per-012
formance of the LLMs. Also, they do not fully013
exploit image information and depend on ex-014
tensive knowledge bases that require real-time015
updates. To overcome these limitations, we016
propose the FinAgent dataset, which encom-017
passes research datasets, financial Q&A, stock018
charts, and handwritten chain-of-thought (CoT)019
data. Moreover, we innovate a Stock-Agent020
that efficiently discerns user intent and retrieves021
necessary information via APIs and knowledge022
bases to tackle financial tasks. Additionally, we023
propose an efficient multimodal information024
fusion method that enhances data sorting and025
organization, thereby improving the analytical026
quality of LLMs. We conduct extensive experi-027
ments to demonstrate the effectiveness of our028
framework in financial analysis.029

1 Introduction030

With the advancement of generative agents (Park031

et al., 2023), building an intelligent agent that can032

tackle financial analysis tasks is an important direc-033

tion. Financial analysis tasks involve stock trend034

prediction and financial Q&A (Saad et al., 1998;035

Shah et al., 2022). Due to the outstanding per-036

formance of LLMs in content generation (Dredze037

et al., 2016; Araci, 2019; Bao et al., 2021), they038

have attracted widespread attention within the fi-039

nancial sector. Thus, there’s a keen interest in using040

LLMs as agents to improve financial analysis.041

Input : 

Input :

Financial Analysis Output (Unimodal): 

Here is the latest report of Apple Inc., … {stock price: 170, 173,  … 192}. 
What is your opinion on Apple Inc.'s stock price next month?

Through the report and market trend data, the following conclusions can be drawn:
1. Fundamentals: in the 2023 fiscal year … 2. Technical: considering stable … MACD …
Therefore, we predict that … is: “Up”, up probability: “High”.

Input : 

Input :
Here is the latest report of Apple Inc., … {stock price: 170,  … 192}. 
What is your opinion on Apple Inc.'s stock price next month? +

Financial Analysis Output (multimodal): 
Technical aspects:
1. The recent candlestick pattern suggests a “Morning Star” formation, which is a bullish signal…
2. The latest Bollinger Bands (BOLL) indicator shows that the stock price is fluctuating …
Fundamentals: in the 2023 fiscal year , Apple Inc. …
Therefore, we predict that the stock’s result for the next month is: “Up”, up probability: “High”.

Figure 1: Traditional LLMs rely solely on textual infor-
mation for stock price prediction, lacking the analysis of
image data. An ideal LLMs should combine multimodal
information for a more comprehensive analysis.

Leveraging the prowess of LLMs, FinGPT(Yang 042

et al., 2023), FinMA(Xie et al., 2023) and 043

BloombergGPT(Wu et al., 2023) are tailored as 044

specialized FinLLMs. They can be applied to a 045

variety of financial tasks, aligning with industry 046

demands. As shown in Figure 1, they can handle 047

diverse textual data, including news and reports. 048

Thus, FinLLMs assist investors in making invest- 049

ment and trading decisions. 050

However, due to the limitations of FinLLMs and 051

lack of stock image’s training data, they have short- 052

comings in processing visual data. They support 053

only a single modality, relying on textual data and 054

weakening their ability in financial analysis. 055

Moreover, the current mechanism of FinLLMs 056

involves matching user queries with retrieval- 057

augmented generation (RAG) (Lewis et al., 2021), 058

retrieving relevant text and data to feed into Fin- 059

LLMs. This process necessitates daily updates to 060

the knowledge base, which requires a vast capacity. 061

Also, FinLLMs merely merge the knowledge to- 062

gether without delving deeper into knowledge and 063

effectively integrating them. Thus, this approach 064

fails to enhance the capabilities of the FinLLMs. 065
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To effectively tackle these challenges, we first066

formalize the tasks of financial analysis. Addi-067

tionally, we propose the FinAgent dataset for fine-068

tuning LLMs. This dataset encompasses not only fi-069

nancial report and stock Q&A, but also an extensive070

collection of paired stock candlestick charts and071

their corresponding textual annotations, along with072

manually crafted image analysis corpora. Build-073

ing on this, we introduce an integrated stock in-074

vestment analysis agent, termed Stock-Agent. It075

not only recognizes investors’ queries and employs076

precise retrieval tools (APIs and knowledge bases)077

based on the queries, but also deeply mines and078

applies effective integration for the retrieved infor-079

mation. The approach delivers more accurate stock080

trend predictions and nuanced financial analysis for081

investors.1082

The main contributions of the model are shown:083

• We propose an FinAgent dataset, which con-084

tains research data, financial reports, hand-085

written CoT data, and stock charts, driving the086

development of multimodal LLMs.087

• We propose the Stock-Agent framework,088

which integrates a fine-tuned StockGPT based089

on FinAgent with automated agents. It adeptly090

identifies investor queries and utilizes precise091

retrieval tools suited to the queries, enhancing092

retrieval precision and efficiency.093

• We propose a multimodal information fusion094

method, which deeply mines and effectively095

integrates the retrieved information, offering096

stock predictions and financial analysis.097

• Our extensive experiments reveal that Stock-098

Agent outperforms the existing methods on099

FinAgent datasets. The ablation studies show100

the efficiency of each module in Stock-Agent.101

2 FinAgent Datasets102

We present the FinAgent dataset as shown in Fig-103

ure 2, comprising research datasets, StockQA, fi-104

nancial news, reports, and 50,000 stock charts,105

sourced from various databases. Table 1 highlights106

the issue of inadequate label length in existing re-107

search datasets, which impedes FinLLMs training.108

FinAgent remedies these issues by providing en-109

hanced quality and length. We provide the details110

of FinAgent’s data sources and construction pro-111

cess in this section.112
1The proposed datasets, source codes, and model check-

points will be released upon paper acceptance.
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Figure 2: The data source and preprocessing of the
proposed FinAgent datasets.

2.1 Data Sources 113

• Research datasets: This part encom- 114

passes a range of traditional financial datasets 115

drawn from scholarly sources, such as 116

FPB (Malo et al., 2014), FinQA (Maia et al., 117

2018), convFinQA (Chen et al., 2022), and 118

Headline (Sinha and Khandait, 2020). These 119

datasets are instrumental in augmenting the 120

capabilities of LLMs in terms of extracting 121

information and generating summaries. 122

• StockQA dataset: This section contains 123

financial data including stock price obtained 124

from Tushare (Tushare, 2021) and AK- 125

share (AKshare, 2021). It adopts a sequential 126

data format to capture stock price movements 127

(e.g. {..., 170, 173, 171, ...}). 128

• Financial news dataset: To furnish Fin- 129

LLMs with financial insights, we integrate 130

financial news, including the economic seg- 131

ments of CCTV and Wall Street CN. 132

• Financial reports dataset: We con- 133

struct datasets of financial report through 134

DataYes (DataYes, 2021), encompassing ex- 135

pert evaluations and corporate insights per- 136

formed by institutional analysts. 137

• Stock charts: We create stock candlestick 138

charts using time-series data for all listed 139

companies from the last 100 trading weeks, 140

sourced from TuShare (Tushare, 2021). 141

Dataset Size Input Label Type

Research 42,373 712.8 5.6 en
StockQA 21,000 1313.6 40.8 zh
Fin. News 79,000 497.8 64.2 zh
Fin. Reports 120,000 2203.0 17.2 zh
Fin. Reports CoT 200 2184.8 407.8 zh
Stock Charts 80000 180.3 411.08 zh

Table 1: The details of the FinAgent datasets. “Input”
and “Label” denote their text length.
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2.2 Data Preprocessing142

As shown in Figure 2, we explore the details of143

FinAgent preprocessing:144

• Research dataset: Conventional research145

datasets predominantly consist of extensive146

volumes of English language material. To147

improve FinLLM’s proficiency in Chinese, we148

selectively extract a subset from them.149

• StockQA dataset: Given that the source150

data is presented sequentially, we deploy Chat-151

GPT with a tailored prompt to create financial152

questions. This method aids in training and153

expands the pool of questions. We then use154

ChatGPT to formulate answers, creating QA155

pairs for LLMs training.156

• Financial news dataset: Using ChatGPT,157

we summarize news to create a financial news158

dataset. This method enhances FinLLM’s159

skills in financial news summaries.160

• Financial eports dataset: We align the161

financial reports of companies with their re-162

spective stock prices on the day the reports163

are made public, using a predefined template164

to construct financial report datasets. Further-165

more, to enhance the capabilities of LLMs,166

we manually create 200 CoT financial report167

data using expert financial insight and more168

descriptive labels.169

• Stock charts dataset: We utilize Tushare170

to collect historical stock data and convert it171

into candlestick charts, integrating financial172

indicators such as moving averages to reflect173

realistic trading scenarios. Then, we construct174

image-text pairs for stock chart analysis using175

Qwen-VL. Moreover, we manually create 100176

CoT pairs to enhance the stock chart analysis177

capabilities of FinLLMs.178

3 Stock-Agent Framework179

We define the tasks of financial analysis as com-180

prising two components: stock trend prediction and181

the financial (Q&A). Accordingly, we develop the182

Stock-Agent framework, which tackles two finan-183

cial analysis tasks, as depicted in Figure 3. Within184

this section, we begin by formally defining the185

scope of the tasks and provide an in-depth exposi-186

tion of each component within our framework.187

3.1 Task Definition 188

For the task 1, given a set of companies C = 189

{ci}Ni=1 along with the associated knowledge doc- 190

uments D = {dj}Mj=1, we can predict the stock 191

trends. These documents encompass three kinds of 192

information, including textual reports, stock price 193

time series data, and stock candlestick charts, etc. 194

Predi = ϕ(ci, dj), P redi ∈ {up, down} (1) 195

where ϕ denotes a stock predicting system, and 196

dj is identified as the documentation pertinent to 197

company ci. The objective is to select a subset of 198

companies Cchosen that are forecast to rise. 199

Cchosen = {ci|ci ∈ C ∧ Predi = up} (2) 200

For the task 2, automated agents adeptly identify 201

investor queries and utilize API and retrieval tools 202

to be suited for the queries Q. We denote Qt and Rt 203

as the user query and agent response at the current 204

time step t, and Ht = [Q0, R0, ..., Qt−1, Rt−1] as 205

the dialogue history. 206

rk = Agent(Q) (3) 207

dk =

{
API(rk), rk = 0
DB(rk), rk = 1

(4) 208

where rk represents the intent of user query re- 209

turned by the agent. Meanwhile, rk = 0 stands 210

for using api, and rk = 1 is for using database 211

retrieval. 212

Then we formalize the financial Q&A task as 213

obtaining the response based on a current query, 214

dialogue history, and corresponding documents: 215

Rt = π(dk, Ht, Qt) (5) 216

where π represents the framework, and dk is the 217

retrieved document related to Qt. 218

3.2 Task 1: Stock Trend Prediction 219

Our first task is to focus on predicting stock trends 220

for each specific company ci based on its correlated 221

documents dj , which comprise both textual and 222

image information. 223

3.2.1 StockGPT Fine-Tuning 224

Figure 3 presents a three-step LoRA-based fine- 225

tuning of GPT: training on FinAgent’s finan- 226

cial reports, enhancing reasoning with CoT re- 227

ports and adding analysis skills using annotated 228

stock charts. Through fine-tuning, we obtain 229
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Figure 3: An illustration of the Stock-Agent framework of the two tasks in financial analysis.

StockGPT1, which can predict the trend of ci230

based on dj more accurately, as well as providing231

detailed analysis and explanations.232

3.2.2 CFI and VIE233

We propose Comprehensive Financial Insight (CFI)234

and Visual Investment Explorer (VIE) technologies235

to pose in-depth questions about the retrieved doc-236

uments dj , as shown in Appendix C. In Appendix237

A, we show performance evaluation of different238

open-source multimodal LLMs from professional239

financial analysts. Thus, for textual documents, we240

employ the ChatGLM3-6B (Du et al., 2021), while241

for image documents, we utilize the Qwen-VL (Bai242

et al., 2023). These questions, along with the docu-243

ments dj , are fed into a LLM to generate new d1j ,244

to enhance document comprehension and analysis.245

d1j = CFI&V IE(dj) (6)246

To enhance the FinLLM’s utilization efficiency247

of multimodal information, including research re-248

ports, stock data, and chart’s textual analysis, we249

employ an adaptive method Rerank (Xiao et al.,250

2023) to integrate and optimize the sequence of251

information input. This method mitigates the over-252

sight of middle information by LLMs, improving253

the accuracy of stock trend predictions. Then, we254

design a template Prompt1.255

dapi = Rerank(d1j ) (7)256

Ii = concat(Prompt1, dapi) (8) 257

where <report>, <market data> and <image> 258

compose dapi. We concatenate the prompt with 259

the documents as the input Ii into the StockGPT to 260

analyze the stock trend prediction Predi for ci. 261

Resi = StockGPT1(Ii) (9) 262

3.2.3 Prediction and Post-Process 263

We manually extract the prediction result Predi 264

from Resi. Finally, we choose all stocks predicted 265

as “up” as Cchosen. 266

Predi =

{
up, if “up” ∈ Resi
down, else

(10) 267

Cchosen = {ci|Predi = “up”} (11) 268

Additionally, we implement a monthly rolling 269

strategy. We hold all the ci in Cchosen for one 270

month. The proportion of each stock in the invest- 271

ment portfolio is calculated using the capitalization 272

weighting method. 273

ARm = ARm−1 +
∑

ci∈Cchosen

w ∗Rci (12) 274

where ARm is the accumulated return of month 275

m, and Rci is the return of stock ci. w represents 276

the proportion of stock ci in the portfolio. vi is the 277

market value of company ci. 278
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w =
vi∑N

n=1 vn
(13)279

3.3 Task 2: Financial Q&A280

Stock-Agent has the ability to perform financial281

Q&A, which includes four parts: agent decision,282

vector DB construction, knowledge rerank, and283

response generation.284

Given a dialogue history Ht, user query Qt, and285

the document dj retrieved by agent, conversation286

system π can give a response Rt.287

3.3.1 Agent Decision288

When investors pose a query, our agent automati-289

cally selects the appropriate retrieval method based290

on the intent of the user query. The agent searchs291

for knowledge within a local database and interacts292

with API by generating a valid JSON object to ob-293

tain information. This adaptive retrieval approach294

enhances precision, minimizes the storage needs of295

the local database, increases efficiency, and lower296

costs:297

rj = Agent(Q) (14)298

dj =

{
API(rj), rj = 0
DB(rj), rj = 1

(15)299

where dj is the document related to Q.300

3.3.2 Vector DB Construction301

Vector DB is an important part of RAG, which is302

used for efficient storage and retrieval of knowl-303

edge documents. To improve the accuracy and304

efficiency of document retrieval, we leverage Chat-305

GPT to extract summary sk from each document.306

sj = ChatGPT (dj) (16)307

Given sj , we obtain the embedding vector esj308

via an embedding model. This vector will be stored309

in the database for subsequent retrieval.310

esj = SentEmbed(sj) (17)311

where SentEmbed is a sentence embedding312

model, such as BGE (Xiao et al., 2023) and313

SGPT (Muennighoff, 2022). We adopt BGE as314

the embedding model in our framework.315

3.3.3 Knowledge Rerank316

To retrieve knowledge in the vector DB, user query317

Q would also be fed into the same sentence embed-318

ding model to obtain the embedding vector eQ.319

eQ = SentEmbed(Q) (18)320

In the retrieval approach, our framework inte- 321

grates traditional sparse retrieval (BM25) with vec- 322

tor search methods (Cosine similarity). We take the 323

top k documents retrieved by both methods and ap- 324

ply Reciprocal Rank Fusion (RRF) for re-ranking 325

to acquire the top n documents for the query. 326

demb = argmax
dj

e⊤Q · esj
|eQ||esj |

(19) 327

dbm25 = BM25(D,Q) (20) 328

ddb = RRF(demb, dbm25) (21) 329

We combine the locally retrieved ddb with dapi 330

within API request to obtain the final document d∗. 331

d∗ = dapi ∪ ddb (22) 332

3.3.4 LLM Fine-Tuning 333

We inherit StockGPT1 as the base LLM in this 334

part, then continue training StockGPT1 on the 335

research dataset, financial news, and StockQA 336

datasets of FinAgent to obtain StockGPT2. 337

3.3.5 Response Generation 338

Given a dialogue history Ht, user query Qt, and 339

retrieved document d∗ related to Qt, the goal is to 340

give the response Rt in a conversation of turn t. 341

We provide a template Prompt2. Then, we con- 342

catenate the Prompt2, retrieved knowledge, con- 343

versation history, and query to get the input It for 344

StockGPT to get the response Rt. 345

It = concat(Prompt2, d
∗, Ht, Qt) (23) 346

Rt = StockGPT2(It) (24) 347

4 Experiments 348

In the following section, we conduct a series of ex- 349

periments designed to validate the efficacy of Stock- 350

Agent. Owing to the architecture or our framework, 351

the experiments are divided into two parts. The 352

initial part examines the model’s ability to predict 353

stock trends. In the second part, we evaluate the 354

performance of our Stock-Agent via ablation study 355

and preference evaluation with human & GPT-4. 356

4.1 FinAgent -Test Datasets 357

We select a subset from the FinAgent dataset as 358

the test set, which is excluded from the training set. 359

For task 1, we choose a certain number of samples 360

from the financial reports dataset. 361

In task 2, the test set comprised some samples 362

from StockQA dataset. 363
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Model ARR ↑ AERR ↑ ANVOL ↓ SR ↑ MD ↓ CR ↑ MDD ↓

SSE50 -1.0% -2.7% 19.3% -0.054 45.9% -0.023 29
CSI 300 1.7% 0 18.2% 0.092 39.5% 0.043 30
SCI 3.9% 2.2% 14.8% 0.266 21.5% 0.183 19
CNX 7.6% 5.9% 26.5% 0.287 41.3% 0.185 20

Randomforest 9.8% 8.1% 19.5% 0.501 16% 0.608 22
RNN 8.1% 6.4% 10.9% 0.742 15.7% 0.515 12
BERT 10.7% 9.0% 16.1% 0.664 13.5% 0.852 14
GRU 11.2% 9.5% 13.7% 0.814 14.6% 0.765 21
LSTM 11.8% 10.1% 15.4% 0.767 15.3% 0.768 19
Logistic 12.5% 10.8% 27.1% 0.463 32.5% 0.385 18
XGBoost 13.1% 11.4% 20.5% 0.633 20.9% 0.619 17
Decision Tree 13.4% 11.7% 19.6% 0.683 11.9% 1.126 20

ChatGLM2 8.1% 6.4% 24.9% 0.324 62.6% 0.126 26
ChatGPT(Turbo3.5) 14.3% 12.6% 27.7% 0.516 53.6% 0.267 23
FinMa 15.7% 14.0% 37.1% 0.422 66.3% 0.236 25
FinGPT 17.5% 15.8% 28.9% 0.605 55.5% 0.312 24
Tongyi-Fin 24.1% 22.4% 18.9% 0.827 36.9% 0.653 28

Stock-Agent 30.7% 29.0% 18.9% 1.6243 11.3% 2.73 11

Table 2: The main experimental results on FinAgent-Test. ARR (Annualized rate of return) is a core indicator, while
the middle indicators (like AERR, ANVOL, etc.) could assist investors in evaluating the model’s effectiveness.
Since the rate of return usually fluctuates wildly, to ensure the stability of the performance, we run each model 10
times and obtain the average result.

4.2 Baselines364

To validate the effectiveness of our Stock-Agent on365

the test datasets, we select baselines as follows:366

• Major Indices: We select indices in the367

Chinese capital market, including the SCI,368

CSI 300, SSE50, and CNX.369

• ML&DL Algorithms: We use ML algo-370

rithms such as Logistic (Sperandei, 2014) and371

XGBoost (Chen et al., 2015), and DL models372

like LSTM (Yu et al., 2019) and GRU, which373

are employed for time-series prediction.374

• General LLMs: We choose the general-375

purpose LLMs like ChatGPT and ChatGLM2.376

These LLMs have been chosen due to their377

ability and wide range of applications in NLP.378

• FinLLMs: In the financial domain, we fo-379

cus on open-source FinLLMs, such as FinGPT380

and FinMA, which have been trained for fi-381

nancial tasks.382

4.3 Metrics383

In task 1, we employ core metrics (ARR) along384

with supplementary (MD&SR) for a comprehen-385

sive assessment of model ability. The ARR gauges386

profitability, while MD and SR measure risk as-387

sessment. In task 2, the Ragas (Ragas, 2023) met-388

ric evaluates the output quality of LLMs, comple- 389

mented by scoring from GPT-4 and experts, estab- 390

lishing a multidimensional framework for perfor- 391

mance assessment. 392

4.4 Comparison Results 393

As shown in Appendix D, Figure 8 depicts various 394

models’ Accumulated Returns (AR) with curves. 395

Notably, starting in 2023, the Stock-Agent achieve 396

the highest AR and continued to rise, demonstrat- 397

ing its effectiveness in stock investment. 398

By referring to Table 2, Stock-Agent leads with 399

a 30.7% Annualized Return Rate (ARR), further 400

confirming its validity. We derive the following 401

observations: Firstly, ML&DL show potential in 402

stock trend prediction with noteworthy ARR results. 403

Secondly, LLMs often outperform ML&DL when 404

combining financial reports with market data, en- 405

hancing stock trend prediction. ChatGPT achieved 406

a 14.3% ARR. Despite LLMs being trained on 407

extensive text data, they lack financial domain ex- 408

pertise. Thus, FinLLMs, fine-tuned for finance, are 409

expected to improve stock prediction efficacy, with 410

Tongyi reaching a 24.1% ARR. 411

Finally, fine-tuning Stock-Agent on stock charts 412

and report data yielded a 30.7% ARR, enhancing 413

prediction accuracy and returns. Through compre- 414

hensive financial data for fine-tuning, we improve 415
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prediction accuracy and return, thereby validating416

the efficacy of Stock-Agent.417

4.5 Ablation Study418

Model ARR ↑ SR ↑ Out_len ↑ N/A ↓

ChatGLM3-6B 8.1% 0.324 228.1 52.3%

+ Fin. Reports 15.8% 0.636 17.2 -
+ Charts & CoT 30.7% 1.6243 260.5 23.1%

Table 3: The ablation results for task 1 under different
training data. Out_len: average length of LLMs outputs.
N/A: invalid answer ratio.

Model ROUGE-1 ↑ ROUGE-2 ↑ ROUGE-L ↑

ChatGLM3-6B 0.2794 0.1944 0.2642
+ Fin. News 0.3838 0.2553 0.3745
+ StockQA 0.4115 0.3028 0.4082

Table 4: The ablation results for task 2 under different
training data.

Method Precision ↑ Recall ↑ Faithfulness ↑

Embed. Retrieval 0.6028 0.8195 0.7412
+ BM25 & RRF 0.6189 0.8324 0.7691
+ CFI & VIE 0.6389 0.8517 0.7784
+ Rerank 0.6717 0.8430 0.8005

Table 5: In the Ragas evaluation framework (three key
indicators), we present the ablation study in the task 2
using different retrieval methods.

We conduct three ablation experiments. Firstly,419

we observe the stock trend prediction ability of our420

Stock-Agent under different training datasets.421

As shown in Table 3, all parts of our training422

data, including Fin. Reports, Fin. Reports CoT, and423

Stock Charts, contribute to the final performance.424

In particular, Stock Charts and CoT data greatly425

improves ARR and output length, which implies426

that it helps to enhance the financial analysis ability427

of the model.428

It is worth mentioning that after fine-tuning the429

financial report data, the LLM’s output only in-430

cludes rise and fall, thus resolving the issue of431

invalid answers. After fine-tuning with CoT and432

Stock Charts, our Stock-Agent achieves optimal433

performance with 30.7% ARR, and the proportion434

of invalid answers also decreased, reaching 23.1%.435

As for the second ablation experiment, we inves-436

tigate whether the quality of the output improved437

after fine-tuning the LLM at different data. As 438

shown in Table 4, we observe that the scores of 439

Stock-Agent in terms of rouge1 and rouge2 reach 440

0.3838 and 0.2553 respectively after fine-tuning 441

with News. Furthermore, it is noteworthy that 442

Stock-Agent achieves optimal performance after 443

fine-tuning with both news and StockQA. 444

Table 5 illustrates the impact of various com- 445

ponents on the performance of Stock-Agent in fi- 446

nancial Q&A. We select key metrics from Ragas 447

to assess the quality of the Stock-Agent output. 448

The results indicate that Stock-Agent performs best 449

when all components are utilized. 450

4.6 Preference Evaluation 451

We utilize GPT-4 and humans to assess the output 452

quality of each LLM on test datasets. As shown in 453

Figure 4 and Figure 5, we observe that any basic 454

LLMs with our Stock-Agent has an improvement 455

in performance in financial analysis. Moreover, in 456

the assessment by humans and GPT-4, Stock-Agent 457

surpasses ChatGPT in delivering effective content 458

shown in Appendix B. 459
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Figure 4: Preference evaluations via human.
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Figure 5: Preference evaluations via GPT-4.

4.7 Case Study 460

We offer Stock-Agent’s results for qualitative analy- 461

sis. Figure 6 demonstrates that when queries about 462

Apple Inc.’s latest reports and investment guidance, 463

Stock-Agent can retrieve the latest data and reports 464

to feed the LLM. This process refines the LLM’s 465

responses, ensuring the information provided is 466
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How is the recent financial report of Apple Inc.? Is it worth investing?

1. 【Reports】In the first three quarters of 2023, Apple Inc., achieved an operating income …
2. 【Market Data】Stock prices: {‘2023-10-02’: 172.40…‘2023-10-12’: 180.71, …}
3. 【Candlestick】The chart indicates that the stock is on an upward trend, following the 5 day MA…

Knowledge

Through the research report and market trend data, the following conclusions can be drawn:
1. Fundamentals: in the 2023 fiscal year Apple Inc., achieved a total profit of … the revenue exceeded ….
2. Technical aspects:

1. The latest MACD indicator shows a bullish “golden cross” at the bottom, with the DIF line crossing…
2. The recent KDJ indicator, with J value crossing above K below zero, suggests…
3. The latest BOLL indicator shows that the stock price is fluctuating between the middle and upper…

3. Therefore, we predict that the stock’s final return result for the next month is: “up”, up probability: “average”

According to report and data, Apple Inc.'s performance has been consistently improving, and the trend in its stock
price is upward…Future prices may rise or fall. This information is for reference only and not investment advice.
Please do your own research or consult a financial advisor.

Stock-Agent

ChatGPT

Retrieval & API

Figure 6: Case of outputs of Stock-Agent and ChatGPT

current, which aids investors in making informed467

decisions and obtaining relevant advice.468

Conversely, with ChatGPT, there are shortcom-469

ings in the timeliness and quality of its responses.470

Therefore, by incorporating Agent, Stock-Agent471

improves the LLM’s utility and performance.472

5 Related Work473

5.1 Financial Datasets474

With the continuous development of financial475

datasets, DISC-FinLLM (Chen et al., 2023) en-476

hanced the financial-domain capabilities, including477

various financial-task instructional samples. Fin-478

GPT (Zhang et al., 2023) is an open-sourced dataset479

promoting the development of financial LLMs for480

transparent and scalable finance-related research.481

PIXIU (Xie et al., 2023) introduces the instruc-482

tion tuning dataset specifically tailored for finan-483

cial LLMs. The scarcity of financial image datasets484

impedes multimodal LLM development, To make485

up for this gap, we propose FinAgent to support486

the training of multimodal LLMs.487

5.2 Algorithms in Financial Domain488

Traditional ML&DL algorithms, such as LSTM,489

Logistic, and BERT (Devlin et al., 2018), have490

been applied in stock trend prediction. However,491

ML&DL focuses on the final result, without ana-492

lyzing the underlying factors driving market trend.493

As for FinLLM, although BloombergGPT, FinMA,494

and FinGPT play important roles in the commu-495

nity, they are mainly based on English-language496

datasets. In contrast, Stock-Agent relies on Chi-497

nese language and is specifically designed for stock498

trend prediction. 499

5.3 Large Multimodal Models 500

With the continuous development of image and 501

text datasets, multimodal LLMs have made rapid 502

progress. VISCPM (Hu et al., 2023)is a multimodal 503

LLM series from Tsinghua University, specialized 504

in image-text dialogue and optimized for Chinese. 505

Ziya-Visual (Lu et al., 2023), trained on the Ziya 506

general model, excels in visual QA and dialogue, 507

particularly for Chinese users. VisualGLM-6B (Du 508

et al., 2022; Ding et al., 2021), an open-source 509

LLM with bilingual support, blends vision and 510

language, fine-tuned for improved semantic align- 511

ment. In Appendix A, the Qwen-VL (Bai et al., 512

2023) shows strong performance across all metrics, 513

leading us to select it as our primary model for 514

analyzing stock charts. 515

6 Conclusion 516

In our study, we define the tasks of financial anal- 517

ysis and propose the FinAgent datasets for fine- 518

tuning StockGPT. Then, we propose a Stock-Agent 519

that efficiently discerns user queries and retrieves 520

information via APIs or knowledge bases. More- 521

over, we propose an efficient multimodal informa- 522

tion fusion method that deeply mines and effec- 523

tively integrates the retrieved information, thereby 524

improving the analytical quality of LLMs. We 525

conduct extensive experiments on the FinAgent 526

datasets, as well as some supplementary experi- 527

ments such as ablation studies and GPT4&human 528

preference evaluation, to reveal that Stock-Agent 529

outperforms all the baseline methods, and shows 530

effectiveness for the tasks of financial analysis. 531
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Limitations532

Despite the positive contributions of this study, we533

recognize that there is still great room for devel-534

opment in our work. In our future work, we will535

further contribute to the open-source FinLLMs, im-536

prove their generalization, enhance their ability in537

other financial tasks, create more powerful open-538

source FinLLMsand more intelligent investment539

agents.540

Ethics Statement541

We assert that there are no ethical dilemmas sur-542

rounding the submission of this article and have543

no known competing financial interests or personal544

relationships that could have had an impact on the545

research work presented.546
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This is a section in the appendix.678

A Multimodal LLM Evaluation679

Acc(Accuracy) reflects whether the LLMs ac-680

curately describe the content of the image.681

Int(Integrity) measure whether the LLMs fully682

describe the information in the image content.683

Opera(Operation) evaluates whether the LLMs pro- 684

vide detailed and specific operational recommen- 685

dations. Log(Logicality) measures whether the de- 686

scription of the LLMs is consistent and rigorous. 687

Expre(Expression) measures whether the expres- 688

sion of a LLMs is professional. Overall is the av- 689

erage of all items, reflecting the comprehensive 690

ability of the LLMs. 691

We assess advanced multimodal LLMs like Vis- 692

CPM and Ziya-Visual, which can handle text-to- 693

image generation and dialogue. These models 694

demonstrate outstanding image comprehension and 695

robust performance in stock prediction tasks. 696

After undergoing an evaluation by experts in 697

the finance sector, we recognize that both Qwen- 698

VL and gpt4 demonstrate exceptional capabilities. 699

However, due to necessary considerations for risk 700

control, gpt4 appears relatively weaker when it 701

comes to providing specific operational recommen- 702

dations. Therefore, we decided to select Qwen-VL 703

as our multimodal LLMs, dedicated to interpreting 704

stock charts from the stock market. 705

LLM Acc Int Opera Log Expre Overall

Qwen-VL 0.61 0.55 0.705 0.775 0.83 0.694
GPT-4 0.67 0.57 0.85 0.85 0.515 0.691
VisualGLM 0.55 0.54 0.735 0.82 0.53 0.636
VisCPM 0.46 0.395 0.445 0.475 0.42 0.439
Ziya-Visual 0.3 0.225 0.37 0.385 0.325 0.327

Table 6: The details of the Multimodal LLM Evaluation.

B GPT-4 VS Stock-Agent 706

Figure 7 shows the preference evaluations between 707

ChatGPT and Stock-Agent, with experts and GPT- 708

4 serving as referees respectively. 709

47%

53%

31%

8%

22%

41%

0% 25% 50% 75% 100%

Human

GPT-4

Win (ours) Tie  Lose (ours)

Figure 7: The preference evaluations between ChatGPT
and Stock-Agent, with experts and GPT-4 serving as
referees respectively.

C Prompt Details 710

Table C shows the prompts we used in the experi- 711

ments. 712
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Type Prompt

CFI-time-series # Stock Data
1. Stock name: (stock_name). 2. Stock price (yuan) : (stock_price). 3. Rise/Fall (%) :
(stock_change). 4. Volume (billion) : (stock_volume).
# Restrictions
Your analysis should be limited to:
1. What investment strategy should we adopt at the current stock price? 2. What risk
factors exist in the trend of the stock, and how to manage the risk in the current market
environment? 3. Based on the current trend, what is the likely future change in the
stock price? 4. What kind of technical structure and K-line combination are included
in the stock price trend, and what is the impact of these k-line combinations on the
future trend?
# Tasks
Your task is to analyze and mine the stock data I provided, and generate a more
comprehensive and professional analysis report. Your analysis can ONLY be limited
to the above limits. Answers are not allowed to contain fabrications!

CFI-reports # Stock Reports
1. Title: (report_title). 2. Date: (report_date). 3. Target price: (target_price). 4.
Report content: (report_content).
# Restrictions
Your analysis should be limited to:
1. Business and market overview: Analysis of the company’s main products or services,
market positioning, revenue sources and market share; 2. Financial position (core) : in-
depth analysis of the company’s key financial indicators such as revenue growth, profit
margin, cash flow, and debt position; 3. Market trend and macro environment (core) :
Consider the influence of industry trend, industry development, policy environment
and macro economic factors, including interest rates and policies on the company;
4. Market expectation and enterprise valuation (core) : analyze the company’s future
revenue and profit expectations in the report, the level of enterprise valuation (pe, pb
and other indicators), whether there is a bubble, and evaluate the rationality of these
expectations and the possibility of realization; 5. R&d and innovation capabilities:
evaluate the company’s R&D strength and new product development; 6. Competitive
advantage: understand the company’s competitive position and advantages in the same
industry; 7. Risk factors: identify risks that may affect the company’s performance,
including operational risks, industry risks, market risks, legal and regulatory risks, etc.
# Tasks
Your task is to sort out and analyze the financial research report I provided, and mine
the deeper information of the financial research report from the above several analysis
angles, so as to generate a more professional, detailed and comprehensive financial
research report. Answers are not allowed to contain fabrications!

VIE Please describe or analyze in detail based on the diagram provided to you. The
description includes seven directions: 1. What is the overall trend of the moving
averages (down, up, or sideways); 2. What is the technical structure of the recent
K-line portfolio, whether there are buy or sell signals; 3. The latest BOLL indicator,
whether there are buy or sell signals; 4. The latest MACD indicator, whether there are
buy or sell signals; 5. The recent KDJ indicator, whether there is a buy or sell signal
in the volume; 6. Whether the overall fluctuation range of the k line is large; 7. And
what the future might hold. The description should be no less than 600 words!

Table 7: Instruction prompts for CFI and VIE technology.
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Figure 8: Accumulated returns (AR) of each baseline under the test set of the financial report dataset from January
2020 to July 2023. The figure shows the curves of some baselines.

D Accumulated returns713

Figure 8 shows the accumulated returns (AR) of714

each baseline.715
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