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Abstract

Actual causality (AC), a fundamental aspect of causal reasoning (CR), concerns
attribution and responsibility assignment in real-world scenarios. However, existing
LLM-based methods lack grounding in formal AC theory, resulting in limited
interpretability. Therefore, we propose AC-REASON, a semi-formal reasoning
framework that identifies causally relevant events within an AC scenario, infers
the values of formal causal factors (e.g., sufficiency, necessity, and normality),
and answers AC queries via a theory-guided algorithm with explanations. While
AC-REASON does not explicitly construct a causal graph, it operates over variables
in the underlying causal structure to support principled reasoning. To enable
comprehensive evaluation, we introduce AC-BENCH, a new benchmark built
upon and extending Big-Bench Hard Causal Judgment (BBH-CJ). AC-BENCH
comprises ~1K carefully annotated samples, each with detailed reasoning steps and
focuses solely on actual causation. The case study shows that synthesized samples
in AC-BENCH present greater challenges for LLMs. Extensive experiments on
BBH-CJ and AC-BENCH show that AC-REASON consistently improves LLM
performance over baselines. On BBH-CJ, all tested LLMs surpass the average
human accuracy of 69.60%, with GPT-4 + AC-REASON achieving 75.04%. On AC-
BENCH, GPT-4 + AC-REASON again achieves the highest accuracy of 71.82%.
Fine-grained analysis reveals with AC-REASON, LLMs exhibit more faithful
reasoning, especially Qwen-2.5-72B-Instruct and Claude-3.5-Sonnet. Finally, our
ablation study proves that integrating AC theory into LLMs is highly effective,
with the proposed algorithm contributing the most significant performance gains.

1 Introduction

Causality is commonly divided into type causality and actual causality [31]. Type causality concerns
variable-level relationships and effects within a causal structure, while actual causality (AC) concerns
attribution and responsibility assignment in real-world applications such as legal reasoning [32]] and
legal responsibility [2]. An example of AC is illustrated in Figure|l] In the era of LLMs, studies
mainly focus on eliciting their causal reasoning (CR) capabilities [26] 35} 25136, 134]]. These efforts
primarily address type causality tasks such as variable-level causal discovery and effect inference,
and have achieved promising results [26} 35} 34]. However, AC remains relatively underexplored, and
existing LLM-based methods targeting AC consistently fall short, often underperforming human-level
accuracy [6]. For example, on Big-Bench Hard Causal Judgment (BBH-CJ) [50], GPT-4 with
manually crafted chain-of-thought (CoT) exemplars achieves a state-of-the-art accuracy of 68.2%,
still below the average human rater accuracy of 69.6% [31]]. These methods also exhibit limited
interpretability, as our analysis reveals that they often generate explanations that appear plausible but
are theoretically incorrect. This motivates the central question of our work: Can AC theory-guided
LLMs perform more formal and accurate AC reasoning with theoretically aligned explanations?
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Story: Janet is an employee in a factory. Since she works in the maintenance department, she knows how to grease and oil all of the
machines in the factory. [1] It is her responsibility to put oil into the machines. Kate is also an employee at the factory. While she works
in the human resources department, she knows how to grease and oil all of the machines in the factory. [2] If Janet does not put oil in
the machines, it is not Kate’s responsibility to do so. [3] One day, Janet forgets to put oil in an important machine. [4] Kate noticed that
anet did not put oil in the machine, and Kate also did not put oil in the machine. The machine broke down a few days later.
Question: Did Kate not putting oil in the machine cause the machine to break down?
Ground Truth Answer: Yes
]
[ Causal Setting Establishmentj [ Causal Factors Analysis ] [Actual Causality Reasoning
f {
”cauﬁal_evenls"z { o o "causal_events": { Input: the structured causal knowledge from causal
I(ate”does ",?t put oil in the machine™ { "Kate does not put oil in the machine": { factors analysis, including the causal events and
oceur True, "sufficient": False, their inferred factor values.
”ordex; 21 "necessary": True,
focal”: True "halpern_pearl": True, Query: Did Kate not putting oil in the machine cause
) . X "norm_violated": False, #[2] the machine to break down?
"Janet does not put oil in the machine": { "behavior_intended": True # [4]
“occur”: True, } Answer: Yes.
”ordel; -0, "Janet does not put oil in the machine": {
focal: True "sufficient": False, Explanation: Kate does not put oil in the machine is a
) "necessary": True, cause of the machine breaks down, since Kate does not
2 "halpern_pearl": True, put oil in the machine is an actual cause (the value
"outcome_event": { "norm_violated": True, #[1] of halpern_pearl is True), and Kate does not put oil
"The machine breaks down": { "behavior_intended": False # [3] in the machine is an intended behavior of an agent
"occur”; 1, } (the value of behavior_intended is True). Based on
N . } Line 16 of Algorithm 1, Kate does not put oil in the
order”: 2 } machine is a judged cause of the machine breaks
} down. |
}
}

Figure 1: A data example in AC-BENCH. Actual causality (AC) features individual-level causality
between real-world events. To derive the actual causal relationships between these events, we need
to consider 1) the outcomes and their candidate causes, 2) the factors that determine whether each
candidate cause is at least part of a cause of the outcome, and 3) the factors that influence the
responsibility of each candidate cause, such as normality and agent intent [47]].

To address this, we introduce the AC-REASON framework, which integrates LLMs with AC theory-
guided CoT to enable more formal and interpretable AC reasoning. The framework operates in three
stages. First, it identifies causally relevant events—candidate causes and outcomes—from an actual
causal scenario. Second, it infers the values of formal causal factors related to AC (e.g., sufficiency,
necessity, and normality) for each candidate cause. Third, it determines actual causal relationships
using a theory-grounded algorithm that reasons over the inferred factor values to answer AC queries
(e.g., Does X cause Y?), along with a theoretically aligned explanation. The Role of LLMs. Formal
causal models struggle to define certain background contexts that shape human causal judgment
[L1], including the causal frame (i.e., the set of candidate causes relevant to an outcome), sufficiency,
necessity, normality, and epistemic state [30]. In our framework, LL.Ms act as event detectors that
set the causal frame of a causal scenario after the outcome occurs, simulating human attribution.
This reduces the need for expert intervention in manually defining the causal frame [31]. Second,
LLMs act as factor value reasoners, as recent studies have shown their effectiveness in inferring
the values of key causal factors for AC reasoning [31]]. For instance, GPT-4 infers sufficient and
necessary causes with an average accuracy over 80% [31]. The Role of AC Theory. AC theory
plays two complementary roles in AC-REASON. First, it acts as a factor definition provider by
translating formal definitions of causal factors into natural language descriptions for LLMs, such as
the Halpern-Pearl definition [16]. Second, it acts as a reasoning algorithm guider, guiding the design
of our algorithm that determines actual causal relationships given the inferred factor values.

In addition to methodological limitations, evaluation of AC reasoning has been largely overlooked in
existing CR benchmarks for LLMs [26} 35, 38]]. The most widely used dataset, BBH-CJ, includes
only 187 samples and lacks fine-grained annotations of reasoning steps. To address this gap, we
introduce AC-BENCH, an extension of BBH-C]J that enables more comprehensive evaluation of AC
reasoning. AC-BENCH features detailed, manually annotated reasoning steps for each query and
expands the data size leveraging the data synthesis capabilities of LLMs. It focuses solely on actual
causation, and our case study reveals that LLM-generated samples present greater challenges derived
from the generation pipeline. For example, when generating a new story, new details with spurious
correlations may be introduced, and important but non-essential causal cues may be omitted.

The contributions are threefold: (1) We propose the AC-REASON framework, which—to the best
of our knowledge—is the first to integrate LLMs with AC theory for more formal and interpretable
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AC reasoning. (2) We construct the AC-BENCH benchmark, which focuses solely on actual causal
relationships. It scales BBH-CJ to ~1K samples and incorporates more challenging samples, enabling
more comprehensive evaluation. (3) Experiments show that AC-REASON consistently improves
performance across various LLMs, outperforming other baselines. Also, the integration of AC theory
into LLLMs via our algorithm is proved to be highly effective by the ablation study.

2 Preliminaries

AC cares about the actual causal relationships between candidate causes and outcomes, referred to
as causal events and outcome events, respectively. These correspond to the endogenous variables
in an underlying causal structure. Given a natural language causal story ¢ from an AC problem,
a (recursive) causal model M is formally defined as a pair (S, F), where S = (U,V,R) is the
signature consisting of a set of exogenous variables I/, a set of endogenous variables V, and the
ranges of variables in V. F contains the structural equations that determine the values of endogenous
variables. V is partitioned into the set of causal events C and the set of outcome events O. Each event
E €V takes values from R(E) = {0, 1}, indicating whether E actually occurs.

An AC query g asks whether a conjunction of causal events (/) causes a combined outcome event (A,
V, or —). We present the causal events in conjunction as X = &, where each variable X takes on the
value x, and the combined outcome event as ¢. A causal formula 1) is written as [Y < y|p, Y C V,
meaning that ¢ would hold if an intervention set the variables in Y to y. A causal setting is a pair
(M, u), where M is a (recursive) causal model and w is a confext—an assignment to the exogenous
variables in I{. If a formula ¢ holds in the causal setting (M, u), we write (M, u) = 1.

2.1 The Halpern-Pearl Definition of Causality

The Halpern-Pearl (HP) definition of causality is a formal definition of a (partial) cause in the AC
background [16]. Here, we present the modified version of the HP definition:

Definition 1. X = x is an actual cause of  in the causal setting (M, ) if the following three
conditions hold:

ACL (M,u) (X =) and (M, u) |= ¢.

AC2. There exists a set W of variables in V and a setting ®' of variables in X such that if
(M,u) =W = w* then

(M,u) E [X + ', W + w*]—¢.

AC3. X is minimal; there is no strict subset X' of X such that X' = x' satisfies conditions AC1
and AC2, where &' is the restriction of x to the variables in X.

AC1 requires that both X = x and ¢ actually occur in the causal setting (M, u); AC2 establishes a
permissive counterfactual dependence of ¢ on X by forcing the variables in W fixed at their actual
values; AC3 ensures minimality, requiring only essential components are included. Overall, the HP
definition can be viewed as an extension of the but-for test: X = « is a cause of ¢ if, but for X = x,
¢ would not have happened. Based on this, we state Proposition [I] [16], proved in Appendix[A.3]

Proposition 1. If X = x is a but-for cause of y in the causal setting (M, w), then X = x is a cause
of ¢ according to the HP definition.

According to Proposition[T} if X = a is a but-for (i.e., necessary) cause of ¢, then it also qualifies as
an actual cause of ¢. However, the notion of an actual cause as defined in Definition[I] corresponds
only to part of a cause [16]. To ensure a more complete account of causality, additional factors such
as sufficiency, normality, intention, and responsibility are necessary. For clarity, we treat actual cause
as synonymous with part of a cause, while cause refers to a cause derived through judgment.

2.2 The Completeness of Actual Causes

One way to assess the completeness of an actual cause X = « is to examine whether it also satisfies
sufficiency for the occurrence of ¢ [[16]. Additional relevant factors are discussed in Appendix
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Definition 2. X = x is a sufficient cause of v in the causal setting (M, u) if the following four
conditions hold:

SCl1. (M,u) = (X =x) and (M, u) = ¢.
SC2. Some conjunct of X = x is part of a cause of p in the causal setting (M, u).
SC3. (M, u) |= [X < x]p for all contexts u/'.

SC4. X is minimal; there is no strict subset X' of X such that X' = x’ satisfies conditions SCI,
SC2, and SC3, where ' is the restriction of x to the variables in X.

SC1 and SC4 align with AC1 and AC3, respectively. SC2 requires that a sufficient cause must include
at least an actual cause. SC3 demands that X = « suffices to cause ¢ across all contexts—that is,
regardless of how the values of other causal events vary, X = x consistently causes ¢. If X = x
qualifies as a sufficient actual cause of ¢, it can be reasonably concluded to be a cause of (.

3 AC-REASON Framework

Step 1 Step 2 Step 3
Causal Setting Establishment Causal Factors Analysis Actual Causality Reasoning

e N 2
Ss Query 9 Formal Causal Factors Algorithmic Reasoning

[ C1 a sufficient cause? ] [ -
[ Cl1 a necessary cause? ] [

(" C1, C2, and their factors fycemr, \I
forders frocal fscs faos facs fos Sy i

N o e e e o —— —
C] [ Cl1 an actual cause? ] [ ]
:] S Answer | 99 Query
[ Cl violates norms? ] [ ] — ——_——.—
C] | Yes | Is Cl a cause of O? |
D [ Cl an intended action? ] [ ] =l S —
Explanatl
pre pres ElExp
Outcome C] (T "~y {ca {c2 (Ommmioim e Y
Event ! [°] Undertying 1 <./ - Cl is a cause of O, since C1 is an actual
forder [:] | Causal Structure | v, | cause of O and it violates a norm. (Line
""""" (o) \ 16 of Algorithm 1) JI
« ~/ A VN SESESE e
S AN - 2N J

Figure 2: The overview of AC-REASON. The causal structure at the bottom is not actually constructed.

As illustrated in Figure[2} AC-REASON operates in three stages. First, it establishes the causal setting
by extracting causally dependent events and the context from the story. Second, it infers the values of
causal factors for causal events. Third, it performs AC reasoning via algorithmic reasoning, returns
an answer and an explanation. The prompts for AC-REASON are presented in Appendix

3.1 Causal Setting Establishment

In this step, AC-REASON establishes the causal setting (M, u).

Causal Model. First, AC-REASON instructs an LLM to extract causal events C and outcome events
O from the story ¢, and combine the outcome events to a unified outcome event O. The instruction
states and generally ensures that causal events causally contribute to the outcome event and are
minimal and non-overlapping (AC3). Second, AC-REASON records whether each causal event is
queried using a binary factor ffocqr. If E € C is queried (i.e., a focal causal event), fF,.,, holds.
In summary, AC-REASON identifies the set of causal events C and the unified outcome event O to
define the causal model M, and assigns an auxiliary factor ffocai.

Context. Formally, the context u consists of the values of exogenous variables in &/, which in
turn determine the values of endogenous variables via the structural equations F [16]]. In practice,
AC-REASON extracts the values of endogenous variables—that is, whether each event occurs—as a
proxy for the context. Additionally, it captures the temporal order of events to support downstream
reasoning. For each event E/ € V), its occurrence is represented by a binary factor f,.c.,, where

fxw holds if F actually occurs. Its temporal order is recorded using an integer-valued factor foger

where f 5, 4er Indicates the relative sequential position of F starting from 0.
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The step of causal setting establishment is formalized by the following formula:

(C7 Oa ffocah foccura forder) <~ q)(t7 q, Im7 10)7

where ® is an LLM. t, q, I,,,, and I.. denote the story, query, and the instructions for extracting the
causal model and context, respectively.

3.2 Causal Factors Analysis
In this step, AC-REASON infers the values of 5 binary causal factors for each causal event E € C.

Fac. 1. f. determines whether F is a sufficient cause of O based on Definition2} If had E occurred,
O would have occurred under all contexts, Sb; holds. Here, “under all contexts” means
counterfactual reasoning over other causal events, ensuring robust sufficiency [22} 53]].

Fac. 2. f,. determines whether F is a necessary cause of O based on the but-for definition. If had
FE not occurred, O would not have occurred, ffe holds. The counterfactual reasoning allows
for the potential changes in other causal events when altering F.

Fac. 3. f,. determines whether E is an actual cause based on Definition[I] If had E not occurred,
O would not have occurred, while allowing at least one subset of causal events other than
FE to remain unchanged when F is altered, f,. holds. AC3 is satisfied, as F is atomic (as
discussed in Section. Furthermore, when f,,. holds, f,. should also hold (Proposition.

Fac. 4. f,, determines whether E violates a descriptive or prescriptive norm.

Fac. 5. f; determines whether E is an agent’s action, and the agent is aware of the potential outcomes
of their action and knowingly performs an action that leads to a foreseeable bad outcome.

The step of causal factors analysis is formalized by the following formula:
(fsca fnm fac7 f'ru fz) = (I)(tv Ifa Cv Oa foccur)a

where [ is the instruction for inferring the factor values. foccyr is used for counterfactual reasoning.

3.3 Actual Causality Reasoning

Based on the extracted causal knowledge, we design Algorithm|[I|for AC reasoning. The algorithm
formalizes the use of such structured knowledge to answer AC queries with explanations. For each
focal causal event E, the algorithm first partitions the reasoning process using fZ, f£ and fZ (Lines
4,5, 6, and 15). Then, for each partition, it determines the causal relationship between F and O,
drawing on established theory in actual causality and causal judgment. Finally, it outputs a binary
answer to the query and provides an explanation. Specifically, 1) If E is both sufficient and necessary,
it is a cause of O since it has a responsibility of 100% (Line 4). 2) If E is neither sufficient nor
necessary, it is not a cause of O since it has a responsibility of 0% (Line 5). 3) If E is one among
multiple disjunctive causal events, the algorithm examines their temporal order to assess potential
preemption [17,[16] (Line 9-10). If these events occur simultaneously, their respective responsibilities
based on f;,, and f; are compared to determine the cause (Line 13-14). 4) If E is part of a conjunctive
set of causal events, the algorithm first evaluates whether fZ and f£ enhance E’s causal strength
(Line 16). If so, E is judged as a cause. Otherwise, their respective responsibilities based on fo-ger
are compared to determine the cause (Lines 20-21). Details on reasoning process partitioning, rule
justification for each partition, and explanation generation are presented in Appendices and[A.5]

4 AC-BENCH Construction

Like the example in Figure AC-BENCH is defined as D := {t;, ¢;, a;, rq;}zN:l, where each sample
comprises a causal story t;, a causal query g;, a binary answer a; € {Yes, No}, and the reasoning
steps ;. The goal of AC-BENCH is to evaluate the correctness of an LLM to map a causal query to a
binary answer, and the reasoning steps. The pipeline for constructing AC-BENCH is detailed below.

Data Cleaning. The source of AC-BENCH is BBH-CJ [50], which contains 187 samples. Before
annotation, we conduct thorough data cleaning on BBH-CJ by removing and correcting samples.
This process reduces noise and preserves only samples of interest, resulting in a curated set of 133
samples. Further details and examples are provided in Appendix
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Algorithm 1: Actual Causality Reasoning

Input: Causal events C; factors (f ) .qp, faccurs favders Foes Fuer fazs £ f) foreach E € C.

Output: A Yes/No answer to the query; an explanation (discussed in Appendix [A.3).
A+ {}

for each £ € C do

if ~ff ., then CONTINUE;

if fZ A fE then A.append(“Yes”);

else if = fZ A = fE then A.append(“No™);

elseif fZ A —fE then
Co— {E eC| fE N-fE),

nc

if len(set({ £, | Es € Cs})) # 1 then
if f2,., = max{f”, | E5 € C,} then A.append(*“Yes”);

| else A.append(“No”);
else
for each £, € C,do fZs <+ ®( f‘s,f_Es) :

resp i

if fE_ « max{fEs | E, € C,} then A.append(*“Yes”);

resp resp

| else A.append(“No”);

else if = fZ A fE then
if f£ v fF then A.append(“Yes”);
else
Co {E' €C|~fE AfE'}),
for each E, € C, do fE: = ®(fFe ),

resp order

if 8 — max{fTE‘;p | E, € C,} then A.append(“Yes”);

resp e

else A.append(“No”);

| else CONTINUE;

return “Yes” if A contains “Yes”, else “No”";

Data Annotation. We manually annotate the reasoning steps for each sample. Each annotation
follows a structured template similar to the one shown in Figure[I] including the causal setting and
the values of causal factors. The annotated information is organized into a unified JSON format. The
annotation guidelines are detailed in Appendix

Data Augmentation. To expand the dataset, we manually create new samples from existing stories
by altering the query to focus on different causal events. If a causal event E € C is not queried, we
generate a variant where E becomes the focal causal event. In such cases, only ff,cq; and a need to
be updated. This increases the data size to 163. To further scale the dataset, we employ GPT-40 [24]
to synthesize new samples by rewriting stories from existing “seed samples”. After generation, the
dataset reaches 1093 samples. The generation prompts are presented in Appendix

Data Verification. We apply both automated validation and human evaluation to verify the quality
of generated samples. The details are presented in Appendix [A.6]

Table [I] summarizes the statistics of AC-BENCH. The dataset contains 1093 samples with nearly
balanced positive and negative answers. On average, each reasoning involves 2.39 causal events and
one outcome event. In rare cases, more than one focal causal event appears in a single sample.

5 Experiments

5.1 Setups and Baselines

In the pilot and main experiments, we evaluate AC-REASON using recent LLMs, including Qwen-2.5-
32B/72B-Instruct [54], DeepSeek-V3 [33]], Gemini-2.0-Flash [[14], GPT-4-0613 [1], GPT-40-2024-
11-20 [24]], and Claude-3.5-Sonnet [4]. For all models, the temperature is set to 0 (or approaches
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Table 1: AC-BENCH statistics. Table 2: Results of the pilot study.

Total Methods Acc. Acc. (C.) Acc. (L)

Size Human Average [50] 69.60% | - ‘ -
# Samples 1093 Qwen-2.5-32B-Instruct  68.98% 65.25% 80.43%
Story + AC-REASON 72.55% | 69.98% | 80.43%
# Sentences/Sample  8.49 Qwen-2.5-72B-Instruct  68.98% | 65.96% | 78.26%
# Words/Sample 162.70 + AC-REASON 73.62% | 72.10% | 78.26%
Query DeepSeek-V3 69.70% | 67.14% | 77.54%
# Focals/Sample 1.02 + AC-REASON 73.44% 71.39% 79.71%
Reasoning Claude-3.5-Sonnet 66.49% | 65.01% | 71.01%
# Events/Sample 3.39 + AC-REASON 74.33% | 13.29% | 77.54%
# Causes/Sample 2.39 GPT-40-2024-11-20  62.03% | 54.85% | 84.06%
# Outcomes/Sample 1 + AC-REASON 73.98% | 71.16% | 82.61%
Answer GPT-4-0613 67.38% | 62.65% | 81.88%
Positive Class 53.8% + AC-REASON 75.04% | 74.70% | 76.09%

to 0) to ensure stable outputs. Additionally, we test AC-REASON with reasoning models such as
DeepSeek-R1 [15] and QwQ-32B [41] in the ablation study. The baselines are: 1) Vanilla, which
directly prompts the LLM to output a Yes/No answer given the story and query; 2) Zero-shot CoT,
which adds the instruction — Let’s think step by step to the vanilla prompt; 3) Manual CoT [6]],
which replaces Let’s think step by step with three in-context examplars containing manually written
reasoning steps in natural language; 4) AC-REASON, our proposed multi-step CoT method guided
by formal AC theory. GPT-4 + manual CoT [6] represents the previous state-of-the-art on BBH-CJ.

5.2 Pilot Study

We begin with a pilot study on BBH-CJ to preliminarily evaluate the effectiveness of AC-REASON.
We report overall accuracy as well as fine-grained accuracies on two types of queries: causation
(C.) and intention (I.). As shown in Table 2] all models exhibit consistent improvements when using
AC-REASON and outperform the average accuracy of human raters. Notably, GPT-4 + AC-REASON
achieves an overall accuracy of 75.04%, significantly surpassing the human average of 69.60%.
Interestingly, closed-source LLMs benefit more from AC-REASON than open-source LLMs. We
attribute this to the stronger capacity of these LLMs to handle complex, multi-step CoT instructions.
The complete results of the pilot study and more conclusions are presented in Appendix [A.4.1} Given
the promising results of AC-REASON on BBH-CJ, we proceed to conduct more detailed experiments
and analyses on our larger-scale dataset, AC-BENCH, to further validate its effectiveness.

5.3 Main Results

The main results are presented in ATE of Each Factor on Overall Aceuracy across LLMs
Table 3] Consistent with our pilot
study, all models improve consis-
tently equipped with AC-REASON,
and the performance gains are more
pronounced in closed-source LLMs.
This trend is especially evident in
GPT-40, which achieves a remark-
able improvement of 9.42% with
AC-REASON. By comparing differ-

GPT-40
GPT-4

ATE

ent CoT prompting strategies, sev- s v e i i
eral insights emerge: 1) Zero-shot
CoT fails to improve perf()rmance Figure 3: Results of the causal analysis.

across all models, highlighting the

inherent difficulty of the task. 2) Manual CoT—previously the state-of-the-art on BBH-CJ—yields
only marginal gains or even degrades performance in some cases. 3) In contrast, AC-REASON
delivers substantial improvements, demonstrating the benefits of grounding reasoning in formal
AC theory. To better understand the mechanism of AC-REASON, we further report fine-grained
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Table 3: The main results of different LLMs on AC-BENCH. All results are presented in proportions.
Apart from accuracy, we also present the fine-grained results of the reasoning steps. CEv" and OEv’
stand for the proportions of correctly identified causal and outcome events, respectively.

Methods Accuracy CEv OEv fseV’ fneY facV fnV fiv
Random 50.00%

Open-source LLMs

Qwen-2.5-32B-Instruct  62.67%

+ zero-shot CoT 61.94%

+ manual CoT 62.85%

+ AC-REASON 64.78% 9591% 93.96% 6831% 7449% T4.66% 85.93% 76.44%
Qwen-2.5-72B-Instruct  64.87%

+ zero-shot CoT 62.03%

+ manual CoT 62.31%

+ AC-REASON 67.52% 94.53% 91.95% 78.98% 82.86% 74.82% 86.04% 78.71%
DeepSeek-V3 63.49%

+ zero-shot CoT 64.68%

+ manual CoT 63.95%

+ AC-REASON 67.61% 96.06% 91.40% 84.41% 60.38% 64.28% 87.04% 80.42%
Closed-source LLMs
Gemini-2.0-Flash 60.20%

+ zero-shot CoT 58.65%

+ manual CoT 58.55%

+ AC-REASON 64.96% 96.63% 95.61% 67.15% 69.28% 72.78% 88.31% 74.15%
Claude-3.5-Sonnet 63.68%

+ zero-shot CoT 65.42%

+ manual CoT 62.67%

+ AC-REASON 70.54% 95.52% 91.67% 80.79% 74.57% 75.92% 8891% 74.12%
GPT-40-2024-11-20 58.65%

+ zero-shot CoT 59.38%

+ manual CoT 60.66%

+ AC-REASON 68.07% 94.45% 92.04% 80.92% 79.39% 78.04% 87.31% 75.07%
GPT-4-0613 63.77%

+ zero-shot CoT 62.49%

+ manual CoT 66.51%

+ AC-REASON 71.82% 94.26% 96.07% 74.30% 72.87% 72.96% 87.69% T4.57%

accuracies for establishing the causal setting and inferring the values of causal factors. Interestingly,
no obvious correlation is observed between these fine-grained accuracies and the overall accuracy.
Therefore, we further conduct a factor analysis and a causal analysis in Appendix [A.4.2] examining
the extent to which each causal factor (causally) influences the overall performance. For the causal
analysis, we report the average treatment effect (ATE) and standard error (SE) of each factor to the
overall accuracy from two estimation methods—ordinary least squares (OLS) [3]] and propensity score
matching (Matching) [44]—across different LLMs in Table[f] In Figure 3] we illustrate the average
ATE over OLS and Matching where p < 0.05, otherwise marked using cross marks. Ideally, all causal
factors except f,,.—which is primarily used for partitioning and does not involve in determining
causes—should causally contribute to the overall accuracy. However, only Qwen-2.5-72B-Instruct
and Claude-3.5-Sonnet align well with this expectation, exhibiting faithful reasoning. GPT-4 appears
to rely heavily on f,. while underutilizing f,., suggesting that it may be exploiting shortcuts rather
than genuinely understanding the task. More broadly, the limited number of LLMs recognizing the
importance of f,. underscores a common deficiency in current LLMs’ grasp of actual causality.

5.4 Ablation Study

To evaluate the contribution of each stage in AC-REASON, we conduct an ablation study, with
results summarized in Table i} Due to the sequential dependency among the steps, we report
performance for the following configurations: 1) vanilla; 2) S1, i.e., using only the first stage of
AC-REASON; 3) S12, i.e., using the first two stages; and 4) AC-REASON. The prompts are presented
in Appendix[A.7] The results reveal three key findings: 1) Using only the first stage (S1) generally
degrades performance across most LLMs. Although LLMs can identify relevant events independently
(see Appendix[A.4.3), the explicit prompting in S1 may lead them to extract superfluous or irrelevant
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Table 4: Ablation results.

Model Vanilla S1 S12 AC-REASON
Open-source LLMs

Qwen-2.5-32B-Instruct 62.67% 61.67% 64.59% 64.78%
Qwen-2.5-72B-Instruct 64.87% 64.41% 67.98% 67.52%
DeepSeek-V3 63.49% 67.25% 65.87% 67.61%
QwQ-32B 54.99% 56.17% 56.08% 67.15%
DeepSeek-R1 57.09% 58.28% 58.92% 69.72%
Closed-source LLMs

Gemini-2.0-Flash 60.20% 58.19% 60.84% 64.96%
Claude-3.5-Sonnet 63.68% 58.83% 60.93% 70.54%
GPT-40-2024-11-20 58.65% 58.28% 58.46% 68.07%
GPT-4-0613 63.77% 62.31% 64.32% 71.82%

causal events, which ultimately hinders accurate decision-making. 2) Combining the first two stages
(S12) typically improves performance. By guiding LLMs to consider distinct causal factors for each
event, this step forsters a clearer understanding of the causal structure and facilitates more informed
reasoning. 3) Further incorporating the third stage (S123) leads to the most substantial performance
gains, validating our central hypothesis: the proposed Algorithm [I|enables precise AC reasoning
by leveraging structured causal knowledge, consistent with the principles of AC theory. Given that
the LLMs used in the main experiment generally lack intrinsic reflection or verification capabilities
and struggle to accurately infer the values of causal factors, we further evaluate AC-REASON
on “slow thinking” models such as DeepSeek-R1 [15] and QwQ-32B [41]. As shown in TableEl,
although these models possess mechanisms for reflection and verification, they still perform poorly
independently, highlighting the inherent complexity of AC reasoning. Nevertheless, they benefit from
each individual stage of AC-REASON, achieving the highest performance gains among all tested
models. This suggests that reflection and verification are effective only when well-instructed.

6 Related Work

Recent studies focus on evaluating the causal reasoning (CR) capabilities of LLMs [26 27, 35|
6l 51}, 138]] and leveraging them for (formal) CR [25,36]. In terms of datasets, evaluations have
been developed to assess both the overall [6]] and fine-grained [26] CR abilities of LLMs. On the
methodological side, existing works typically enhance CR through strategies such as chain-of-though
(CoT) prompting [S0, 26], fine-tuning [25], or by integrating external tools [37]. These efforts
collectively highlight the promise of LLMs in CR. However, actual causality (AC) reasoning remains
relatively underexplored. Currently, the only widely used benchmark in the era of LLMs is Big-Bench
Hard Causal Judgment [50]. Only a few works aim to improve the AC reasoning capabilities of
LLMs [31,16]. These either focus on analyzing isolated elements related to AC without addressing
high-level AC queries [31]], or apply prompting strategies such as CoT and in-context learning (ICL)
[6]. As such, they fall short of fully engaging with the theoretical underpinnings of AC and offer
limited interpretability. To bridge this gap, we propose AC-REASON and introduce AC-BENCH to
foster more rigorous and interpretable research into the AC reasoning capabilities of LLMs.

7 Conclusion

In this work, we propose the AC-REASON framework, which—to the best of our knowledge—is the
first to integrate LLMs with AC theory for more formal and interpretable AC reasoning. Also, we
construct the AC-BENCH benchmark, which focuses solely on actual causal relationships. It scales
BBH-CJ to ~1K samples and incorporates more challenging samples, enabling more comprehensive
evaluation. Experiments on BBH-CJ and AC-BENCH show that AC-REASON consistently improves
LLM performance over baselines. On BBH-CJ, all tested LLMs surpass the average human accuracy
of 69.60%, with GPT-4 + AC-REASON achieving 75.04%. On AC-BENCH, GPT-4 + AC-REASON
again achieves the highest accuracy of 71.82%. Finally, our ablation study proves that integrating AC
theory into LLMs is highly effective, with the proposed algorithm contributing the most significant
performance gains.
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A Appendix

A.1 Open Access to Code & Data

The code and data of this paper are provided in the following anonymous Github repository: https:
//anonymous .4open.science/r/ac_reason-720D/.

A.2 Background

A.2.1 The Categories of Causality

Causality is commonly divided into type causality and actual causality [31]. Type causality (or
general causality) concerns general causal relationships and effects between variables within an
underlying causal structure. In contrast, actual causality (or token/specific causality) evaluates the
extent to which particular events cause other specific events [16}18]]. For example, the question Does
smoking causes lung cancer? pertains to type causality, while Was Fred’s smoking habit responsible
for his lung cancer? pertains to actual causality.

A.2.2 Causal Factors in Actual Causality and Causal Judgment

The key factors in actual causality are various definitions of a “cause”, such as necessary causality,
sufficient causality, and the Halpern-Pearl (HP) definition of causality [[16]. A necessary cause is
defined according to the but-for test; the definition of a sufficient cause is provided in Deﬁnition@];
and the HP definition is presented in Definition[I] In addition, responsibility is also an important
concept. Responsibility is inherently relative. In formal AC models, responsibility is often defined
in a quasi-probabilistic manner: the naive responsibility of a causal event C' for an outcome event
O is given by 1/(1 + k), where k is the minimal number of changes required in the occurrences of
other causal events to make C' a necessary cause of O [16]]. However, in natural language contexts,
responsibility is actually a multi-factorial and qualitative indicator of causal contribution. Therefore,
in practical use, it can be defined as the relative degree to which a causal event contributes causally
to an outcome event, in comparison to other contributing events below [31]. Lastly, normality is
another relevant concept that overlaps both actual causality and causal judgment. In this paper, we
focus on its role in the domain of causal judgment. In causal judgment, the relevant factors have been
summarized by domain experts [40].

Causal Structure. The conjunctive or disjunctive nature of a causal structure plays a critical role in
causal judgment [52,|39,147]. A conjunctive causal structure implies that the outcome occurrs only if
all contributing events jointly occur, whereas a disjunctive structure indicates that any single event is
sufficient to bring about the outcome.

Normality. Normality is crucial for both actual causality and causal judgment. The terms norm,
normal, and normality are inherently ambiguous. Normality can be interpreted both descriptively and
prescriptively [16]. Descriptive norms refer to what is statistically typical—such as the mode, mean,
or values close to them, while prescriptive norms refer to moral standards, legal rules, institutional
policies, or even proper functioning in machines or biological systems [16]. Humans tend to ascribe
more causality to abnormal events than to normal ones 28, [23].

Epistemic State. The intent of an agent is also important for causal judgment. It is considered
as part of their epistemic state, which typically concerns the agent’s awareness when performing
specific actions. An agent who is aware of the potential consequences of their action and deliberately
performs an action that leads to a foreseeable bad outcome is judged more harshly than one who
lacks the relevant knowledge. This distinction is often framed as knowledge vs. ignorance [45] 29].

Action/Omission. People tend to identify actions, rather than omissions, as the causes of outcomes—
a phenomenon known as “omission bias” [43} |5]. In scenarios whether one individual acts while
another one doesn’t, the one who acts is more likely to be judged as a cause [20} 7, 9} [13]].

Temporal Effect. Causal judgment is also influenced by the temporal order of events [12]. When
multiple events unfold over time and lead to an outcome, people generally tend to identify later
events, rather than earlier ones, as the actual cause [42]]. However, this preference depends on how
the events are causally related to one another [21}48]]. When earlier events determine the course of
subsequent actions, they are more likely to be selected as causes [19].
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In our formulation, we consider actual causality factors fsc, fne, fac, and fresp. The first three
represent different definitions of causality, while the last one is essential for assigning responsibility.
Additionally, we include the factor f,..., to ensure the satisfaction of AC1 in Definition I} For
causal judgment factors, we consider f,, and f;, corresponding to normality and the epistemic state,
respectively. The temporal order of events is modeled using the factor fo;4e.. It is worth noting that
the notion of a “causal structure” implicitly corresponds to the factors f,. and f,,.: a conjunctive
structure implies necessary causes, while a disjunctive structure implies sufficient causes. All causal
factors incorporated in AC-REASON are summarized in Table

A.3 Theoretical Proofs

A.3.1 Proof of Proposition I]

Proposition 2. If X = x is a but-for cause of  in the causal setting (M, w), then X = x is a cause
of p according to the HP definition.

Proof. Suppose X = x is a but-for cause of . Then there exists at least a possible value x’ such that
(M,u) E [X < «']-¢. Let W = () and consider the intervention X < &’. Then AC2 is satisfied.
Therefore, X = x qualifies as an actual cause, as a special case where W = (). The proposition is
proved. O

A.3.2 Proof of Algorithm|]
Formally, we consider the following factors in causal judgment:
(foccurv forderv fsca fnc; faca fna fiv fresp)-
Let E' be a focal causal event and O be the outcome event. We define the following:
. fE.

sc*

. fcz Whether F is part of a disjunctive structure, i.e., a sufficient cause of O.

Whether F is part of a conjunctive structure, i.e., a necessary cause of O.

» fE: Whether F is an actual cause of O (based on Definition .

ac

fE: Whether E violates a prescriptive or descriptive norm.

o fF: Whether E is an agent’s action, and the agent is aware of the potential outcomes of
their action and knowingly performs an action that leads to a foreseeable bad outcome.

 fE .. The temporal order of E relative to other events in the causal setting. It is an integer
starting from 0, where simultaneous events share the same f,.qer-.

e rE

o our: Whether E actually occurs in the causal setting.

. Tes : The responsibility of E relative to other causal events specified. It has different

deﬁnmons in different settings.

First, for reasoning process partitioning (Lines 4, 5, 6, and 15), we use factors (fZ, fE. fE). When E
is sufficient, the partitioning is based on fZ; when E is not sufficient, the partitioning is based on fZ.
The objective of partitioning is to ensure that, within each partition, the causal relationship between

E and O can be assessed using existing techniques from actual causality and causal judgment.
Justification of Reasoning Process Partitioning

Case 1: fZ holds (i.e., E is sufficient). The partitioning is based on

Proof. 1f fE holds, f£ holds by Proposmonl 1] Since f&C also holds, F has 100% responsibility for
O, and thus the causal relatlonshlp is determined. If —f£ holds, the setting corresponds to cases
such as preemption [17, [16] or overdetermination [46]. These are well-studied in literature, and they

are defined primarily based on f,,. rather than f,., validating this partition choice. O

Case 2: —fL holds (i.e., F is not sufficient). The partitioning is based on f£.
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Proof. If fE holds, E is at least part of a cause by Definition [1| l We then only need to consider
factors that increase causal strength to assess the causal relationship. If = £Z holds, = fZ, holds by
the contrapositive of Proposition Since —fZ also holds, E has 0% respons1b111ty for O, and thus
the causal relationship is determined. O

The partitions are exhaustive, as they jointly cover the entire space of possibilities. Furthermore,
within each partition, the causal relationship between E and O can be effectively assessed using
existing techniques from actual causality and causal judgment. Therefore, the proposed reasoning
process partitioning is well-founded. In the following, we will justify how to assess the causal
relationship within each partition.

Justification of Rules within Each Partition
Partition 1 (Line 4)

Proof. E is necessary, thus it is also an actual cause (Proposition[I)). Therefore, E is an actual cause
that is also sufficient (100% responsibility), thus a cause of O.

ENfE = fEAFE = E has 100% responsibility for O = E is a cause of O.

Partition 2 (Line 5)

Proof. E is not an actual cause, thus it is also unnecessary (contrapositive of Proposition[T). Therefore,
E is insufficient and unnecessary (0% responsibility), thus not a cause of O.

—fENfE = —fE A-fE = E has 0% responsibility for O = E is not a cause of O.
O

Partition 3 (Lines 6-14)

Proof. E is sufficient but not necessary, indicating the existence of a set of alternative sufficient causal
events Cg, each of which can independently cause O. In actual causality, typically only one causal
event actually takes effect [[16]]. If events in C, do not occur simultaneously, the one that occurs first is
judged as the preemptive cause of O (Line 9), while the others are not (Line 10) [[17,[16]. Otherwise,
if events in Cs occur simultaneously, their responsibilities should be compared. Here, responsibility is
defined as the relative degree to which £ causally contributes to O compared with other events in Cs.
Causal contribution is evaluated using the remaining factors, i.e., fresp — O(fE, . FE fP).ITE
has the highest responsibility for O, it is a judged cause of O (Line 13) since it actually takes effect;
otherwise, it is not (Line 14). In the special case where all events in Cs have equal responsibility,
the scenario corresponds to overdetermination [46]], where each event in Cy is a judged cause of O.
Formally, let C; be the set of causal events that satisfy fs. A = f,. (including E), then:

3E, € C,, fE: = F, preempts E
= F does not actually take effect

= F is not a judged cause of O.

rder or deT

VE, eCs,f

e > fE ... = E preempts all other events in C,

= F actually takes effect
= FEis ajudged cause of O.

VE, € C, f2= = max = FE actually takes effect

order — order A fresp E.eC. resp
= F is a judged cause of O.
VE, € Cs, fEo = fE ... A ff;sp # max fﬁ;p = E does not actually take effect
€€,

order — Jorder

= F is not a judged cause of O.
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Partition 4 (Lines 15-21)

Proof. Since E is an actual cause, it is at least part of a cause by Definition[I] To determine whether
E is a judged cause of O, we consider factors that enhance causal strength. If a causal event involves
factors that enhance its causal strength—though not sufficient on its own—it is still judged as a cause,
as the judgment is binary. Factors that enhance causal strength include: 1) Normality. When F
violates norms, it is typically judged to be more of a cause of O [28,[23]. 2) Intention. When FE is
an agent’s behavior that is intentional, and O is adverse and foreseeable, it is typically judged to be
more of a cause of O [45]29]. If F satisfies either of these conditions, it is a judged cause of O in
AC-REASON (Line 16). If neither condition is met, we turn to its responsibility f%., < ®(f% ., ).
since ¥, remains the only unused factor and temporal order is known to influence causal judgment
[12]. The principle is that, When earlier events determine the course of subsequent events, they are
more likely to be judged as cause [[19]]. If F is uniquely the most responsible for O, it is a judged
cause of O (Line 20); otherwise, it is not (Line 21). Formally, let C, be the set of causal events that
satisfy = fs. A fc (including E)), then:

EN(fEv fF) = E actually takes effect = E is a judged cause of O

ENS(fE v fEYAVE, €C,, rb;sp > Tb;‘;p = The causal strength of E is enhanced
= Eis not a judged cause of O

FEAN-(fEV fEYA3E, € C,, ff;sp < fﬁ‘;p = The causal strength of E is not enhanced
= F is still not a sufficient cause
= F is not a judged cause of O

A.4 Empirical Results

Table 5: Complete results of the pilot study.

Methods Acc. Acce. (C)) Acce. (I.)
Human Average 69.60% - -
Qwen-2.5-32B-Instruct  68.98%+0.00% | 65.25%+0.00% | 80.43%=+0.00%
+ zero-shot CoT 65.24%+0.44% | 61.94%+0.67% | 75.36%+1.02%
+ manual CoT 69.34%+0.25% | 66.19%+0.33% | 78.99%+1.02%
+ AC-REASON 72.55%+1.10% | 69.98%+1.46% | 80.43%+0.00%
Qwen-2.5-72B-Instruct  68.98%+0.00% | 65.96%+0.00% | 78.26%+0.00%
+ zero-shot CoT 65.60%+1.26% | 61.23%+1.86% | 78.99%+1.02%
+ manual CoT 66.67%+091% | 62.65%+1.34% | 78.99%+1.02%

+ AC-REASON

73.62%+0.50%

72.10%40.67%

78.26%+0.00%

DeepSeek-V3
+ zero-shot CoT
+ manual CoT

69.70%=+1.82%
71.48%+0.50%
66.13%+0.91%

67.14%=+1.77%
70.69%+1.77%
62.65%+1.46%

77.54%=2.05%
73.91%+3.55%
76.81%+1.02%

+ AC-REASON 73.44%+0.67% | 71.39%+0.67% | 79.71%+1.02%
GPT-4-0613 67.38%=+0.76% | 62.65%+0.33% | 81.88%=+2.05%
+ zero-shot CoT 67.74%+0.25% | 63.12%40.58% | 81.88%+1.02%
+ manual CoT 68.81%=+0.67% | 65.72%=+0.88% | 78.26%=+0.00%
+ AC-REASON 75.04%+0.67% | 74.70%+0.67% | 76.09%=+1.77%
GPT-40-2024-11-20 62.03%+0.44% | 54.85%+0.33% | 84.06%+1.02%
+ zero-shot CoT 65.42%=+0.25% | 61.23%=+0.33% | 78.26%=+0.00%
+ manual CoT 64.88%+0.50% | 59.57%=+0.58% | 81.16%+1.02%
+ AC-REASON 73.98%+0.67% | 71.16%+0.88% | 82.61%=+0.00%
Claude-3.5-Sonnet 66.49%+091% | 65.01%=+1.46% | 71.01%+5.42%
+ zero-shot CoT 62.03%+1.16% | 60.05%+2.34% | 68.12%+4.10%
+ manual CoT 68.98%+0.44% | 64.07%+0.88% | 84.06%+2.71%

+ AC-REASON

74.33%+1.51%

73.29%+0.88%

77.54%+4.47%
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A.4.1 Pilot Experiment: Complete Results and Further Conclusions

The complete results of the pilot study is shown in Table[5] Specifically, we report both overall and
fine-grained accuracies along with standard deviations over three runs. The results include 3 open-
source and 3 closed-source LLMs under 4 different settings, providing comprehensive experimental
coverage. In BBH-CJ [50], there are a total of 187 queries, comprising 141 causation queries and
46 intention queries. Based on these results, we highlight the following key findings. First, for
causation queries, all models exhibit consistent performance improvements with the integration of
AC-REASON, with open-source LLMs generally benefiting more. For instance, GPT-4’s accuracy
on causation queries increase from 62.65% to 74.70% after applying AC-REASON. GPT-4 + AC-
REASON also achieves the highest overall accuracy of 75.04%, significantly surpassing the average
human performance of 69.60%. These results suggest that our work offers a promising direction
for actual causal reasoning in the era of LLMs—namely, incorporating domain theory into LLMs
to enhance reasoning capabilities. Second, neither zero-shot nor manual CoT consistently improves
model performance on causation queries. Zero-shot CoT only benefits GPT-40 and DeepSeek-V3
while manual CoT shows improvements exclusively for the GPT-series.

A.4.2 Main Experiment: From Causal Factors to Overall Accuracy

Given the fine-grained results obtained in the main experiment, we explore the following question:
How does each causal factor (causally) contribute to the overall accuracy? This analysis is essential
because the individual accuracy of a factor merely reflects an LLM’s understanding of that specific
factor. It does not reveal how the predicted values of these factors (causally) influence the final
outcome. Since AC-REASON employs Algorithm [T]rather than LLM-based reasoning to derive actual
causality, this analysis serves as a “simulation” that helps us understand the relative importance of
different causal factors for each LLM.

Factor Coefficient Across Models

Models
GPT-4
GPT-40
DeepSeek
Qwen-32B
Qwen-72B
Gemini

I" | _Ill I Ill

0.0 [
-0.5 I I

=
=

Coefficient
°
&

Figure 4: Results of the factor analysis.

To this end, we first conduct a factor analysis [[10} [8]] to examine the extent to which improving the
accuracy of each individual factor increases the overall accuracy across different LLMs, with results
reported in FigureEl First, all LLMs consistently identify f.. and f,, as important contributors to
performance, while most also regard f,. and f; as influential. These findings align with our expecta-
tions, as Algorithm [1]implicitly assumes all factors (except for f,.) play a role in causal judgment.
Interestingly, most LLMs consider f,,. unimportant or even detrimental. This is unsurprising: f;,.
does not actually participate in determining causality. Instead, f,. only functions as a sufficient
condition for f,. and plays a role in partitioning, but not in the final judgment. A notable outlier
is GPT-4, which appears to rely heavily on naive counterfactual dependence (f,,.) rather than the
formal notion of actual causality (f,.). This suggests that, absent Algorithmm GPT-4 might produce
lower accuracy due to its dependence on an informal causal heuristic. This interpretation is supported
by results from our ablation study. Moreover, f; appears to have negligible effect for Gemini. We
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hypothesize that this is because, when Gemini correctly predicts f;, Algorithm [I|often does not enter
the relevant decision branch (Line 16), rendering f; irrelevant to the final prediction in those cases.

Table 6: Results of the causal analysis.

Model Factor OLS Matching
ATE SE  p-value ATE SE  p-value
Qwen-2.5-32B-Instruct 0.031  0.000 0.034  0.000
fre -0.018 0.043 0.682 -0.098 0.056  0.079
fac 0.068 0.045 0.130 0.083 0.063 0.189
0.040  0.000 0.049  0.000
0.033  0.000 0.037  0.003
Qwen-2.5-72B-Instruct 0.038  0.000 0.053  0.000
fre 0.027 0.164  0.868 0.131 0.144  0.360
0.059  0.000 0.067  0.000
0.039  0.000 0.062  0.000
0.033  0.000 0.037  0.000
DeepSeek-V3 0.052  0.000 0.061  0.000
fne -0.126 - 0.060  0.037 0.001 0.078  0.989
fae 0.095 0.088  0.280 0.016 0.089  0.858
0.043  0.000 0.058  0.000
0.032  0.000 0.040  0.000
Gemini-2.0-Flash 0.031  0.000 0.035  0.000
fre -0.005 0.037 0.890 -0.004 0.041 0915
0.062 0.047 0.182 0.044  0.006
0.043  0.000 0.060  0.000
fi 0.032 0.031 0.305 0.043 0.036 0.228
Claude-3.5-Sonnet 0.036  0.000 0.041  0.000
fre -0.075 0.072  0.303 0.007 0.137  0.960
0.175  0.017 0.131  0.025
0.048  0.000 0.052  0.000
0.030  0.000 0.036  0.001
GPT-40-2024-11-20 0.039  0.000 0.050  0.000

Fne -0.065 0.082 0432 -0.050 0.121  0.680
0.071 0010 0003 O0.111 0975

0.040  0.000 0.058  0.000

0.032  0.000 0.033  0.000

GPT-4-0613 0.033  0.000 0.035  0.000
0.088  0.007 0.124  0.034

fac -0.030 0.077 0.698 -0.008 0.122  0.945

0.044  0.000 0.057  0.000

0.033  0.000 0.036  0.000

To further assess whether these contributions are truly causal, we conduct a causal analysis. We report
the average treatment effect (ATE) and standard error (SE) of each factor to the overall accuracy
from two estimation methods—ordinary least squares (OLS) [3] and propensity score matching
(Matching) [44]—across different LLMs in Table[6] Overall, the findings are consistent with those of
the factor analysis. However, one additional insight emerges: while f,. shows a consistently positive
contribution in factor analysis, its causal effect on overall accuracy is not statistically significant for
Qwen-32B, DeepSeek-V3, and again, the outlier GPT-4. This suggests that the predictive utility of
fac may be model-specific and conditional on the broader reasoning process.

A.4.3 Case Study: Reasoning Steps under Different Settings

For the first axis of our case study, we present the reasoning steps of Claude under different settings—
namely, vanilla, zero-shot CoT, manual CoT, and AC-REASON—in order to quantitatively assess
the effectiveness of AC-REASON. The selected example is shown below. In this example, there are
three main causal events: 1) F;, Alex’s miscommunication about the can color; 2) E>, Alex uses
A X200R; and 3) E3, Benni unknowingly uses B Y33R following Tom’s instruction. The outcome
event O is “the plants dry out”. It is straightforward to identify that the conjunction of Fs and E3
constitutes a cause of O—that is, each is necessary but not sufficient and thus not a cause of O on
its own. A potential source of confusion arises from F5: one might mistakenly judge it to be an
individual cause of O because it appears to violate the norm of Tom’s instruction. However, this is
incorrect. The relevant norm in this context is the instruction provided by Alex—that A X200R is
in the green can and that Benni should use the fertilizer from the green can. Since Benni follows
this instruction, £; does not involve a norm violation. Therefore, E; is merely part of a conjunctive
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cause of O and does not have the uniquely highest responsibility (by analyzing the temporal order),
making the correct answer No (Line 21 of Algorithm|T)).

Example Sample

Story: Tom has a huge garden and loves flowers. He employed two gardeners who take care
of the plants on his 30 flower beds: Alex and Benni. Both can independently decide on their
working hours and arrange who cares for which flower beds. Alex and Benni are very reliable
and Tom is satisfied with their work. Nevertheless he wants to optimize the plant growth.
Since Tom has read in a magazine that plants grow better when they are fertilized, he decides
to let Alex and Benni fertilize his plants. The magazine recommends the use of the chemicals
A X200R or B Y33R, since both are especially effective. However, Tom also read that it can
damage plants when they are exposed to multiple different types of chemicals. Tom therefore
decides that he only wants to use one fertilizer. He goes for A X200R. Tom instructs Alex
and Benni to buy the chemical A X200R and to use only this fertilizer. Alex volunteers for
buying several bottles of this chemical for Benni and himself. After a few weeks, Tom goes
for a walk in his garden. He realizes that some of his plants are much prettier and bigger
than before. However, he also realizes that some of his plants have lost their beautiful color
and are dried up. That makes Tom very sad and reflective. He wonders whether the drying
of his plants might have something to do with the fertilization. He wants to investigate this
matter and talks to Alex and Benni. Alex tells him that he followed Tom’s instruction: “I
only bought and used the chemical A X200R which I had funneled into the blue can.” Benni
suddenly is startled and says to Alex: “What? You funneled A X200R into the blue can?
But you told me you had funneled it into the green can! That’s why I always used the green
can!” Alex replies: “Did I? Then I am sorry!” Tom remembers that he had filled B Y33R
in a green can - long before he had read about the chemicals in his magazine. He had never
used it. So Benni must have accidentally, without knowing it, applied the chemical B Y33R,
whereas only Alex applied A X200R. Tom realizes that the plants dried up in the flower beds
on which both A X200R and B Y33R were applied by the gardeners.

Query: Did Benni cause the plant to dry out?

Gold Answer: No.

As shown below, the vanilla, zero-shot CoT, and manual CoT settings exhibit similar patterns. On
the one hand, Claude demonstrates the ability to identify causal and outcome events without explicit
prompting and can also take into account factors such as intention. This indicates that the first two
steps of AC-REASON are implicit capabilities of LLMs. However, Claude falls short in two key areas
under these settings: 1) it fails to comprehensively consider all relevant factors—e.g., sufficiency
and normality are entirely overlooked despite their importance in this example; and 2) it lacks
a structured mechanism to synthesize its causal analysis into a coherent decision. Consequently,
Claude disproportionately relies on naive counterfactual dependence (i.e., f,.), Which undermines its
reasoning quality. We have also seen similar patterns from other models, such as DeepSeek-R1. In
contrast, under the AC-REASON setting, Claude performs all key reasoning steps correctly. It first
identifies the focal causal event, “Benni uses green can”, then accurately infers the factor values for
both conjunctive causal events: “Benni uses green can” and “Alex uses blue can”. Following this,
it correctly traverses Algorithm [I]to reach the final decision. Specifically, “Benni uses green can”
satisfies = fsc A fqc (Line 15), does not satisfy f,, V f; (Line 16), and is not assigned the uniquely
highest responsibility due to occurring later than other causal events (Lines 20-21). Thus, it leads
to the correct answer. Although Claude identifies three additional causal events under this setting,
they are inconsequential, as all 5 causal factors take on False. This indicates that these events can
be safely removed from the causal setting without affecting the outcome. The comparison between
AC-REASON and the other three settings is further supported by the findings in Appendix [A.4.2}
when equipped with AC-REASON, Claude correctly utilizes all factors except f,,. and exhibits
faithful reasoning, whereas in all other settings, its reasoning heavily depends on f,..

To answer this question, we need to carefully analyze the causal chain of events and consider
the role of Benni’s actions in the outcome.
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Let’s break down the key points:

1. Tom decided to use only one fertilizer (A X200R) to avoid damaging plants with
multiple chemicals.

2. Alex bought A X200R and funneled it into the blue can, but mistakenly told Benni
it was in the green can.

3. Benni, believing Alex’s misinformation, used the fertilizer from the green can.

4. The green can actually contained B Y33R, which Tom had filled long ago and never
used.

5. The plants dried up in flower beds where both A X200R and B Y33R were applied.

Benni’s action of using the fertilizer from the green can (unknowingly B Y33R) was a crucial
part of the causal chain that led to the plants drying out. If Benni had not applied B Y33R, the
plants would not have been exposed to both chemicals, which was the condition that caused
the drying.

However, it’s important to note that Benni’s action was based on misinformation from Alex
and was unintentional. Benni believed he was following Tom’s instructions and using the
correct fertilizer.

Despite the unintentional nature of Benni’s action, from a strict causal perspective, Benni’s
application of B Y33R was a necessary condition for the harmful outcome.

Therefore, the answer is:

Yes

Benni did cause the plants to dry out, albeit unintentionally and as part of a chain of events
involving misinformation and misunderstanding.

673

Claude + zero-shot CoT

To answer this question, let’s break down the key events and analyze the causal chain:

1. Tom decided to use only one fertilizer (A X200R) to avoid damaging plants with multiple
chemicals. 2. Alex bought A X200R and funneled it into a blue can. 3. Alex mistakenly
told Benni that he had put A X200R in the green can. 4. Benni, trusting Alex’s information,
used the fertilizer from the green can. 5. The green can actually contained B Y33R, which
Tom had filled long ago and never used. 6. The plants dried up in flower beds where both A
X200R and B Y33R were applied.

Now, let’s consider Benni’s role in this causal chain:

1. Benni did not intentionally use B Y33R; he thought he was using A X200R based
on Alex’s misinformation.

2. Benni’s action of using the fertilizer from the green can was a necessary component
in the causal chain that led to the plants drying out.

3. If Benni had not used the fertilizer from the green can (B Y33R), the plants would
not have been exposed to both chemicals and would not have dried out.

4. While Benni’s action was based on misinformation, he still played a crucial role in
the outcome.

5. In causal judgment, we often consider whether an action was a necessary part of the
causal chain, regardless of the actor’s intentions or knowledge.

Given these considerations, we can conclude that Benni did cause the plants to dry out, even
though it was unintentional and based on misinformation.

Answer: Yes

Benni’s actions were a necessary part of the causal chain that led to the plants drying out,
even though he was not aware of the true nature of the fertilizer he was using. In causal
analysis, the unintended consequences of an action can still be attributed to the actor if their
action was necessary for the outcome to occur.
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Claude + manual CoT

To answer this question, let’s analyze the key points from the story:
1. Tom instructed both gardeners to use only A X200R fertilizer.
2. Alex bought A X200R and put it in the blue can.

3. Benni mistakenly thought A X200R was in the green can, which actually contained
B Y33R.

4. The plants dried up in flower beds where both A X200R and B Y33R were applied.
5. Benni unknowingly used B Y33R from the green can.

Given these facts, we can conclude that Benni did indeed cause the plants to dry out, albeit
unintentionally. Here’s why:

1. Benni’s use of B Y33R, combined with Alex’s use of A X200R, created the condition
that led to the plants drying out.

2. If Benni had not used the fertilizer from the green can (B Y33R), the plants would
not have been exposed to both chemicals, which was the cause of the damage.

3. Even though Benni’s actions were accidental and based on misinformation, they still
contributed directly to the outcome.

Therefore, the answer is: Yes

Benni caused the plants to dry out, even though it was unintentional and based on a misunder-
standing. In causal reasoning, the intent is not always necessary for establishing causation;
the action and its consequences are what matter most.

Claude + AC-REASON

{

"causal_events": {

"Tom instructs to use A X200R": {
"occur": True,
"order": O,
"focal": False,
"sufficient": False,
"necessary": False,
"halpern_pearl": False,
"norm_violated": False,
"behavior_intended": False

}’

"Alex buys A X200R": {
"occur": True,
"order": 1,
"focal": False,
"sufficient": False,
"necessary": False,
"halpern_pearl": False,
"norm_violated": False,
"behavior_intended": False

}’

"Alex funnels A X200R into blue can": {

"occur": True,

"order": 2,

"focal": False,

"sufficient": False,

"necessary": False,

"halpern_pearl": False,

"norm_violated": False,
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"behavior_intended": False

}’

"Alex tells Benni about green can": {
"occur": True,
"order": 3,
"focal": False,
"sufficient": False,
"necessary": True,
"halpern_pearl": True,
"norm_violated": False,
"behavior_intended": False

})

"Benni uses green can": {
"occur": True,
"order": 4,
"focal": True,
"sufficient": False,
"necessary": True,
"halpern_pearl": True,
"norm_violated": False,
"behavior_intended": False

}’

"Alex uses blue can": {
"occur": True,
"order": 4,
"focal": False,
"sufficient": False,
"necessary": True,
"halpern_pearl": True,
"norm_violated": False,
"behavior_intended": False

}

}’
"outcome_event": {

"Plants dry out": {
"occur": True,
"order": 5

}

Explanation:

No. Based on the story, "Benni uses green can" is not more responsible relative to the other
events in the list. All three events ("Benni uses green can", "Alex tells Benni about green
can", and "Alex uses blue can") occur in sequence with "Alex tells Benni about green can"
happening first (order 3), followed by both "Benni uses green can" and "Alex uses blue can"
occurring simultaneously (both order 4). Since "Alex tells Benni about green can" occurs
earlier, it would have more responsibility according to the temporal order criterion. Between
"Benni uses green can" and "Alex uses blue can", they have equal responsibility since they
occur simultaneously (same order 4).

A.4.4 Case Study: Seed Samples vs. Generated Samples

As for the second axis, we present examples comparing seed samples with generated samples to
demonstrate that AC-BENCH is both more challenging and diverse. The increased complexity and
diversity primarily stem from the second step of our generation pipeline (see Appendix [A.7): 1)
Through addition, new details with spurious correlations may be introduced, potentially distracting
models from the actual causal structure. For instance, in Example 1, the story of the seed sample
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contains only events relevant to the causal setting. In contrast, the generated sample includes an
additional, irrelevant event—"“Sophia prepares the main course and appetizers”. This extraneous
detail may mislead models into inferring a spurious correlation between this event and the outcome,
thereby increasing the reasoning difficulty. 2) Through removal, important but non-essential causal
cues—such as explicit conjunctive statements like “when £, and E5 occur, O will occur”—may be
omitted. For instance, in Example 2, the seed sample explicitly states that “the machine will short
circuit if both the black wire and the red wire touch the battery at the same time”. In contrast, the
corresponding generated sample omits this explicit conjunctive specification, instead conveying
it only implicitly. Such omissions increase the reasoning complexity of the sample. 3) Through
reorganization, the structure of the story may become more diverse. In both Example 1 and 2, the
seed sample and its corresponding generated sample differ in multiple aspects, including the story
setting, the addition or removal of specific details, and the organization of individual sentences as
well as the overall paragraph structure. As a result, the generated samples in AC-BENCH pose
greater challenges and exhibit higher diversity than their seed counterparts. This increased difficulty
is also reflected in model performance: across all models, accuracy on causation queries declines
in AC-BENCH compared with in BBH-CJ, and the gains attributed to AC-REASON are reduced
accordingly.

Example 1: Addition leads to spurious correlations.

#i## Seed Sample

Story: Louie is playing a game of basketball, and he made a bet with his friends who are
watching on the sidelines. If Louie either makes a layup or makes a 3-point shot during the
game, then he’ll win $100. Just when the game started, Louie immediately got the ball at
the 3-point line. He looked to the basket, dribbled in, and then made a layup right at the
beginning of the game. Louie and his friends continued playing, but as hard as he tried, Louie
couldn’t make another shot. And then right at the end of the game as the clock was winding
down, Louie got the ball at the 3-point line. He looked to the basket, focused his shot, and
made a 3-point shot right at the buzzer. Then the game ended. Because Louie would win
$100 if he either made a layup or a 3-point shot, Louie won $100.

Query: Did Louie win the $100 bet because he made the layup?

Reasoning:

{
"causal_events": {
"Louie makes a layup": {
"occur": true,
"order": O,
"focal": true,
"sufficient": true,
"necessary": false,
"halpern_pearl": false,
"norm_violated": false,
"behavior_intended": true
}’
"Louie makes a 3-point shot": {
"occur": true,
"order": 1,
"focal": true,
"sufficient": true,
"necessary": false,
"halpern_pearl": false,
"norm_violated": false,
"behavior_intended": true
}
}’
"outcome_event": {
"Louie wins \$100": {
"occur": true,
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"order": 2

}

Answer: Yes

#i## Generated Sample

Story: Sophia has invited friends over for a cozy dinner evening at her apartment, where she
plans to showcase her cooking skills. The highlight of the night, according to her invitation,
is the dessert, which she promised to prepare herself. The party will feature dessert if Sophia
either bakes a cake or bakes cookies. Sophia decided to begin the day by focusing on the
most intricate dessert: the cake. She spent hours meticulously measuring ingredients, frosting
layers, and decorating the top with a swirl of fresh whipped cream. It turned out beautifully,
and she proudly displayed it on the dining table. Feeling confident, Sophia dedicated her
remaining time to preparing the main course and appetizers. As the guests began sending
texts that they were on their way, Sophia realized she had just enough time to bake a quick
batch of cookies. They were ready just as her first guests entered the apartment. With both
options available, the party was a success, and dessert was served. Since the party would have
dessert if Sophia either baked cookies or a cake, there was no shortage of delicious treats to
enjoy.

Query: Did the dinner party have dessert because Sophia baked cookies?

Reasoning:

{
"causal_events": {
"Sophia bakes cookies": {
"occur": true,
"order": 1,
"focal": true,
"sufficient": true,
"necessary": false,
"halpern_pearl": false,
"norm_violated": false,
"behavior_intended": true
}’
"Sophia bakes a cake": {
"occur": true,
"order": O,
"focal": true,
"sufficient": true,
"necessary": false,
"halpern_pearl": false,
"norm_violated": false,
"behavior_intended": true
}
}’
"outcome_event": {
"The party has dessert": {
"occur": true,
"order": 2
}
}
¥

Answer: No
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Example 2: Removal leads to less explicit causal cues.

#i## Seed Sample

Story: A machine is set up in such a way that it will short circuit if both the black wire and
the red wire touch the battery at the same time. The machine will not short circuit if just one
of these wires touches the battery. The black wire is designated as the one that is supposed to
touch the battery, while the red wire is supposed to remain in some other part of the machine.
One day, the black wire and the red wire both end up touching the battery at the same time.
There is a short circuit.

Query: Did the black wire cause the short circuit?

Reasoning:

{
"causal_events": {
"The black wire touches the battery": {
"occur": true,
"order": O,
"focal": true,
"sufficient": false,
"necessary": true,
"halpern_pearl": true,
"norm_violated": false,
"behavior_intended": false
}’
"The red wire touches the battery": {
"occur": true,
"order": O,
"focal": false,
"sufficient": false,
"necessary": true,
"halpern_pearl": true,
"norm_violated": true,
"behavior_intended": false
}
}’
"outcome_event": {
"The machine short circuits": {
"occur": true,
"order": 1

}

Answer: No

### Generated Sample

Story: In a water management system for a large greenhouse, there are two valves controlling
water supply to a central storage tank. Valve A is part of the main operational circuit, intended
to manage daily water flow. Valve B, on the other hand, serves as an emergency bypass
valve that should remain shut to prevent mixing excess water into the system. Under normal
circumstances, if just one valve is open, the tank functions properly without incident. One
morning, during a routine inspection, both Valve A and Valve B are mistakenly left open
for hours, allowing water from two separate sources to flow into the tank concurrently. As a
result, the tank exceeds its capacity and floods the greenhouse floor, causing damage.
Query: Did Valve A cause the overflow?

Reasoning:

{

"causal_events": {
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"Valve A is

open": {

"occur": true,
"order": O,
"focal": true,

"sufficient": false,
"necessary": true,
"halpern_pearl": true,

"norm_violated": false,
"behavior_intended": false
}’
"Valve B is open": {
"occur": true,
"order": O,
"focal": false,
"sufficient": false,
"necessary": true,
"halpern_pearl": true,
"norm_violated": true,
"behavior_intended": false
}

}’
"outcome_event": {
"The storage tank overflows": {
"occur": true,
"order": 1

}

Answer: No

A.5 Details of AC-REASON

A.5.1 Generation of Explanations

In Algorithm[I} an explanation is generated for each answer. Most explanations are produced using
predefined templates (Lines 4, 5, 9-10 and 16). For responsibility-related decisions (Lines 13-14 and
20-21), the explanations are generated by the LLM responsible for determining responsibility. First,
we present the templates for producing explanations. In each template, the placeholder E is replaced
with the actual causal event in the current for-loop, and O is replaced with the actual outcome event.

Ln.
Ln.
Ln.
Ln.
Ln.

Second,

04.
05.
09.
10.
16.

FE is a cause of O, since F is both sufficient and necessary.

FE is not a cause of O, since E is neither sufficient nor necessary.

FE is a cause of O, since E occurs the earliest in a disjunctive causal structure.

FE is not a cause of O, since F does not occur the earliest in a disjunctive causal structure.
Fis a cause of O, since F is an actual cause and it violates a norm or is an intended behavior

of an agent.

we provide examples of LLM-generated explanations.

Example for Line 13.

Yes, the focal causal event “Billy arrives at 9 am” is equally responsible relative to the other
causal event “Suzy arrives at 9 am”. Both Billy and Suzy arrived at the same time, triggering
the motion detector. Although Billy was explicitly told not to come, Suzy was also explicitly
told to come at exactly 9 am, making both of them equally responsible for the outcome.
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Example for Line 14.

No. In the story, Drew, Kylie, and Oliver all ordered coffee on the same day, and any one of
them ordering coffee would have been sufficient for the coffee shop to make a profit. However,
Drew’s action of ordering coffee on a Tuesday was unexpected and violated the norm, as he
usually doesn’t order coffee on Tuesdays. This makes Drew’s action more noticeable, but it
doesn’t make him more responsible for the coffee shop’s profit than Kylie or Oliver, who also
ordered coffee.

Example for Line 20.

Yes, the focal causal event “Brother steps on a slippery patch” is more responsible relative
to other causal events in the list. This is because it occurs later in the sequence of events,
closer to the outcome event. The brother stepping on the slippery patch directly leads to him
knocking over the lamp, which then fractures the water pipe, causing the damage. The other
events, while they set the stage for this to happen, are further removed from the outcome
event in terms of temporal order.

Example for Line 21.

No. Based on the story, Alice’s action of logging in at 9.30 am is not more responsible than
Zoe’s action of logging in at 9 am for the outcome event. This is because both actions are
necessary for the outcome to occur, and Zoe’s action, which violates the company policy,
happens first. Therefore, Zoe’s action has a higher temporal order and is considered more
responsible for the outcome.

A.6 Details of AC-BENCH

A.6.1 Details of Data Cleaning
We perform the following operations to clean the BBH-CJ dataset:

Op. 1. Remove duplicate samples.

Op. 2. Remove erroneous samples, which are considered invalid—for example, those missing
critical background information.

Op. 3. Remove irrelevant samples. In BBH-CJ, there are two types of queries: 1) causation, e.g.,
Did John’s job cause his premature death? 2) intention, e.g. Did the CEO intentionally
harm the environment? Specifically, we exclude samples querying about intention, since our
focus is on actual causal relationships between real-world events.

Op. 4. Correct partially flawed samples. These are samples with issues in the story background,
query, or answer. In many cases, errors in the query and answer co-occur—for instance, a
duplicated or malformed query often results in an incorrect answer.

The goal of this data cleaning process is to reduce noise in BBH-CJ and retain only high-quality
samples relevant to AC. We also provide examples illustrating the last three type of operation below.

Erroneous Sample.

The “motion detector” mentioned in the question has not appeared in the story background.
Story: Suzy and Billy are working on a project that is very important for our nation’s security.
The boss tells Suzy: “Be sure that you are here at exactly 9 am. It is absolutely essential that
you arrive at that time.” Then he tells Billy: “Be sure that you do not come in at all tomorrow
morning. It is absolutely essential that you not appear at that time.” Both Billy and Suzy
arrive at 9 am.

Query: Did Billy cause the motion detector to go oft?

Answer: No
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Irrelevant Sample.

The sample is querying about intention.

Story: The CEO of a company is sitting in his office when his Vice President of R&D comes
in and says, “We are thinking of starting a new programme. It will help us increase profits,
but it will also harm the environment.” The CEO responds that he doesn’t care about harming
the environment and just wants to make as much profit as possible. The programme is carried
out, profits are made and the environment is harmed.

Query: Did the CEO intentionally harm the environment?

Answer: Yes

Partially Flawed Sample.

In the third sentence of the story, “work emails” is mistakenly written as “spam emails”.
Story: Billy and Suzy work for the same company. They work in different rooms, and both of
them sometimes need to access the central computer of the company. Nobody at the company
is aware that if two people are logged into the central computer at the same time, some spam
emails containing important customer information are immediately deleted from the central
computer. In order to make sure that two people are available to answer phone calls during
designated calling hours, the company issued the following official policy: Billy and Suzy
are both permitted to log into the central computer in the mornings, and neither of them
are permitted to log into the central computer in the afternoons. Today at 9 am, Billy and
Suzy both log into the central computer at the same time. Immediately, some work emails
containing important customer information are deleted from the central computer.

Query: Did Suzy cause the central computer to delete some work emails containing important
customer information?

Answer: Yes

A.6.2 Details of Data Annotation

The labeling process does not involve crowdsourcing; instead, it is conducted by a master’s student
specializing in actual causality with LLMs. The annotation criteria are presented in Table|7] which
are primarily derived from established factors in the causal judgment literature [40] and formal
definitions from the actual causality domain [16]. The annotation process follows the pipeline below:

Step 1. Annotate C and O. We first manually annotate the events. Then, we use GPT-4 to perform
event detection and refine our annotations by comparing them with GPT-4’s results.

Step 2. Annotate (foccur, forder) based on the annotation guideline. The occurrences and temporal
orders of events are usually explicit in the story, making them relatively straightforward to
label.

Step 3. Annotate ( fsc, fuc, fac, [n, [i) based on the annotation guideline. This step is more labor-
intensive due to the complexity of the factors (especially f,.). First, we group the factors
into two sets: (fsc, fne, fac) and (fn, fi). In the first group, the annotation follows the order
frne = fac = fsc- This order is based on dependency: f,. is the simplest to determine,
and if it holds, f,. necessarily holds as well; in turn f,. depends on f,.. Only when —f;,.
holds do we need to assess f,. more carefully by considering contingencies in AC2. In
AC2, contingencies refer to holding the values of W fixed at their original values when
intervening to set X to «’. The second group, (f,, fi), is relatively straightforward to
annotate, as these factors are also explicit in the story. Second, to further alleviate cognitive
load, we input the annotated events into GPT-4 and use its predictions as auxiliary references.
We then carefully revise the annotations in accordance with the definitions in the annotation
guideline.

For each step, we manually verify the annotations multiple times to ensure high-quality labeling.

A.6.3 Details of Data Verification

The high quality of AC-BENCH is ensured by the following factors:
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Table 7: Annotation guideline.

Factors Definitions

Occurrence (fZ_, )

True E actually occurs in the causal setting.

False Otherwise.

Temporal Order (f£, )

/ An integer starting from 0, denoting the temporal order of E relative to other events in the

causal setting. If two events occur simultaneously, they should share the same f,.qc--

Sufficient Causality (f£)

True E is a sufficient cause of O by Deﬁnition If 1) fE holds and 2) E always suffices to cause
O while changing the foceyr factor of other causal events, then f£ holds. [Proof: SC1 holds
if fE . A S eur holds; SC2 holds if fZ holds; SC3 holds by counterfactual reasoning on

causal events other than E; SC4 already holds since we only annotate minimal/atomic and
non-overlapping causal events. Also, if fZ holds, fZ_,. A fS.., holds.]

False Otherwise.

Necessary Causality (£

True E is a necessary cause of O by the but-for definition. If but for £, O would not have occurred,
then fE. holds.

False Otherwise.

Halpern-Pearl Causality (1)
True E is an actual cause of O by Definition[[] If 1) fZ.,,. A fQ.,, holds and 2) fE, holds while

c
allowing contingencies based on AC2, then fZ, holds. [Proof: ACI holds if f2 .. A £ .ur
holds; AC2 holds if £, holds, while allowing contingencies; AC3 already holds since we only

annotate minimal/atomic and non-overlapping causal events.]

False Otherwise.

Normality (f£)

True E violates a prescriptive or descriptive norm.
False Otherwise.

Intention (f7)

True E is an agent’s behavior that is intentional, and O is adverse and foreseeable.
False Otherwise.

Reliable data source. AC-BENCH is built upon BBH-CJ [50]], which contains 187 challenging
causal judgment queries selected from Big-Bench Causal Judgment (BB-CJ) [49]. As indicated in
its|Github repository, the stories, queries, and answers in BB-CJ are curated from 30 papers published
between 1989 and 2021. Each paper involves rigorous human experiments, and the ground-truth
binary answers are derived from these experimental results. Therefore, the samples in BBH-CJ can
be considered fundamentally reliable.

Thorough data cleaning. We perform extensive data cleaning on BBH-CJ, as detailed in Ap-
pendix[A.€] This includes removing duplicate, erroneous, and irrelevant samples, as well as correcting
partially flawed samples, thereby significantly reducing noise in the dataset.

Step-by-step, LLM-assisted labeling with multi-round manual verification. While the average
human accuracy on BBH-CJ is only 69.60% as reported in Big-Bench Hard [50]], this does not
reflect the quality of our annotations. First, we decompose each problem into intermediate reasoning
steps, allowing annotators to better understand and process each sample. Second, we leverage LLM-
generated reasoning steps as auxiliary information to reduce annotator cognitive load, as described in
Appendix Finally, after labeling, each annotation is manually reviewed multiple times to ensure
the quality of the resulting “seed samples” used for data generation.

Post-generation quality control via automatic and manual checks. For automated validation, we
implement code to automatically check whether the reasoning logic, i.e., causal setting and causal
factors, of each generated sample is consistent with its seed sample. Fewer than 1% of samples are
found inconsistent (mostly involving incorrect values for f;), which are then manually corrected.
Additionally, we verify whether the causal factors in each generated sample corresponds to a correct
gold answer using Algorithm |1} all samples pass this automatic check. For manual inspection, we
randomly sample ~33.3% (310 out of 930) generated samples and evaluate whether 1) the story
contains sufficient information for actual causal reasoning, 2) the reasoning logic is consistent with
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the story, and 3) the gold answer is correct. Only 2 samples (0.6%) are found to lack essential
reasoning information; we regenerate and verify these samples.

A.7 Prompts
A.7.1 Prompts for the Baselines

Vanilla

[SYSTEM] You are an expert in the field of actual causality and causal judgment. Given the
story and query of a logic-based causal judgment problem, you can effectively solve it.
Story: {story}

Query: {query}

Answer (Yes or No?):

Zero-shot CoT

[SYSTEM] You are an expert in the field of actual causality and causal judgment. Given the
story and query of a logic-based causal judgment problem, you can effectively solve it.
Story: {story}

Query: {query}

Let’s think step by step.

Answer (Yes or No?):

Manual CoT

[SYSTEM] You are an expert in the field of actual causality and causal judgment. Given the
story and query of a logic-based causal judgment problem, you can effectively solve it.
Here we will provide three chain-of-thought examplars, followed by a binary question that
needs to be answered.

Story: {storyl}

Query: {queryl}

Answer (with chain of thought): {answerl }

Story: {story2}

Query: {query2}

Answer (with chain of thought): {answer2}

Story: {story3}

Query: {query3}

Answer (with chain of thought): {answer3}

Story: {story}

Query: {query}

Answer (Yes or No?):

A.7.2 Prompts for AC-REASON

Causal Setting Establishment

[SYSTEM] You are an expert in the field of actual causality and causal judgment. Given
the story and query of a logic-based causal judgment problem, you can effectively assist in
solving the problem following the instructions provided.

Story: {story}

Query: {query}

Based on the story and query of a logic-based causal judgment problem, establish the causal
setting as follows.

1. Summarize the causal events and outcome event based on the story and query.

— The causal events should causally contribute to the outcome event.
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— The causal events should be minimal/atomic and non-overlapping.
2. Label the occurrences and temporal orders of events based on the story.

— Label occur as true if an event actually occurs.

— Label order as an integer starting from 0, where simultaneous events should
share the same order.

3. Label the focal causal events based on the query.

— If the query asks whether a causal event causes the outcome event, the causal
event has focal = true.

— If the query asks whether an agent causes the outcome event, all causal events
reflecting the agent’s behaviors have focal = true.

Return the causal setting in the following JSON format:

{
"causal_events": {
CAUSAL_EVENT: {
"occur": True/False,
"order": ORDER,
"focal": True/False
},
}’
"outcome_event": {
OUTCOME_EVENT: {
"occur": True/False,
"order": ORDER
}
}
}

Return only the JSON, without any extra information.

Causal Factors Analysis

Based on the story and causal setting, reason about the values of the following causal factors
for each causal event.

1. sufficient = true if in the story, had a causal event occurred, the outcome event
would have occurred, even if other causal events had occurred differently.

2. necessary = true if in the story, had a causal event not occurred, the outcome
event would not have occurred.

3. halpern_pearl = true if in the story, had a causal event not occurred, the out-
come event would not have occurred, while allowing at least a subset of events in
the causal setting to remain occurred had a causal event not occurred.

* sufficient = true,necessary = true,and halpern_pearl = truecanbe
satisfied through a path from a causal event to the outcome event, passing through
other causal events.

4. norm_violated = true if in the story, a causal event violates norms, such as
statistical modes, moral codes, laws, policies, or proper functioning in machines or
organisms.

5. behavior_intended = true if in the story, a causal event is an agent’s behavior
and the agent is aware of the potential consequences of their action and knowingly
performs an action that leads to a foreseeable bad outcome.

Return the values of factors for causal events in the following JSON format:

{
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CAUSAL_EVENT: {
"sufficient": True/False,
"necessary": True/False,
"halpern_pearl": True/False,
"norm_violated": True/False,
"behavior_intended": True/False

1,
}

Return only the JSON, without any extra information.
801

Determining frcsp (Line 12)

Define responsibility as the relative degree (more, less, or equally) to which a causal event
causally contributes to the outcome event, relative to other causal events specified. Here,
assume responsibility is only determined by normality (norm_violated) and intention
(behavior_intended).

Return Yes if based on the story, the focal causal event “{focal_event}” is equally or more
responsible relative to other causal events in the list {S_list}, else No. Then, explain briefly
based on the story.

802

Determining frcsp (Line 19)

Define responsibility as the relative degree (more, less, or equally) to which a causal event
causally contributes to the outcome event, relative to other causal events specified. Here,
assume responsibility is only determined by temporal order (order).

Return Yes if based on the story, the focal causal event “{focal_event}” is more responsible
relative to other causal events in the list {H_list}, else No. Then, explain briefly based on the
story.

803

go4 A.7.3 Prompts for AC-BENCH

Data Generation (Stage 1)

Data Example: {data_example}

In the provided data sample: story is the story background of a logic-based causal judgment
problem; reasoning details the reasoning process, including causal/outcome events and
their factor values; queries are causality-related queries to the problem, each links to one or
more focal causal events in reasoning; answers are Yes/No answers to the queries.
Generate a new data example as follows:

1. story: Rewrite with a different real-world setting while preserving the reasoning
logic, i.e., only rephrase causal/outcome event descriptions.

2. queries: Formulate queries for the new story and identify the corresponding focal
causal events.

3. reasoning: Generate causal/outcome events and their factors for the new story
while keeping factor values unchanged.

4. answers: Provide Yes/No answers to the queries.

Return the new data example in the same JSON format as the original one.
Return only the JSON, without any extra information.
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Data Generation (Stage 2)

Based on the generated data example, refine the new story to make it more distinctive while
keeping reasoning unchanged:

1. Increase Details: Add relevant details to enhance the new story setting.
2. Remove Details: Eliminate elements that are only relevant to the original story.

3. Reorganize Structure: Adjust the narrative flow to avoid mirroring the original
structure.

Return the modified data example in the same JSON format as the original one.
Return only the JSON, without any extra information.

A.8 Limitations and Future Work

First, the AC-REASON framework remains incomplete. It incorporates only several commonly
studied factors in actual causality and causal judgment, potentially overlooking more fine-grained or
domain-specific factors that may influence reasoning. Moreover, it is currently limited to processing
only one minimal causal event at a time with our Algorithm [T]and lacks the capability to account
for conjunctive causal events as candidate causes. Second, the BBH-CJ dataset comprises samples
drawn from research papers published between 1989 and 2021. We have not yet included samples
from newly emerged papers. As for future work, we plan to do the following. First, Algorithm [I]can
be enhanced by incorporating additional factors and refining its reasoning rules. Second, we will try
to apply our framework in domain-specific scenarios, such as legal reasoning, where actual causality
and causal judgment play a central role. Finally, we plan to expand our benchmark in response to
newly emerged research works in these fields.

A.9 Broader Impacts

The proposed AC-REASON framework introduces a theory-grounded approach to actual causality
(AC) reasoning with LLMs, which has both promising societal benefits and potential risks. On the
positive side, AC-REASON enhances the interpretability and formal rigor of LLM-based causal
reasoning (CR). This advancement can support responsible decision-making in high-stakes domains
such as legal analysis, policy evaluation, and scientific explanation—areas where precise attribution
of causality is essential. Furthermore, the introduction of AC-BENCH provides the community with a
more challenging and structured benchmark, promoting research into deeper, more human-aligned
CR. However, the ability to assign blame or responsibility with greater formal precision also raises
ethical concerns. In legal or social contexts, misuse of such models—especially without adequate
human oversight—could lead to unjustified attributions of responsibility or reinforce biased norms
embedded in training data. Moreover, the model’s interpretability may lend unwarranted credibility
to flawed outputs if users fail to critically evaluate them. To mitigate these risks, future deployments
should incorporate transparency about model limitations, ensure human-in-the-loop oversight in
critical applications, and explore fairness-aware variants of causal factor modeling. Additionally,
controlled access to AC-REASON’s reasoning capabilities may help prevent misuse in manipulative
or adversarial settings.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claim lacking a theory-guided method for LLM-based actual causality
(AC) reasoning corresponds to our proposal of the AC-REASON framework, which leverages
advantages from LLMs and AC theory for more formal and interpretable AC reasoning.
The claim lacking a large AC benchmark with detailed annotations of reasoning steps
corresponds to our proposal of the AC-BENCH benchmark, which has a larger data size
and detailed annotations of reasoning steps. The effectiveness of AC-REASON is proved by
empirical results, while the features of AC-BENCH are verified through both experiments
and analyses.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: See Appendix [A.8]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: See Appendix
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: See Appendix[A.7|for the prompts for our AC-REASON framework and the
generation of AC-BENCH dataset. Also, the code and data of this paper are provided in the
following anonymous Github repository: https://anonymous.4open.science/r/ac_
reason-720D/.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code and data of this paper are provided in the following anonymous
Github repository: https://anonymous.4open.science/r/ac_reason-720D/|

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Section[3.1]
Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: For the pilot experiment, we report the standard deviations of accuracies over
three runs. For the main experiment, we do not report statistical significance due to the
following reasons: 1) it is costly to run experiments on the four closed-source LLMs multiple
times on AC-BENCH; 2) we have set the temperature parameter to O (or approaching 0) for
both pilot and main experiments to ensure stable outputs.
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Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

 The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: Experiments on closed-source LLMs (i.e., GPT-4, GPT-40, Claude, and
Gemini) only involve API calls, and experiments on open-source LLMs (i.e., Qwen-2.5-
Instruct, DeepSeek-V3, DeepSeek-R1, and QwQ-32B) are conducted using the service from
the ModelScope platform.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics carefully and ensure our work
conforms with it.

Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
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11.

12.

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See Appendix [A.9]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All code, data, and models used are carefully cited.
Guidelines:

* The answer NA means that the paper does not use existing assets.
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13.

14.

15.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The code and data of this paper are provided in the following anonymous
Github repository: https://anonymous.4open.science/r/ac_reason-720D/. As
for code, we provide a detailed README file. As for AC-BENCH, we have provided the
details of the dataset in another README file. The annotation guideline of AC-BENCH is
presented in Appendix

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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1152 Answer: [NA]

1153 Justification: The paper does not involve crowdsourcing nor research with human subjects.
1154 Guidelines:

1155 * The answer NA means that the paper does not involve crowdsourcing nor research with
1156 human subjects.

1157 * Depending on the country in which research is conducted, IRB approval (or equivalent)
1158 may be required for any human subjects research. If you obtained IRB approval, you
1159 should clearly state this in the paper.

1160 * We recognize that the procedures for this may vary significantly between institutions
1161 and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
1162 guidelines for their institution.

1163 * For initial submissions, do not include any information that would break anonymity (if
1164 applicable), such as the institution conducting the review.

1165 16. Declaration of LLLM usage

1166 Question: Does the paper describe the usage of LLMs if it is an important, original, or
1167 non-standard component of the core methods in this research? Note that if the LLM is used
1168 only for writing, editing, or formatting purposes and does not impact the core methodology,
1169 scientific rigorousness, or originality of the research, declaration is not required.

1170 Answer: [Yes]

171 Justification: LLMs serve as backbones of our AC-REASON framework and are tested on
1172 Big-Bench Hard Causal Judgment and our AC-BENCH dataset.

1173 Guidelines:

1174 * The answer NA means that the core method development in this research does not
1175 involve LLMs as any important, original, or non-standard components.

1176 * Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
177 for what should or should not be described.

40


https://neurips.cc/Conferences/2025/LLM

	Introduction
	Preliminaries
	The Halpern-Pearl Definition of Causality
	The Completeness of Actual Causes

	AC-Reason Framework
	Causal Setting Establishment
	Causal Factors Analysis
	Actual Causality Reasoning

	AC-Bench Construction
	Experiments
	Setups and Baselines
	Pilot Study
	Main Results
	Ablation Study

	Related Work
	Conclusion
	Appendix
	Open Access to Code & Data
	Background
	The Categories of Causality
	Causal Factors in Actual Causality and Causal Judgment

	Theoretical Proofs
	Proof of Proposition 1
	Proof of Algorithm 1

	Empirical Results
	Pilot Experiment: Complete Results and Further Conclusions
	Main Experiment: From Causal Factors to Overall Accuracy
	Case Study: Reasoning Steps under Different Settings
	Case Study: Seed Samples vs. Generated Samples

	Details of AC-Reason
	Generation of Explanations

	Details of AC-Bench
	Details of Data Cleaning
	Details of Data Annotation
	Details of Data Verification

	Prompts
	Prompts for the Baselines
	Prompts for AC-Reason
	Prompts for AC-Bench

	Limitations and Future Work
	Broader Impacts


