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Abstract

The rise of multimodal misinformation on so-001
cial platforms poses significant challenges for002
individuals and societies. Its increased credi-003
bility and broader impact make detection more004
complex, requiring robust reasoning across di-005
verse media types and profound knowledge006
for accurate verification. The emergence of007
Large Vision Language Model (LVLM) offers008
a potential solution to this problem. Lever-009
aging their proficiency in processing visual010
and textual information, LVLM demonstrates011
promising capabilities in recognizing complex012
information and exhibiting strong reasoning013
skills. We investigate the potential of LVLM014
on multimodal misinformation detection and015
find that even though LVLM has a superior016
performance compared to LLMs, its profound017
reasoning may present limited power with a018
lack of evidence. Based on these observations,019
we propose LEMMA: LVLM-Enhanced Mul-020
timodal Misinformation Detection with Exter-021
nal Knowledge Augmentation. LEMMA lever-022
ages LVLM intuition and reasoning capabilities023
while augmenting them with external knowl-024
edge to enhance the accuracy of misinformation025
detection. Our external knowledge extraction026
module adopts multi-query generation and im-027
age source tracing to enhance the rigor and028
comprehensiveness of LVLM’s reasoning. We029
observed that LEMMA improves the accuracy030
over the top baseline LVLM by 9% and 13%031
on Twitter and Fakeddit datasets respectively. 1032

1 Introduction033

Multimodal misinformation, originating from the034

integration of multimedia on social platforms,035

raises significant concerns for individuals and so-036

cieties. The contents of such misinformation can037

be readily consumed by the audience, often gain-038

ing a higher level of credibility and causing a039

1The code is available at
https://anonymous.4open.science/r/LEMMA

border impact compared to textual misinforma- 040

tion (Michael Hameleers and Bos, 2020; Zannet- 041

tou et al., 2018). Unlike unimodal misinforma- 042

tion, detecting multimodal misinformation is more 043

challenging, requiring robust reasoning to decipher 044

cross-modal clues, coupled with the necessity for 045

profound knowledge to verify the factuality of the 046

essential information. 047

The rise of Large Language Models (LLMs) 048

(Zhao et al., 2023) has significantly reshaped tra- 049

ditional NLP tasks, while recent efforts are lever- 050

aging LLMs to combat misinformation (Chen and 051

Shu, 2023; Hu et al., 2023). However, these ef- 052

forts are limited by LLMs’ inability to process 053

non-textual resources. Therefore, the recent emer- 054

gence of Large Vision Language Models (LVLM) 055

(OpenAI et al., 2023) provides a good opportu- 056

nity to forward this line of research and here are 057

several intuitions of adopting LVLM into combat- 058

ing multimodal misinformation: Firstly, the pre- 059

training process with large-corpus provides LVLM 060

with a profound understanding of real-world knowl- 061

edge (Du et al., 2023) so that it has the potential 062

to recognize complex information such as terms 063

or entities appearing in the multimodality. Sec- 064

ondly, LVLM exhibits a strong reasoning capability 065

through showcasing its remarkable performance on 066

various tasks such as arithmetic reasoning (Amini 067

et al., 2019), question answering (Kamalloo et al., 068

2023), and symbolic reasoning (Wei et al., 2023). 069

Thus, it has the potential to generate strong rea- 070

soning from multimodalities even in the zero-shot 071

manner (Kojima et al., 2023). Moreover, LVLM 072

presents a promising capability in incorporating ex- 073

ternal knowledge by utilizing retrieval-based tools, 074

which has proved to be a beneficial functionality, 075

particularly in tasks that demand fact-checking (Fa- 076

tahi Bayat et al., 2023). 077

Considering the aforementioned motivations, 078

our primary objective is to investigate the following 079

research questions: Can LVLM effectively detect 080
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multimodal misinformation given their inherent081

capabilities? We discover that LVLM can gener-082

ally demonstrate satisfactory performance with its083

promising capability to process and reason about084

complex multimodal content. Despite these ad-085

vances, current models still struggle when exter-086

nal contextual understanding is necessary for ac-087

curate misinformation detection. Traditional ap-088

proaches to augmenting LLMs with external knowl-089

edge and up-to-date information, such as Retrieval-090

Augmented Generation (RAG) (Lewis et al., 2021),091

often rely on directly generating queries from fac-092

tual text. While effective for simple fact-checking,093

this method falls short in addressing the deceptive094

nature of multimodal misinformation. (Chen and095

Shu, 2023). In addition, those methods usually can096

only capture semantic relevance and are unable to097

handle logical connections, resulting in informa-098

tion loss.099

To bridge this gap, we introduce LEMMA:100

LVLM-Enhanced Multimodal Misinformation De-101

tection with External Knowledge Augmentation.102

Unlike conventional methods which usually con-103

vert all modalities into textual information for anal-104

ysis, LEMMA conducts parallel text and image105

searches to gather comprehensive evidence to en-106

hance the quality of LVLM’s reasoning. In addi-107

tion, our approach utilizes a reasoning-aware multi-108

query generation that allows the model to evaluate109

the relevance of details within the broader misin-110

formation context, thereby preventing over-focus111

on trivial details. What’s more, we adopt a coarse112

to fine-grained distillation module that can effec-113

tively improve the quality of retrieval evidence.114

Our experiments show that LEMMA significantly115

improves accuracy over the top baseline LVLM by116

9% and 13% on the Twitter and Fakeddit datasets.117

In summary, the major contributions of this paper118

are as follows:119

• We present a comprehensive empirical eval-120

uation of LVLM capabilities on multimodal121

misinformation detection based on its inher-122

ited capability.123

• We propose LEMMA, a simple yet effective124

LVLM-based approach that utilizes the ben-125

efits of LVLM intuition and reasoning capa-126

bility with advanced, reasoning-based query127

generation and evidence filtering.128

• We design an ad-hoc external knowledge ex-129

traction module that adopts multi-query gen-130

eration and image source tracing to enhance 131

the rigor and comprehensiveness of LVLM’s 132

reasoning. 133

2 Related Work 134

2.1 Multimodal Misinformation Detection 135

With the proliferation of multimedia resources, 136

multimodal misinformation detection has gained 137

increasing attention in recent years due to its po- 138

tential threat to the dissemination of genuine in- 139

formation (Alam et al., 2022). To identify mul- 140

timodal misinformation, a traditional way is to 141

evaluate the consistency between multimodality. 142

To be specific, such evaluation can be realized by 143

approaches such as multimodality feature repre- 144

sentation learning (Wang et al., 2018; Shu et al., 145

2019; Xue et al., 2021), using image captioning 146

model (Zhou et al., 2020) and vision transformer 147

(Ghorbanpour et al., 2021). However, these meth- 148

ods usually rely on a deep learning-based model, 149

which leads to the weakness of interpretability. To 150

address this issue, Liu et al. (2023b) tries to im- 151

prove interpretability by integrating explainable 152

logic clauses. In addition, Fung et al. (2021) pro- 153

poses InfoSurgeon which attempts to solve this 154

task by extracting fine-grained information in mul- 155

timodality. However, this method presents limited 156

precision and recall due to the limitation of auto- 157

matic IE techniques. Furthermore, these methods 158

suffer from the inherent limitations of the train- 159

ing process, which restrict their generalizability. 160

Therefore, recently researchers have increasingly 161

focused on leveraging LVLMs to tackle multimodal 162

misinformation. After Lyu et al. (2023) illustrates 163

LVLM’s effectiveness in the task, key areas of this 164

research extend to developing targeted solutions to 165

combat specific types of multimodal misinforma- 166

tion (Qi et al., 2024), addressing challenges related 167

to domain shift (Liu et al., 2024), and enhancing in- 168

terpretability (Wang et al., 2024). These studies re- 169

flect LVLM as a promising solution to multimodal 170

misinformation detection. 171

2.2 Retrieval-Augmented Generation (RAG) 172

for LLM/LVLM 173

RAG is an advanced technique that combines the 174

power of LLM/LVLM with information retrieval 175

techniques. This method was originally designed 176

to address the hallucination issue in text generation 177

by LLMs (Lewis et al., 2020). In addition, RAG ap- 178

proach is frequently applied in tasks requiring fac- 179
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tual consistency, such as open-domain question an-180

swering (Zhu et al., 2021), fact-checking (Maynez181

et al., 2020) and code generation (Vaithilingam182

et al., 2022), which demonstrates its promise. How-183

ever, traditional RAG suffers from limitations such184

as static retrieval and lack of efficiency, which185

prompts researchers to develop more advanced ver-186

sions to overcome these challenges. For example,187

Rackauckas (2024) demonstrates combining RAG188

and reciprocal rank fusion to improve comprehen-189

siveness, Mallen et al. (2023) proposes to evaluate190

query complexity based on entity frequency and191

Jeong et al. (2024) incorporates a question com-192

plexity classifier to adjust the external knowledge193

retrieval strategy for question answering. Mean-194

while, Merth et al. (2024) introduces superposition195

prompting to process input documents in parallel196

and (Jin et al., 2024) improves the RAG efficiency197

through designing a multilevel dynamic caching198

system. Despite these advancements, the applica-199

tion of RAG in multimodal misinformation detec-200

tion poses unique challenges. A critical aspect is201

the ability to discern and prioritize details that are202

crucial for identifying rumors while minimizing203

the retrieval of trivial details. To effectively ad-204

dress this requirement, our method incorporates a205

reasoning-based query generation approach, which206

guides the LVLM to focus on analyzing the most207

pertinent information first, thereby enabling tar-208

geted searches for external resources.209

3 Preliminary210

3.1 Task Definition211

In this paper, our objective is to explore an LVLM-212

based solution for multimodal misinformation de-213

tection tasks. Given a post or news report which214

is formatted as an image-text pair (I, T ), we215

seek to classify it into a candidate label set Y =216

{NonMisinformation, Misinformation} based on217

two major criteria: 1) whether there is an informa-218

tion inconsistency between I and T and 2) whether219

there is a factuality issue in either I or T .220

3.2 Exploration221

3.2.1 Evaluation Sets222

To assess the performance of LVLM on multimodal223

misinformation detection based on its inherent ca-224

pability, we mainly evaluate its performance on two225

representative datasets in the field and the detailed226

stats for each dataset are presented in Appendix A.227

Twitter (Ma et al., 2017) collects multimedia 228

tweets from Twitter platform. The posts in the 229

dataset contain textual tweets, image/video attach- 230

ments, and additional social contextual information. 231

For our task, we filtered out only image-text pairs 232

as testing samples. 233

Fakeddit (Nakamura et al., 2019) is designed for 234

fine-grained fake news detection. The dataset is 235

curated from multiple subreddits of the Reddit plat- 236

form where each post includes textual sentences, 237

images, and social context information. The 2-way 238

categorization for this dataset establishes whether 239

the news is real or false. 240

As LVLM doesn’t necessitate a training phase, 241

we leverage the testing sets directly from all evalu- 242

ated datasets. Furthermore, we incorporate prepro- 243

cessing by filtering out overly short tweets based 244

on text length, as overly short texts are not able 245

to provide sufficient information for inconsistency 246

detection. 247

3.2.2 Approaches 248

We mainly exploit two fundamental prompting 249

strategies for testing LVLM inherent capabilities 250

on our task: 251

Direct: In this method, we operate under the as- 252

sumption that LVLM functions as an independent 253

misinformation detector. Without applying any pre- 254

processing techniques to image and text resources, 255

we directly prompt LVLM to generate its predic- 256

tion and then provide reasoning, relying solely on 257

its internal knowledge. 258

Chain of Thought: The Chain of Thought (CoT) 259

mechanism (Wei et al., 2023) has demonstrated 260

significant enhancement in the ability of LLMs to 261

engage in complex reasoning tasks. Based on the 262

Direct method, we further incorporate the phrase 263

"Let’s think step by step" after the prompt. And 264

LVLM is asked to first generate its reasoning and 265

finally give out its prediction. 266

3.2.3 Experiment Settings 267

We take GPT-4V as a representative model to eval- 268

uate LVLM capability on multimodal misinforma- 269

tion detection. In our pursuit to understand the 270

evolution of LVLMs, we also implement the afore- 271

mentioned prompting approaches with GPT-3.5 272

and GPT-4. Since these models are not inherently 273

multimodal, we conduct a preprocessing step by 274

converting images into textual summaries to facili- 275

tate the input of multimodal content. Additionally, 276

to ensure a more comprehensive evaluation, we in- 277
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Figure 1: Comparison of performance metrics across various LVLMs/LLMs (GPT-3.5, GPT-4, GPT-4V, LLaVA,
and InstructBLIP) and prompting methods (DIRECT and CoT) on two different datasets (Twitter and Fakeddit).

corporate other two famous LVLMs, LLaVA (Liu278

et al., 2023a) and InstructBLIP (Dai et al., 2023)279

into our experiments, which allows us to scrutinize280

how various LVLMs perform and to identify more281

general observations.282

Real

This broken headstone has newspaper 

print transferred onto it its an old TV

guide section and it can't be scratched 

off its part of the stone now

Direct GPT-4

:

…However, the image caption describes a weathered piece of 

paper lying on the ground, not a headstone. There is no mention 

of a headstone or any indication that the newspaper print has 

become part of a stone, as the text claims. Therefore, there is a 

clear inconsistency between the text and the image….

Direct GPT-4V

:

…The image shows a stone with what appears to be newspaper 

print transferred onto its surface, which is consistent with the 

text's description of a broken headstone with an old TV guide 

section … The visible text and layout resemble that of a 

newspaper or TV guide, supporting the claim made in the text.

Real

Fake

Figure 2: An example of a real Fakeddit post where GPT-
4V makes a correct prediction based on successfully
extracting cross-modal alignment, while GPT-4 fails.

3.2.4 Observation on Preliminary Result283

Figure 1 showcases the preliminary result of em-284

ploying fundamental prompting strategies on two285

datasets using various LLMs/LVLMs. Upon scruti-286

nizing the predictions and accompanying rationale,287

we deduce the following insights:288

1. GPT-4V surpasses other LLMs/LVLMs289

in comprehending cross-modal interaction:290

Across both datasets and prompting methods,291

GPT-4V demonstrates superior performance292

over other LLMs (like GPT-3.5 and GPT-4)293

and LVLMs (such as LLaVA and Instruct-294

BLIP). This superiority, when compared to295

LLMs, can be attributed primarily to its en-296

hanced capability for multimodal understand-297

ing. For instance, Figure 2 shows a real Faked-298

dit post in which GPT-4V accurately extracts299

correlations between image and text. How-300

ever, GPT4 struggles in extracting such cor- 301

relation which eventually leads to a wrong 302

decision. On the other hand, despite their pre- 303

training for better multimodal capabilities, In- 304

structBLIP and LLaVA tend to underperform 305

due to their failure to follow instructions con- 306

sistently and the mismatch between training 307

corpus and specific task requirements, which 308

eventually leads to the performance disparity 309

in favor of GPT-4V. 310

2. In the absence of external evidence, 311

reasoning-enhanced methods have very lim- 312

ited potential for performance improve- 313

ment: While CoT has already demonstrated 314

superior performance in various tasks, its effi- 315

cacy is limited in multimodal misinformation 316

contexts when used with LVLMs. Specifi- 317

cally, while CoT may increase precision, it 318

consistently yields lower recall compared to 319

the Direct method, which suggests a tendency 320

towards over-conservatism. Considering the 321

importance of real-time information to mis- 322

information detection, such conservative bias 323

likely stems from the inherent limitations in 324

reasoning without adequate supporting evi- 325

dence, highlighting an essential trade-off be- 326

tween precision and recall in misinformation 327

detection. For instance, Figure2 depicts a fab- 328

ricated Twitter tweet that requires external ev- 329

idence for an accurate decision. In such sce- 330

narios, CoT tends to guide LVLM towards a 331

conservative stance. 332

Based on these observations, although LVLM 333

can achieve decent performance based on its inher- 334

ent capability, it has limited power to make correct 335

judgments when further evidence is necessary for 336

the correct prediction. Therefore, with the inser- 337

tion of external knowledge, LVLM is expected to 338
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achieve better performance.339

Spectacular photograph taken 

before the attacks at the Bataclan 

theater

Fake

…4. Without additional context or verification, it is not possible 

to confirm the exact timing of the photograph in relation to the 

attacks mentioned.

5. However, the image itself does not contain any elements that 

directly contradict the text's claim.
CoT GPT-4V

: Real

…without further evidence to support the claim that this is indeed 

a photo from before the attacks at the Bataclan, the post could 

potentially contain misinformation by presenting an unrelated or 

out-of-context photo as if it were directly associated with the 

attacks….Direct GPT-4V

: Fake

Figure 3: An example of a fabricated Twitter tweet that
shares subtle discrepancies in two modalities, mislead-
ing GPT-4V to answer "presence of misinformation"

4 Methodology340

This section introduces the proposed LVLM-341

Enhanced Mulimodal Misinformation Detec-342

tion with External Knowledge Augmentation343

(LEMMA). The pipeline of LEMMA is illustrated344

in Figure 4. We first delve into the initial stage345

inference in Section 4.1. Subsequently, we eluci-346

date how we generate reasoning-aware queries to347

retrieve relevant multimodal evidence from the In-348

ternet in Section 4.2. Additionally, we present the349

methodology for filtering qualified evidence from350

search results in Section 4.3. Finally, we demon-351

strate how LEMMA utilizes additional references352

to refine its final prediction in Section 4.4. The353

detailed prompt design for each module is shown354

in Appendix B.3.355

4.1 Initial Stage Inference356

In the initial phase, LVLM assesses whether posts357

inherently contain misinformation based on ob-358

served cross-modal inconsistencies, and determines359

whether external information is necessary to make360

a final judgment. Upon receiving an image-text pair361

(I, T ), LVLM generates an initial prediction YD362

and accompanying rationale RD which includes363

the assessment of consistency level between I and364

T . Subsequently, leveraging reasoning RD, LVLM365

is able to autonomously evaluate the necessity for366

external knowledge based on whether the within-367

context information is sufficient to conclude the368

judgment and whether any contents need to be veri-369

fied. Following this evaluation, LVLM will finalize370

its decision as the direct prediction if the current371

information is deemed sufficiently comprehensive.372

Otherwise, LVLM proceeds to extract external evi- 373

dence for further analysis to avoid an overly con- 374

servative bias. Furthermore, if LVLM thinks the 375

external knowledge is still insufficient for judg- 376

ment, it will classify this post as "Unverified" in 377

the refined prediction phrase and choose direct pre- 378

diction instead as the final output. More details in 379

Section 4.4. 380

4.2 Multimodal Retrieval 381

In addressing the challenge of potentially conserva- 382

tive bias due to insufficient evidence, we proposed 383

a multimodal retrieval framework that combines 384

reasoning-aware multi-query-based text retrieval 385

and image context retrieval. 386

4.2.1 Reasoning Aware Multi-Query Retrieval 387

Traditional retrieval methods often directly use 388

original posts for query construction, leading to po- 389

tential losses in semantic integrity and difficulties 390

in matching dispersed information (Mallen et al., 391

2023; Shi et al., 2023). To address these, we em- 392

ploy LVLM to generate multi-faceted queries based 393

on the direct reasoning RD. Specifically, LVLM 394

receives the image-text pair (I, T ), along with the 395

initial prediction YD and the reasoning RD gener- 396

ated during the initial stage inference. LVLM first 397

synthesizes a concise title Qt for the post, where a 398

"fake news" prefix is added to increase the likeli- 399

hood of retrieving content that directly refutes the 400

claims made in T . Then, it reviews direct reason- 401

ing RD that identifies the key discrepancies and 402

statements that would suggest potential misinfor- 403

mation and raises several questions Qq to verify 404

them. This ensures that the system prioritizes areas 405

most susceptible to misinformation. 406

The combined query set (Qt,Qq), is used to 407

search via the DuckDuckGo Search API (Duck- 408

DuckGo, 2023), aiming to retrieve highly relevant 409

documents set D, each annotated with a web title 410

and brief description. 411

4.2.2 Image Context Retrieval 412

Traditional retrieval methods often transform multi- 413

modal content into textual representations to fa- 414

cilitate analysis, focusing mainly on contextual 415

comprehension. However, as depicted in Figure 416

5, this approach may overlook essential aspects of 417

misinformation. For example, an image purported 418

to show recent environmental benefits from new 419

solar panels in Germany is actually an old promo- 420

tional image. To address such discrepancies, image 421
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Text

Image

Multimodal 
Input

𝓨𝑫

𝓡𝑫

Yes

𝓠𝒕

External Source

Initial stage inference

Final Output

Multi-Query Generation

Refinement

𝓨𝑭 𝓡𝑭

No

𝓠𝒒

Topic Filter Evidence Extraction
𝓔

Direct 
Prediction

Direct 
Reasoning

News 
Title

Keyword 
Questions

Based on topic relevance

Need External Knowledge?

Quote from HTML body

Verify text authenticity?
Verify Image authenticity?

𝓔v 𝓔t

Refine 
Prediction

Reevaluate based on ℰ, 
classify into fine-grained 

categories

D
irect

Zero
-sh

o
t In

feren
ce

Text

Image

Vision Evidence Text Evidence

Figure 4: The pipeline of the proposed method (LEMMA). The process hinges on two key inputs: multimodal data
and selectively filtered evidence gathered from external sources. Components marked with the OpenAI LOGO are
developed using the LVLM (GPT-4V).

”Germany makes it easier for people who 
bought solar panels have complained to a 
globally unprecedented reduction in car 
emissions reacting to the installations”

Post

Retrieval 
based on 
contextual 
understanding

Retrieval 
based on 
image

Figure 5: A fake news example that image retrieval
exposes as a reused promotional image

context retrieval technique provides a substantial422

improvement. By tracing the origin of an image,423

visual search adds a layer of context that signif-424

icantly enhances the accuracy of misinformation425

detection.426

To implement the image context retrieval, we uti-427

lize the Google search engine to trace the sources428

of image I and the exact match technique to pin-429

point the sources which contain the pictures that430

are identical or highly similar to I. Eventually, a431

list of web page’s title is returned as evidence Ev,432

which can offer a more accurate estimation of the433

image’s context for later evaluation.434

4.3 Resource Distillation435

To address the challenge of off-topic or irrelevant436

information retrieved by search engines, we em-437

ploy a resource distillation process, refining the438

traditional chunking technique based on the vec-439

tor space model which lacks awareness of logical440

text connections (Lewis et al., 2020). We adopt a 441

coarse to fine-grained distillation approach, similar 442

to LongLLMLingua (Jiang et al., 2023) 443

4.3.1 Topic Filtering 444

Initially, the top k relevant resources form a root 445

document set D. The LVLM then evaluates the 446

topic relevance level of each document in D based 447

on query (Qt,Qq) and original context I. Eventu- 448

ally, a further refined set D′ is returned, contain- 449

ing only documents that are highly relevant to the 450

post’s content. To ensure efficiency, we ask LLM 451

to process a batch of resources in one request. 452

4.3.2 Evidence Extraction 453

For each document in D′, we extract the main con- 454

tent along with the publication date. Subsequently, 455

the LLM identifies key segments Si that either sup- 456

port or refute the original post T . The LLM is 457

instructed to extract these segments directly from 458

the HTML body of the document, ensuring they 459

are succinct yet comprehensive, capturing all rele- 460

vant information. These segments, along with the 461

document’s web title and publication date, are then 462

compiled into an evidence entry, formatted as a 463

triplet. The aggregated evidence, Et, is a collection 464

of these triplets, forming a structured dataset ready 465

for analysis. 466

4.4 Refined Prediction 467

With the set of extracted evidence (Et, Ev) collected 468

from external sources, the model gains a more com- 469
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Dataset Method Accuracy Rumor Non-Rumor

Precision Recall F1 Precision Recall F1

Twitter

Direct (LLaVA) 0.605 0.688 0.590 0.635 0.522 0.626 0.569
CoT (LLaVA) 0.468 0.563 0.231 0.635 0.441 0.765 0.560
Direct (InstructBLIP) 0.494 0.751 0.171 0.277 0.443 0.902 0.599
CoT (InstructBLIP) 0.455 0.813 0.067 0.112 0.428 0.921 0.596
Direct (GPT-4) 0.637 0.747 0.578 0.651 0.529 0.421 0.469
CoT (GPT-4) 0.667 0.899 0.508 0.649 0.545 0.911 0.682
FacTool (GPT-4) 0.548 0.585 0.857 0.696 0.273 0.082 0.125
Direct (GPT-4V) 0.757 0.866 0.670 0.756 0.673 0.867 0.758
CoT (GPT-4V) 0.678 0.927 0.485 0.637 0.567 0.946 0.709
LEMMA 0.824 0.943 0.741 0.830 0.721 0.937 0.816
w/o initial-stage infer 0.809 0.932 0.736 0.823 0.699 0.919 0.794
w/o visual retrieval 0.781 0.953 0.672 0.788 0.652 0.949 0.773

Fakeddit

Direct (LLaVA) 0.663 0.588 0.797 0.677 0.777 0.558 0.649
CoT (LLaVA) 0.673 0.612 0.400 0.484 0.694 0.843 0.761
Direct (InstructBLIP) 0.726 0.760 0.489 0.595 0.715 0.892 0.793
CoT (InstructBLIP) 0.610 0.685 0.190 0.202 0.604 0.901 0.742
Direct (GPT-4) 0.677 0.598 0.771 0.674 0.776 0.606 0.680
CoT (GPT-4) 0.691 0.662 0.573 0.614 0.708 0.779 0.742
FacTool (GPT-4) 0.506 0.476 0.834 0.606 0.624 0.232 0.339
Direct (GPT-4V) 0.734 0.673 0.723 0.697 0.771 0.742 0.764
CoT (GPT-4V) 0.754 0.858 0.513 0.642 0.720 0.937 0.814
LEMMA 0.828 0.881 0.706 0.784 0.800 0.925 0.857
w/o initial-stage infer 0.803 0.857 0.692 0.766 0.786 0.891 0.830
w/o visual retrieval 0.792 0.818 0.675 0.740 0.778 0.883 0.854

Table 1: Performance comparison of baseline methods and LEMMA on Twitter and Fakeddit dataset. We show the
result of eight different baseline methods. Additionally, we present the results of two ablation studies: one without
initial-stage inference, and the other without resource distillation and evidence extraction. The best two results are
bolded and underlined.

prehensive understanding of the multimodal con-470

tent, enabling it to make a more accurate prediction.471

In detail, the image-text pair (I , T ) is re-introduced472

to the LVLM, accompanied with the evidence set473

(Et, Ev). LVLM is tasked with reevaluating its de-474

cision in light of the extracted evidence. Inspired475

by the fine-grained definition of multimodal misin-476

formation (Nakamura et al., 2019), LVLM is asked477

to categorize the post into one of six categories:478

1) True, 2) Satire, 3) Misleading Content, 4) False479

Connection, 5) Manipulated Content, or 6) Unveri-480

fied Content. Categories 2 through 6 correspond to481

different types of misinformation, while Category482

1 indicates real news. LVLM retains its inference483

from the initial stage if it classifies the post as Cate-484

gory 6, prioritizing conservatism over a potentially485

risky choice.486

5 Experiments487

5.1 Experiment Settings488

We evaluate LEMMA by comparing it with the fol-489

lowing baseline models and methods: 1) LLaVA:490

We evaluate LLaVA-1.5-13B (Liu et al., 2023a), 491

which is a state-of-the-art LVLM based on vision in- 492

struction tuning, by employing the Direct approach. 493

2) InstructBLIP: We evaluate the InstructBLIP 494

(Dai et al., 2023), which is a multimodal trans- 495

former designed to perform image-text tasks by 496

leveraging instruction-based finetuning. 3) GPT-4 497

with Image Summarization: We evaluate the ef- 498

fectiveness of the fundamental GPT-4 model (with- 499

out visual understanding). To provide visual con- 500

text, we construct a GPT4-V-based Image Summa- 501

rization module, which generates comprehensive 502

textual descriptions corresponding to images. As 503

elaborated in Section 3.2, we employ both the Di- 504

rect and CoT approaches within this experimental 505

framework. 4) GPT-4 with Factool:We evaluated 506

FacTool (Chern et al., 2023) with GPT-4 and im- 507

age summarization as its foundation. Factool is 508

an LLM-based framework that can detect factual 509

inaccuracies within texts. Similar to LEMMA, Fac- 510

Tool incorporates query generation and evidence re- 511

trieval to verify claims. However, its methodology 512
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is specifically tailored for AI-generated text and513

does not take LVLM as a backbone. 5) GPT-4V:514

We evaluate GPT-4V, also employing the Direct515

and CoT approaches.516

Datasets: We evaluate LEMMA and all the base-517

lines on the Twitter and the Fakeddit datasets, as518

introduced in 3.2.519

5.2 Performance Comparison520

The results presented in Table 1 demonstrate that521

our proposed LEMMA framework consistently sur-522

passes baseline models on the Twitter and Fakeddit523

datasets in terms of both Accuracy and F1 Score.524

Specifically, LEMMA shows an improvement of525

approximately 6.7% in accuracy on Twitter and a526

notable 7.4% increase on Fakeddit when compared527

to the best-performing baseline. Compared to Fac-528

Tool which suffers from an overemphasis on trivial529

details that makes its predictions overly sensitive,530

our approach excels in balancing precision and re-531

call, achieving high scores in both metrics. This532

suggests that LEMMA is effective in minimizing533

both false positives and false negatives, enhancing534

the overall quality of its predictions. Addition-535

ally, LEMMA demonstrates robust performance536

across different datasets, confirming its reliability537

and effectiveness in diverse contexts, essential for538

practical applications.539

37.3%

62.7%

36.3%

1.0%

11.3%
51.5%

47.4%

42.5%

53.6%

46.3%

6.2%
3.8%

Figure 6: Comparison of the distribution of correct
predictions between LEMMA and baseline (GPT-4V).

5.3 Ablation Study540

We conduct an ablation study on two modules in541

LEMMA, with the results shown in Table 1. (i)542

Initial-stage inference. We test bypassing LVLM’s543

self-evaluation of external evidence necessity, forc-544

ing it to search for external evidence for all posts.545

This led to a 1.5% lower accuracy on Twitter and a546

2.5% decrease on Fakeddit compared to the orig-547

inal version. We hypothesize that this is because548

LEMMA may be overly sensitive to the subtle dif-549

ferences between the external evidence and the 550

original post. (ii) Visual Retrieval. We also im- 551

plement a version without visual context retrieval, 552

resulting in a 0.8% drop in accuracy on Twitter 553

and a 0.6% drop on Fakeddit, suggesting that the 554

image sources provide valuable context, informing 555

LVLM of the true significance behind the visual 556

input, thereby enhancing the overall reasoning qual- 557

ity. 558

5.4 Result Analysis 559

We conduct a statistical analysis to compare the 560

accuracy distribution between LEMMA and Direct 561

(GPT-4V). From Figure 6, we have the following 562

observations: First, we observe that LEMMA ac- 563

curately replicates over 98% of Direct (GPT-4V) 564

correct predictions in Fakeddit, while in Twitter, 565

this figure stands at over 96%. This suggests that 566

LEMMA maintains an advantage in retaining the 567

inherent capabilities of GPT-4V. Furthermore, in 568

Fakeddit and Twitter, LEMMA exhibits approxi- 569

mately 13% and 9% additional gains relative to 570

Direct (GPT-4V). Such performance advantages 571

can be attributed to external knowledge providing 572

LEMMA with more evidence favorable for infer- 573

ence, thereby making its reasoning performance 574

more robust. 575

6 Conclusion 576

In this study, we investigated the capability of 577

LVLMs in multimodal misinformation detection 578

and discovered the significant importance of pro- 579

viding external information to enhance LVLM per- 580

formance. Then we proposed LEMMA, a frame- 581

work designed to enhance LVLMs by utilizing 582

a reasoning-aware query set for effective multi- 583

modal retrieval and by integrating external knowl- 584

edge sources. Our experiments on the Twitter 585

and Fakeddit datasets demonstrated that LEMMA 586

significantly outperforms the top baseline LVLM, 587

achieving accuracy improvements of 9% and 13%, 588

respectively. While there is room for further refine- 589

ment of knowledge source interfaces and filtering, 590

we believe LEMMA is an extensible approach ap- 591

plicable to interpretability-critical reasoning tasks 592

at the intersection of vision, language, and verifica- 593

tion. 594

7 Limitations 595

We recognize several limitations. 1) Due to the inte- 596

gration of external knowledge sources and multiple 597
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LVLM-based modules, the LEMMA framework598

may suffer from increased computational complex-599

ity and latency. This setup can hinder its scalability600

and efficiency, particularly in real-time environ-601

ments where rapid processing is crucial. 2) Our602

study did not thoroughly examine LEMMA’s sen-603

sitivity to different prompts. Given the constraints604

of our study, we defer the exploration of prompt605

sensitivity to future experiments. 3) The Evalu-606

ation datasets are limited to short social media607

posts due to dataset availability constraints, leaving608

LEMMA’s performance on longer texts untested.609

8 Ethics Statement610

We acknowledge that our work is aligned with the611

ACL Code of the Ethics 2 and will not raise ethical612

concerns. We do not use sensitive datasets/models613

that may cause any potential issues/risks.614
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A Dataset Statistics910

Table 2 shows the detailed statistics of two datasets for the testing. We filter the original test sets of the911

two datasets to exclude overly short texts because they often lack sufficient contextual details. This means912

overly short texts are not good test cases to determine LVLM’s capability for multimodal misinformation913

detection.914

Dataset Num Rumor Num Non-rumor Language Distribution
Twitter 448 321 English 78%, French 9%, Spanish 4%, Other 9%

Fakeddit 342 464 English 99%, Other 1%

Table 2: Dataset Statistics

B Experiment Prompt Template915

This section shows the templates for each prompting method that we have examined in section 5.2:916

B.1 Direct Prompting917

As shown in Figure 7, this method involves directly prompting the model with a text-image pair to918

determine the presence of misinformation. It must be noted that the rules we provided are designed to919

streamline the assessment process, ensuring that the model controls the output format while focusing on920

key indicators of misinformation.921

You are given a piece of **Input Text** and an image. Your task is to predict whether misinformation is present. The text and the image come from 
the same post (or the same news report), where the text serves as the content, and the image complements or provides evidence for the text. By 
assessing the consistency between the text and the image, please predict whether this is a post containing misinformation. Please follow the Rules 
below:

Rules:
Generate a JSON object with three properties: 'label', 'explanation' and 'external knowledge'.
The return value of 'label' property should be selected from ["real", "fake"].
real indicates that no misinformation is detected.
fake indicates that misinformation is detected.
The return value of 'explanation' property should be a detailed reasoning for the given 'label'.

Note that your response will be passed to the python interpreter, SO NO OTHER WORDS! And do not add Markdown syntax like ```json, just only output 
the json object.

Input Text:

{TEXT}

Your Response:

Figure 7: Prompt Template for Direct Approach

B.2 CoT Prompting922

As illustrated in Figure 8, CoT extends the assessment process by incorporating a more explicit and923

detailed reasoning pathway. Similar to the B.1, the output format remains controlled.924

You are given a piece of **Input Text** and an image. Your task is to predict whether misinformation is present. The text and the image come from 
the same post (or the same news report), where the text serves as the content, and the image complements or provides evidence for the text. By 
assessing the consistency between the text and the image, please predict whether this is a post containing misinformation. Please follow the Rules 
below:

# Rules:
1. Start your reasoning with an evaluation based on the sentence 'Let's think step by step'.
2. Output your complete reasoning in the subsequent lines.
3. In the final line, use a single word to indicate whether misinformation exists, which should be selected from ["Real", "Fake"].
"Real" indicates that no misinformation is detected.
"Fake" indicates that misinformation is detected.

# Input Text:

{TEXT}

# Your Response:
Let's think step by step,

Figure 8: Prompt Template for CoT Approach
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B.3 LEMMA Prompting 925

B.3.1 Initial Stage Inference 926

Shown in Figure 9, The prompt for this stage resembles the one from B.1, with the addition of an example 927

to preserve the output format. This is crucial for deriving the reasoning needed for subsequent steps. 928

You are given a piece of **Input Text** and an image. Your task is to predict whether misinformation is present. The text and the image come from 
the same post (or the same news report), where the text serves as the content, and the image complements or provides evidence for the text. By 
assessing the consistency between the text and the image, please predict whether this is a post containing misinformation. Please follow the Rules 
below:

Rules:
Generate a JSON object with three properties: 'label', 'explanation' and 'external knowledge'.
The return value of 'label' property should be selected from ["real", "fake"].
real indicates that no misinformation is detected.
fake indicates that misinformation is detected.
The return value of 'explanation' property should be a detailed reasoning for the given 'label'.

Note that your response will be passed to the python interpreter, SO NO OTHER WORDS! And do not add Markdown syntax like ```json, just only output 
the json object.

Example output (JSON):
{{

"label": "real",
"explanation": "The image shows a concert venue filled with people who appear to be enjoying a performance, which is consistent with the text's 

description of a photo taken at the start of a concert in Paris. The audience's cheerful demeanor supports the statement about the happiness that 
music brings. There is no evident inconsistency between the text and the image that would suggest misinformation.",
}}

Input Text:

{TEXT}

Your Response:

Figure 9: Instruction for initial stage inference

You are given a piece of **Reasoning** about the first-stage decision of the authenticity of multimedia news post, the **Text** is the text part 
of the post and you have already got the image part of the post. Your task is to decide whether additional evidence is needed for predicting 
whether misinformation is present.

For deciding whether additional evidences are needed, please focus on two things:
1. Whether the authenticity of events is suspicious.
2. Whether the authenticity of the image is suspicious.

Note that you should not easily judge that one post is "true", normally you need more external resources.

You should only respond in format as described below. DO NOT RETURN ANYTHING ELSE. START YOUR RESPONSE WITH '{{'.
[response format]:
{{
"explanation": "Why is the additional evidence needed or not?"
"external knowledge": "Yes" if you think additional evidence is needed, "No" otherwise.
}}

Input Reasoning:

{REASONING}

Input Text:

{TEXT}

Your Response:

Figure 10: Instruction for External Knowledge

B.3.2 Necessity of External Knowledge 929

Based on the initial stage inference in Section B.3.1, LEMMA evaluates the necessity of incorporating 930

external knowledge. This assessment is guided by rules specified in the prompt, which scrutinize the 931

reasoning derived during the first stage. The decision to proceed to subsequent stages is contingent on 932

whether the direct reasoning suggests the need for external verification to support or refute the findings. 933

The detailed procedure of this evaluation is depicted in Figure 10. 934

B.3.3 Reasoning Aware Multi-query Generation 935

At this stage, we input both the original image-text pair and the reasoning derived from B.3.1 to generate 936

the following queries: 1) a title for the post. 2) two questions related to contents that need to be verified. 937

The design of the prompt is shown in Figure 11 938

B.3.4 Topic Relevance Filter 939

When we obtained the resources from the search engine (We use title and queries derived from B.3.2 940

to search resources), we use the following prompt to check whether each search result is related to the 941
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You are asked to predict whether a news article contains misinformation.

The text of this news is:

{TEXT}

Your original prediction is {PREDICTION}. (0 for no misinformation, 1 for presence of misinformation, 'None' for no original prediction)

Your original reasoning based on that prediction is:

{REASONING}

External sources can better help you make the judgment. Please come up with a title for this news first, then list two questions/phrases/sentences 
that you would like to search on a public search engine, such as Google. Carefully design your question so that it can return the most helpful 
results for making your final prediction and reasoning. Please use English to generate your title and questions.

Text Input example 1:

‘Is baltimore's prosecutor wrong about freddie grays legal knife the weapon police described is definitely illegal so why did marilyn mosby say it 
wasn't the answer hinges on a single spring’

Output example (JSON) 1:
{{

"title":"Freddie Gray's Knife: Legal or Not?",
"questions":[

"Was Freddie Gray's knife legal?",
"Marilyn Mosby's comments on Freddie Gray’s Legal Knife"

]
}}

Text Input example 2:

‘RT @danrem: Konon, inside The Bataclan concert before the attack. How life can change in a second. #Pray4Paris’

Output example (JSON) 2:
{{

"title":"Inside The Bataclan Concert Moments Before the Attack",
"questions":[

"the full story of what happened in the Bataclan | Paris attacks",
"Authenticity of images from Bataclan before the attack"

]
}}

Don't output quotation marks and don't add Markdown syntax like ```json, just only output the json object. Your response: 

Figure 11: Instruction for Query Generation

context based on the queries and title we derived in B.3.2. Each resource will be labeled as True if found942

relevant, otherwise False. To ensure the efficiency, LVLM is asked to process a batch of resources in one943

request, using JSON to manage the output format. The design of the prompt is shown in Figure 12944

Your task is to filter the off-topic search result. You will be provided a piece of text. You have to determine the topic of the text. Then, you 
will be provided the search result in JSON format. For each entry, there is a unique integer key serving as the id of each entry. The value of 
each entry consists of three attributes: title, body, url. And You have to filter the off-topic search result according to the content of the 
title and body. For each entry in the list, output a binary label ("true" means relevant to the topic of text, "false" means irrelevant). Put all 
the labels in a JSON dict

Example output format:

{{"0":true, "1":false, "2":false, "3":true, "4":false, "5":true, "6":false, "7":true}}

Text input that you are going to determine the topic:

{TEXT}

Search result in JSON format:

{SEARCH_RESULT}

Your answer (don't include the Markdown syntax like ```json. just directly output the JSON list object. Don't output anything else):

Figure 12: Instruction for Topic Relevance Filter

B.3.5 Evidence Extraction945

This stage conducts evidence extraction by quoting or summarizing (if most of the post is relevant) the946

contents from remaining resources in the last stage. The model is asked to keep the extracted evidence947

concise, while avoiding excessive strictness. The design of the prompt is shown in Figure 13948

B.3.6 Refined Prediction949

Upon completing evidence extraction, the model reevaluates the image-text pair post, incorporating950

evidences retrieved from both text search and image search. Additionally, a fine-grained definition of951

misinformation (The detail is presented as Appendix C). is utilized for this reassessment. The design of952

the prompt is shown in Figure 14953

14



You are given a Query. You are then given a dictionary called Documents, whose key is the document ID and value is the documen retrieved from the 
Internet. For each document, 
- if some segments are relevant to any key information in Query, quote them.
- if the whole page is relevant to Query, summarize it comprehensively and concisely
- if it is irrelevant to Query, return empty string
Please output a new dictionary, whose key is still document ID and value is the document segments relevant to the Query. Try to only include the 
relevant part instead of returning the whole thing back.But do not be too strict.

### Example output format
{{"0":"Funding has been awarded to nine pioneering projects to help Scottish remanufacturing businesses make the most efficient use of material. 
The Scottish", "1":"New Institute of Remanufacture to drive Scotland's circular economy","2": "'The Scottish Government defines a circular economy 
as a system in which “resources are kept in use for as long as possible” – in other words, recycling.","3":"Our circular economy strategy to build 
a strong economy, protect our resources and support the environment."}}

### Your turn

**Query**
{TEXT}

**Documents**
{EVIDENCE}

**Output: (Don't output anything else except for the JSON object. Don't add Markdown syntax like ```json):**

Figure 13: Instruction for Evidence Extraction

C Fine-grained definition of misinformation 954

This section illustrates the fine-grained definition of misinformation which is used in Refined Prediction 955

stage: 956

1. True: True content is accurate in accordance with fact. Eight of the subreddits fall into this category, 957

such as usnews and mildly interesting. The former consists of posts from various news sites. The 958

latter encompasses real photos with accurate captions. 959

2. Satire/Parody: This category includes content that presents true contemporary information in a 960

satirical or humorous manner, often leading to its misinterpretation as false. Examples can be found 961

on platforms like Reddit’s T̈he Onion,f̈eaturing headlines such as M̈an Lowers Carbon Footprint 962

By Bringing Reusable Bags Every Time He Buys Gas.̈, Satire that clearly identifies itself as such 963

and is intended purely for entertainment or social commentary purposes should not be considered 964

misinformation. 965

3. Misleading Content: This category comprises information deliberately manipulated to deceive the 966

audience. 967

4. False Connection: This category encompasses instances where there is a disconnect between the 968

information conveyed by an image and the essential details provided in the accompanying text. It 969

may involve situations where the event depicted in the image does not align with or contradicts the 970

narrative described in the text, leading to potential misinterpretation or misunderstanding. 971

5. Manipulated Content: This category consists of content that has been intentionally altered through 972

manual photo editing or other forms of manipulation. For instance, comments on platforms like the 973

p̈hotoshopbattless̈ubreddit often contain doctored versions of images submitted to the platform. 974

6. Unverified: This category includes news or content for which the presence of misinformation 975

cannot be definitively determined based solely on the available evidence. Additional evidence or 976

verification may be required to confirm or refute the accuracy of the information. This category 977

encompasses situations where there is insufficient information or conflicting sources to make a 978

conclusive determination regarding the accuracy of the content. 979
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Now we'll provide new references for you. Remember the image of news has already been provided.

And the following are new references:

##### First reference: Original Text
Here is the original text of the news:

{TEXT}

##### Second reference: External knowledge and facts (To Verify the Text).
Here are provided external news/articles/post/wikis that are related to the provided news topics. You can trust the authenticity of these 
resources. 
The main effect of external knowledge is to check the factuality of the context and check whether there is a sardonicism existing in the image.

Begin of external resources:

{EXTERNAL}

End of external resources.

##### Third reference: Source of the Image (To Verify the Consistency between Text and Image).
Here is a list of web pages where this image is found. The primary purpose of this section is to offer a more accurate estimation of the image's 
context, which helps you evaluate if the text and image are indeed addressing the same topic.

Begin of the list:

{EXTERNAL_VISUAL}

End of the list.

Note that if the image only contains general objects and information, simply ignore this reference (the image's context does not matter).
Note that "cited by multiple sources" is not what you should consider for the authenticity judging. (The image can still be manipulated or 
misleading). Use your visual understanding and other resources to judge the authenticity.

##### Predefined Categories
Now you have been provided all references and please look the definition of predefined categories

{DEFINITION}

## Your Task
Finally, based on the references and the definition of predefined categories, please firstly provide the improved reasoning and classify the news 
into one of the six predefined categories. Do n

In one or more paragraphs, output your reasoning steps. In the final line, output your predicted category that this news belongs to. (Please don't 
output anything else except the category)

## Your Response:
Let's think step by step,

Figure 14: Instruction for Refined Prediction
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